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Foreword

The Ninth International Conference on Advances in Vehicular Systems, Technologies and
Applications (VEHICULAR 2020), held between October 18–22, 2020, continued the inaugural
event considering the state-of-the-art technologies for information dissemination in vehicle-to-
vehicle and vehicle-to-infrastructure and focusing on advances in vehicular systems,
technologies and applications.

Mobility brought new dimensions to communication and networking systems, making
possible new applications and services in vehicular systems. Wireless networking and
communication between vehicles and with infrastructure have specific characteristics from
other conventional wireless networking systems and applications (rapidly-changing topology,
specific road direction of vehicle movements, etc.). These led to specific constraints and
optimizations techniques; for example, power efficiency is not as important for vehicle
communications as it is for traditional ad hoc networking. Additionally, vehicle applications
demand strict communications performance requirements that are not present in conventional
wireless networks. Services can range from time-critical safety services, traffic management, to
infotainment and local advertising services. They are introducing critical and subliminal
information. Subliminally delivered information, unobtrusive techniques for driver’s state
detection, and mitigation or regulation interfaces enlarge the spectrum of challenges in
vehicular systems.

We take here the opportunity to warmly thank all the members of the VEHICULAR 2020
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
VEHICULAR 2020. We truly believe that, thanks to all these efforts, the final conference
program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the VEHICULAR 2020
organizing committee for their help in handling the logistics and for their work to make this
professional meeting a success.

We hope that VEHICULAR 2020 was a successful international forum for the exchange of
ideas and results between academia and industry and for the promotion of progress in the field
of vehicular systems, technologies and applications.
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Abstract—Visible Light Communications (VLC) can play an
important role in the Cooperative Intelligent Transport Systems
(C-ITS) by enabling vehicles to communicate with nearby vehicles
(V2V) and infrastructure (V2I) by offering virtually unlimited
and unregulated spectrum. Whereas extensive R&D efforts have
been made on physical layer techniques, almost no study has been
made on Multi-Users Interference (MUI), consequently Medium
Access Control (MAC), in VLC. This work sheds light on the
impacts of MUI on VLC performances for V2V communications.
We first develop an analytical model that formulates the Packet
Delivery Ratio (PDR) performances of VLC communication in
presence of MUI. We then conduct simulation evaluations to
confirm the analytical model and evaluate the VLC performance
when there is one or more interfering nodes. The obtained results
clearly show that, in an absence of MAC, VLC can suffer from
MUI in medium to dense traffic density even when message
generation rate at each node is relately low.

Keywords–Visible Light Communication (VLC); Multi-Users
Interference (MUI), Vehicle to Vehicle (V2V) communication;
mathematical modeling, MATLAB

I. INTRODUCTION

The key objective of C-ITS is to improve road safety
and traffic efficiency by enabling vehicles and infrastructure
to exchange information via Vehicle to Vehicle/Infrastructure
communication (V2X). Radio communications technologies,
particularly 802.11p and 4G/5G are considered to be the
key players by providing omni-directional medium to long
distance communications, allowing vehicles and roadside in-
frastructure communicate directly with each other (V2V or
V2I) or through a network (V2N). Whereas radio commu-
nication technologies are probably the de-facto choice for
a great number of C-ITS applications, due to the limited
radio resource and their vulnerability against security attacks,
there is a need for complementary technology especially for
applications that require 100% of reliability and strong cyber-
security protection. Indeed applications particularly those for
automated driving have extremely strict requirements in terms
of reliability and security. One of such applications having
such stringent requirements is vehicle platooning in which,
V2V communication between platoon members are required
for longitudinal and lateral controls avoiding chain instability
problem. Because the information is to control vehicles, the
information exchange has to be extremely reliable and secure.
Targeting applications, such as vehicles platooning, a great
number of researchers suggest VLC for V2V as a comple-
mentary solution to radio communications as shown in Figure
1, [1]–[5]. VLC uses the visible light spectrum (wavelengths
between 780 nm to 375 nm) as communication media. VLC

is a fast, safe and cheap technology, since it is implemented
directly using vehicle headlights and taillights. Moreover, the
usage of Light Emitter Diodes (LED) instead of a xenon or
halogen bulb, has a number of benefits such as long useful
life, low power consumption, high tolerance to environmental
conditions, and high efficiency [6]. Finally, since radio and
light communications do not interfere with each other, and
hence VLC can perfectly co-exist and complement radio
communications.

Indeed, IEEE provides the possibility to deploy VLC by
specifying VLC standards: 802.15.7 [7] and 802.15.7r1 [8],
which are published in 2011 and in 2018, respectively, and
the ongoing work on IEEE 802.11bb [9]. The standard IEEE
802.15.7 and its revision 802.15.7r1 have a strong focus
physical layer configurations of VLC for both indoor and
outdoor LED to photodiode (PD) or LED to camera VLC
communications. Concerning the MAC, the standards basically
carried over the solutions of Wireless Personal Area Networks
(WPAN). On the other hand, the aim of IEEE 802.11bb [9] is
to integrate Wireless Local Area Network (WLAN) solutions
to Light Fidelity communication (LiFi). In adding to the above-
mentioned standardisation efforts, a great number of R&D
studies have been carried out proposing VLC as a candidate
technology for enhanced reliability and security for V2X
communications. The majority of the efforts however focuses
on the physical layer design of VLC proposing modulation
schemes, filtering strategies, etc. [10]–[12]. Some real-world
demonstrations of VLC prototypes for V2V communication
have been also made [1], [2], [12]. In contrast to the volu-
minous literature on physical layer solutions, very few efforts

Figure 1. Visible Light Communication for V2V information exchange.

1Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-795-5

VEHICULAR 2020 : The Ninth International Conference on Advances in Vehicular Systems, Technologies and Applications

                            10 / 92



are made on medium access control for VLC [13]–[16]. Most
importantly, because VLC is directional and requiring Line
Of Sight (LOS) condition, one may even doubt about MUI in
VLC, and hence neglecting the importance of MAC.

To the best of our knowledge, the current work is the only
work that studies the impact of MUI in VLC. In this paper,
we first develop analytical models that formulate the size of
MUI zone in V2V VLC. We then further develop a model
of PDR in VLC in presence of MUI, when vehicles’ density
follows the Poisson distribution. Finally, by using computer
simulations, we validate the correctness of the theoretical
model and evaluate the VLC performance in presence of MUI.
The results clearly show that PDR can quickly degrade down
to few % for medium to dense roads.

This paper is organized as follows. Section II highlights
the related work. We develop an analytical model on impacts
of MUI on V2V VLC in Section III. Section IV validates the
analytical model and evaluates the PDR performance of VLC
up to 3- and 7-lanes of highway scenarios with sparse to dense
traffic density. Finally, Section V concludes the paper.

II. RELATED WORK

The majority of the existing standardisation and R&D
efforts on VLC are to advance physical layer design of VLC.
IEEE 802.15.7 standard specified three PHY modes PHY-I,
II, and III, where PHY-I is intended to outdoor applications
utilizing On-Off Keying (OOK) and Variable Pulse Position
Modulation (VPPM) coding schemes, which are relatively
robust in harsh outdoor environments. The authors of [10],
[11] demonstrated different modulation schemes for transmis-
sion (Manchester, Orthogonal Frequency Division Multiplex-
ing (OFDM), Miller, etc.), and complex filtering strategies
for reception. A. Belle et al. [17] presented a VLC prototype
of IEEE 807.15.7 that extending their previous work [18] on
IEEE 802.15.4 [19]. The authors developed software libraries
for PHY and zigbee MAC, which is not specifically designed
for VLC. Q. Wang et al. [20] evaluated VLC performances,
using a VLC platform, in terms of communication speed,
communication distance, and low power LED/PD saturation
in outdoor/indoor environments for different types of VLC
systems: high/low power LED to PD or LED to LED. The
authors of [1], proposed to use visible light not only for V2V
communications but also for inter-vehicle distance measure-
ment. Finally, a number of demonstrations using VLC for V2V
communications have been made [1], [2].

In contrast to the great number of efforts made on PHY,
very few works on MAC can be found in the literature. The
authors of [13] studied Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) on top of the physical layer
of specified by IEEE 802.15.7 [7] with different priority levels
setting (High, Medium, and Low Priorities), which result in
differentiated settings of back-off time, back-off exponent and
contention window sizes. P. Shams, et al. [15] presented a per-
formance evaluation of throughput, delay, power consumption,
collision probability, transmission probability, access probabil-
ity and packet discard probability based on Markov modelling
and MATLAB simulations of IEEE 802.15.7 VLC standard.
The authors of [21] evaluated the service time distribution
of the IEEE 802.15.7 standard using Markov chain model.
The authors also proposed an analytic and semi-analytic ap-
proach of queue modeling. S. Ishihara et al. [14] proposed a

Figure 2. VLC System, a) VLC Schematic b) Conceptualization of the VLC
channel.

radio and visible light hybrid communication for platooning
applications implementing IEEE 1609.4/802.11p standard for
radio frequency and ALOHA MAC protocol for VLC. None
of the above efforts are based on studies on MUI in VLC,
demonstrating the needs of MAC. Furthermore, the rational
behind the usages of CSMA/CA or ALOHA for VLC, which
is naturally half-duplex and directional communication, is not
clear. This paper is to fill the missing gap, studying MUI
in VLC, presenting the need of MAC, which shall take into
account the VLC properties.

Concerning VLC evaluation tools, Q. Wang et al. [20]
presented a low cost, flexible and open source VLC platform
enabling researchers to develop and test their own VLC
systems. Besides prototyping, researchers can also conduct
simulations. Veins VLC [22], [23] is a simulation framework
that integrates VLC transmitter, receiver, and channel models.
Nevertheless, it misses several important functionalities includ-
ing that transmission power (10mW ) cannot be reconfigured,
and the noise takes into account only the thermal noise
ignoring environmental noises. For this reasons, in this paper,
we have developed own VLC models using Simulink tool.

To summarize, motivated by the fact that there is no work
studying MUI in VLC, this paper is dedicated to study on MUI
and presents the need of MAC that takes into account the VLC
properties.

III. MODELING IMPACT OF VLC MULTI-USERS
INTERFERENCE

In this Section, we first present a VLC channel model and
then develop an analytical model of a zone, from which no
interference is allowed such that an ongoing VLC communi-
cation is protected. Note that for the sake of simplicity, the
model does not take into account weather condition, sun light
direction and intensity.

A. VLC Channel Model
Intensity Modulation with Direct Detection (IM/DD) is

a commonly used method for optical communications. As
illustrated in Figure 2, the LED emits the modulated signal
m(t), whose intensity is varied in accordance with the data.
After propagating through the wireless channel, the signal x(t)
is collected by the photo-diode (PD) of the receiver. The latter

2Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-795-5
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generates a current, y(t), which is proportional to the power
of the light incident on the active area of the PD.

In order to model such a VLC [1], [2], [24], we first need
to express the angular distribution (Ro(φ)) or intensity pattern
generated by the LED:

Ro(φ) =

{ (mi+1)
2π cosmi (φ) φ ∈ [−π2

π
2 ].

0 φ ≥ π
2 ,

(1)

Here, mi is the Lambert coefficient related to the LED semi-
angle at half-power φ 1

2
(see Figure 3):

mi =
− ln 2

ln (cosφ 1
2
)

. (2)

For the receiver side, its effective reception area (Aeff (ψ)) is
modeled:

Aeff (ψ) =

{
Ar cos (ψ) 0 ≤ ψ ≤ π

2 ,

0 ψ > π
2

(3)

where, Ar is the active area, collecting the light beams at
angles ψ (see Figure 3).

The wireless optical channel then, can be modeled consid-
ering the wireless link with an array of several LEDs without
optical lenses as the transmitter and a PD as the receiver. The

Figure 3. Relative positioning of a transmitter (blue vehicle) and a receiver
(red vehicle).

DC gain (H(φ, ψ)) is expressed as follows for a PD placed at
d distance with an irradiance (φ) and an incidence (ψ) angles
[1], [2], [24] (see Figure 3):

H(φ, ψ) = Ro(φ) ·Aeff(ψ)0 ≤ ψ ≤ ψc , (4)

H(φ, ψ) =

{
Ar(mi+1)

2πd2 cosmi (φ) cosψ 0 ≤ ψ ≤ ψc,
0 elsewhere

.

(5)
The receiver power Pr, is hence

Pr = H(φ, ψ)Pt =
H0(φ, ψ)

d2
, (6)

where, Pt is the transmission power and H0(φ, ψ) is

H0(φ, ψ) =

{
Ar(mi+1)Pt

2π cosmi (φ) cosψ 0 ≤ ψ ≤ ψc,
0 elsewhere

.

(7)

For the sake of simplicity, we assume that no error-correction
coding applied. In such a case, as one can neglect the multipath
fading in VLC [25], the ability of correctly decoding the
received signal at the receiver, PDR, depends on the Bit-Error
Rate (BER) and the packet size, L bits [26]:

PDR = (1−BER)L . (8)

The relation between BER and the Signal to Interference Noise
Ratio (SINR) for OOK is expressed as follows [24]

BER = Q(
√
SINR) = Q(

√
Pr

MUI +N
) , (9)

where Q function is defined as

Q(z) =

∫ ∞
z

1√
2π
e−

y2

2 dy . (10)

In (9), N is the noise power, which consists of shot noise
and thermal noise, and MUI is the total interference power.
It is obvious that in order to correctly receive the transmitted
data, the received SINR must be higher than a given threshold
(SINRth), which is determined by the modulation scheme.

Pr
MUI +N

≥ SINRth . (11)

B. Impact of MUI
For a given pair of intended transmitter and receiver, we

are now interested in determining the geographical zone from
where no interference is allowed, i.e., MUI zone. In another
words, we will calculate the distance from an interfering
node to the intended receiver (dir) that fulfills the following
condition

Pi(dir) ≥
Pr(dtr)

SINRth
−N , (12)

where dtr is the distance between the intended transmitter
and the receiver. Pi is the interference power, i.e., the receive
power from the interfering node. Since VLC is directional,
the transmitter and the interfering node (LEDs) have to be in
the Field of View (FoV) of the receiver (PD), respecting the
conditions of irradiance and incidence angles (see Figure 3).

As (12) suggests, we now need to determine the SINR
threshold (SINRth), which depends on the desired commu-
nication quality i.e., the PDR requirement. Since PDR=1 -
PER, we can easily calculate the SINR threshold, using the
equations (8) and (9) for a binary modulation scheme:

SINRth =

(
Q−1(1− L

√
PDRreq)

)2

. (13)

Here, Q−1 is the inverse Q function. Calculating (13) for the
packet size of 1000 Bits, we can draw Figure 4, which shows
SINRth (in dB) for different PDR requirements. As can be
seen in the Figure, the SINR threshold sharply increases with
the increase of the PDR threshold, taking 12.47 dB for the
PDR requirement of 90%. We are now ready to determine the
MUI zone for communication between an intended transmitter
and a receiver. Because Pr

SINRth
� N (indeed, we can observe

Pr

SINRth
= 1µW while N = 50nW ), we can safely ignore N

in (12).. Furthermore, since Pr and Pi are both expressed by
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Figure 4. SINRth(dB) vs. PDRreq . Mathematical computation of the
SINR threshold as a function of the PDR requirement. Here L=1000 Bits.

(6) using dtr and dir, respectively, the maximum dir satisfying
the condition (12) is found as

dir = dtr
√
SINRth . (14)

Since the interfering nodes (as well as the intended transmitter)
have to be in the FoV of the receiver, for a given pair of an
intended transmitter (Tx) and receiver (Rx), the MUI zone is
the circular sector with the radius dir and the central angle
2ψ as shown in orange in Figure 5. If we consider V2V

Figure 5. The MUI zone for a given pair of transmitter (Tx) and receiver of
VLC (Rx).

communication on multi-lane straight road, vehicles can be
only on individual lanes. For such a scenario, we now calculate
the lengths of each lane belonging to the MUI zone (see Figure
5). As dir is the distance from the receiver to the limit of the
MUI zone (see (14)), we can assume dir � w, where w is
the lane width, the lengths of individual lanes lk in the MUI
zone (see Figure 5) are

lk = dir − k · w · cotψ , 0 ≤ k ≤ n , (15)

where n is the number of lanes on the right or left side of the
receiver. The total length of lanes in the MUI zone is then

l = dir +

nl∑
k=1

lk +

nr∑
k=1

lk . (16)

Here nl (resp. nr) is the number of adjacent lanes on left (resp.
right) side of the receiver.

Figure 6. Simulink models for simulation evaluations.

Targeting an intended transmitter and a receiver are at
dtr distance with the LOS condition, we now calculate the
probability of having interfering vehicles on the lanes in the
MUI zone. More specifically, we assume that vehicles on a
highway follow Poisson distribution, which is widely used for
highway traffic [27], the probability of finding i vehicles on
the l length of the road is [28]

P (i, l) =
(βl)ie−βl

i!
. (17)

The communication between the intended transmitter and
receiver will be successful only if none of the interfering
vehicles in the MUI zone accesses the channel at the same
time, i.e.,

Ps =

∞∑
i=0

P (i, l)(1− τ)i . (18)

Here τ is the channel access probability at individual vehicles.
Assuming that vehicles periodically generate messages (bea-
cons) and letting Ttx be the average packet transmission time,
τ is found as

τ =
Ttx

Tinterval
. (19)

Here Tinterval is the message generation interval. It should be
noted that, since we ignore shadowing induced by vehicles,
(18) is the minimum success probability.

IV. PERFORMANCE EVALUATION

In this Section, we evaluate the impact of MUI on VLC
using both the theoretical and simulation evaluations. For
simulation evaluations, we have developed the models of
VLC transmitter, receiver, and interfering nodes using Mat-
lab/SimuLink. As illustrated in Figure 6, the transmitter and
interfering nodes have a message generator, a Digital to Analog
Converter (DAC), and LEDs. They periodically generate se-
quences of bits, encode them using the Manchester modulation,
and emit the signal using the LEDs. The receiver node has a
PD and an Analog to Digital Converter (ADC), and hence tries
to decode the received VLC signals. The simulation parameters
are listed in Table I that are typical values of VLC based on
LEDs to PDs. We first evaluate PDR for VLC communications
from the intended transmitter to the receiver in absence of
interfering nodes. Specifically, the simulations are carried out
targeting on a 7-lane straight road, where the receiver (Rx) is
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TABLE I. SIMULATION PARAMETERS.

Parameter Value
PD reference S6967 Hamamatsu [29]
Aeff 100mm x 100mm
PD efficiency 0.5(A/W )
FoV (ψ) 55◦

PD capacitance 1.12µF/m2

Transmission frequency 500kHz
Transmission power 1 Watt (car taillight)
Transmitter Semi-angle (φ1/2) 20◦

Inter-PD separation distance 1.2meters
Road lane width (w) 2.5meters
Data size (L) 1000Bytes

Figure 7. Communication range (PDR) of vehicle to vehicle VLC when
transmitter and receiver are on a 7-lanes road.

fixed on the central lane (lane 4) and the intended transmitter
(Tx) takes different positions. Figure 7 shows the obtained
results, where horizontal and vertical axis are the longitudinal
(i.e., longitudinal distance from the receiver) and the lateral
(i.e., lane number) positions of Tx. The obtained PDR result
for each position of Tx is expressed by the color plate. As

Figure 8. MUI zone for 90% of PDR requirement. Blue and yellow zones are
simulation results, Red transparent area is the results of the analytical model.

expected, the longest communication distance is obtained when
the transmitter is on the same lane as the receiver (i.e., the
lateral distance is 0 meters). Specifically, 90% of PDR can
be obtained up to 30 meters of longitudinal distance. On the
other hand, when the transmitter is on the right or the left
adjacent lanes, 90% of PDR can be obtained for 2 to 28
meters of longitudinal distances. When the transmitter is on
a second adjacent lane, 90% of PDR can be obtained for

Figure 9. PDR performances of VLC in 3-lanes highway scenario
(l = 203m). a) Low Density - maximum 1 vehicles on the road, b) Medium

Density - maximum 10 vehicles on the road, and c) High Density -
maximum 20 vehicles on the road.

Figure 10. PDR performances of VLC in 7-lanes highway scenario
(l = 529m). a) Low Density - maximum 2 vehicles on the road, b) Medium

Density - maximum 26 vehicles on the road, and c) High Density -
maximum 53 vehicles on the road.

the longitudinal distances between 7 to 26 meters. Finally,
90% of PDR cannot be obtained if the transmitter is a third
adjacent lane. We now evaluate the impact of interference for
the VLC communication. We fix the intended transmitter on
the same lane as the receiver at 29 meters and evaluate PDR
for varying positions of the interfering node. The obtained
results are shown in Figure 8, in which two areas are depicted:
yellow and blue. When the interfering node is in the yellow
area, the PDR performance higher than 90% is not achieved.
In contrast, when the interfering node is in the blue area, the
communication between the intended Tx and Rx is succeeded
having higher than 90% of PDR. The Figure also shows
the analytical result by the red transparent area, which the
MUI zone corresponds to PDRreq = 90% (see 13). As the
figure shows, the simulation and analytical results match pretty
well. Nevertheless, 10 meters of shift in the longitudinal
direction is observed for the analytical results w.r.t that of
the simulations. This is probably because a bit wider the FoV
angle is used for the simulations. We now evaluate PDR results
between the intended transmitter and the receiver, targeting the
possibility of having more than one interfering vehicle on the
road, and the vehicles density follows the Poisson distribution.
Figures 9 and 10 show the results for 3- and 7-lanes highway
scenarios, respectively. The horizontal axis of the figures is the
traffic density, β in (17), and the vertical axis is the message
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generation rate, τ in (18). Finally, PDR results are depicted
using the color plate. The results clearly show that, if there is
no MUI control, i.e., no MAC, sufficient PDR performances
are achievable only for extremely low traffic density and very
low message generation rate. Particularly, in order to obtain
90% of PDR for the message generation rate of 0.9, the traffic
density has to be lower than 1 and 2 cars/Km for 3-lanes and
7-lanes scenarios respectively. Otherwise, in order to obtain
higher than 90% PDR in 50 cars/km density, the message
generation rate has to be lower than 0.05 and 0.01 for 3- and
7-lanes scenarios, respectively. Although the obtained results
are rather pessimistic figures, they clearly present a strong need
of MAC protocol for VLC.

V. CONCLUSION

In this paper, we have developed an analytical model
determining MUI zone, from which no interference is allowed
for protecting an ongoing visible light V2V communication.
Furthermore, we analytically formulated the PDR performance
of a VLC when the interfering nodes follow the Poisson
distribution. Finally, we have conducted simulation evaluations
using a Simulink model. The model integrates, in adding to
an intended transmitter, one or several interference vehicles,
all of them with the possibility to generate, encode, and send
random messages over the same VLC channel to the target
receiver. Using the channel model for Free Space Optical
(FSO) communications, and integrating the physical and elec-
trical properties of a typically used PD, we have compared the
results obtained by simulation and the developed analytical
model. The simulation results first confirm the correctness of
the analytical model on MUI zone. The results further show
that even with low traffic densities and low message generation
rates, the vehicles in the MUI zone can significantly degrade
the PDR performance of the target VLC communication and
presenting the inherent necessity of a MAC protocol for V2V
communications. The future work includes an improvement of
the theoretical model by taking into account shadowing effect
by bodies of vehicles. We also conduct study on MAC that is
aware of the presences of vehicles in the MUI zones by e.g.,
introducing two-hop beacons.
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[12] S.-A. Avătămăniţei et al., “Intensive testing of infrastructure-to-vehicle
visible light communications in real outdoor scenario: Evaluation of a
50 meters link in direct sun exposure,” in 2019 Global LIFI Congress
(GLC). IEEE, 2019, pp. 1–5.

[13] V. Van Huynh, Y. M. Jang et al., “Priority mac based on multi-parameter
for ieee 802.15. 7 vlc,” in ICTC 2011. IEEE, 2011, pp. 257–260.

[14] S. Ishihara, R. V. Rabsatt, and M. Gerla, “Improving reliability of
platooning control messages using radio and visible light hybrid com-
munication,” in 2015 IEEE Vehicular Networking Conference (VNC).
IEEE, 2015, pp. 96–103.

[15] P. Shams, M. Erol-Kantarci, and M. Uysal, “Mac layer performance of
the ieee 802.15. 7 visible light communication standard,” Transactions
on Emerging Telecommunications Technologies, vol. 27, no. 5, 2016,
pp. 662–674.

[16] Q. Mao, P. Yue, M. Xu, Y. Ji, and Z. Cui, “Octmac: A vlc based mac
protocol combining optical cdma with tdma for vanets,” in 2017 Inter-
national Conference on Computer, Information and Telecommunication
Systems (CITS). IEEE, 2017, pp. 234–238.
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Abstract—Connected vehicles can exchange information with
each other by communicating via a network, enabling them
to detect vehicles in their blind spots which cannot be seen
by a vehicle alone, thereby contributing to traffic efficiency
and safety. Since it will take time for such vehicles to become
prevalent on roads, connected and non-connected vehicles will
share the road in the future. We have developed a method that
enables connected vehicles to share information gathered by their
sensors on surrounding vehicles near an intersection. Simulation
experiments were used to consider safety and evaluate changes
in efficiency as the connected vehicle penetration rate increased.
We found that safety can be ensured by adjusting the Time-
To-Collision parameter dynamically, and that efficiency for an
intersection with average traffic volume was improved compared
with using conventional methods.

Keywords–connected vehicle; cooperative automated driving;
V2V communication; mixed traffic.

I. INTRODUCTION
Connected vehicles can exchange information with sur-

rounding vehicles and roadside infrastructures using commu-
nication methods. Examples of these communication meth-
ods include Dedicated Short Range Communications (DSRC)
and Cellular Vehicle-to-Everything (C-V2X) communication.
DSRC is already being used in toll collection systems on
expressways and in services that provide traffic information
while C-V2X is being evaluated for practical use [1]. As
well as such Vehicle-to-Infrastructure (V2I) communication,
these communication technologies will be used for Vehicle-to-
Vehicle (V2V) communication. Auto manufacturers are going
to produce vehicles featuring V2V communication services
for advanced safe driving support [2]. V2V communication
enables connected vehicles to sense situations that cannot
be recognized from only the vehicle’s sensor information.
A cooperative Intelligent Transport System (ITS) achieved
through a combination of connected vehicles and autonomous
driving technology, will enable traffic to flow more efficiently
and safely.

Since it will take time for connected vehicles to be-
come prevalent on roads, we can expect connected and non-
connected (conventional) vehicles, which cannot communicate
with other vehicles, to share the same roads. In the environ-
ment with only connected vehicles, the driving information
(position, speed, etc.) of all vehicles on the road can be shared,
thereby each vehicle is able to know where the other vehicles
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���Non-Connected Vehicle

���Connected Vehicle

Priority

Road

Non-Priority

Road
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Vehicle C
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Intersection Danger Range

Figure 1. Usage example

are traveling and which way they will go. That way, for
example, at an intersection, each vehicle can detect in advance
the presence of other vehicles approaching the intersection
from the intersecting road. Then, if necessary, stop before the
intersection to avoid a collision or, if there is no approaching
vehicle, the vehicle can pass without stopping. Therefore, the
safety and efficiency can be easily improved. On the other
hand, in the mixed situation, while it is possible to share the
information between connected vehicles, it is not possible to
obtain the information of non-connected vehicles. Connected
vehicles cannot know where non-connected vehicles are travel-
ing. That is why, if the approaching vehicles at the intersection
are non-connected vehicles, the connected vehicle cannot be
able to detect the presence of them, and the improvement in
safety and efficiency is incomplete. Therefore, it is necessary
to develop methods that enables connected vehicles to share
and use not only the information of each other but also that
of the non-connected vehicles.

We proposed a method that enables connected vehicles on
priority (higher traffic volume) roads near an intersection to
sense the presence of nearby vehicles (both connected and non-
connected) and to then share with connected vehicles on non-
priority (lower traffic volume) roads via V2V communication
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Figure 2. Example of connected vehicle unable to sense vehicles in
intersection danger range
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Figure 3. Judgement flow for connected vehicle on non-priority road about
whether to enter intersection

information about whether they can enter and traverse the
intersection. Using a traffic flow simulator, we considered
safety and evaluated the relationship between traffic flow
efficiency and the prevalence of connected vehicles when
connected vehicles on non-priority roads approach and traverse
an intersection.

The remainder of this paper is structured as follows.
Section II details of related works. Section III details of the
proposed method to share and use the information between
connected vehicles in the mixed situation. Section IV details
the evaluation of the proposed method. Section V details the
results of the evaluation. Section VI details the consideration
obtained from the evaluation results. Section VII details the
conclusion.

II. RELATED WORK
In this section, we introduce two related works.

A. Collective Perception

Günther et al. [3] proposed a method for enabling con-
nected vehicles to send environmental perception messages
(EPM) to inform other connected vehicles of the position of
surrounding vehicles detected by their radar sensors in addition
to cooperative awareness messages (CAM) [4] to notify other

connected vehicles of their existence in a mixed situation. It
was shown that connected vehicles could perceive the positions
of many vehicles within a radius of 300 meters (communicable
range) around even if the percentage of connected vehicles
among those vehicles (the penetration rate) was less than
100%.

B. Safety and Efficiency of Connected Vehicles Traversing an
Intersection

Kimura et al. [5] proposed a method for enabling connected
vehicles on a non-priority road to obtain the speed and current
position of connected vehicles on a priority road using V2V
communication and then use it to determine whether it is safe
to enter an intersection without stopping to check for oncoming
vehicles. It was shown that the travel time of vehicles on
the non-priority road was lower than with two conventional
methods: stopping before entering an intersection to visually
check for approaching vehicles and using traffic lights.

Since this method is based on the premise that all vehicles
are connected vehicles, a method is needed that takes into
account the possible presence of non-connected vehicles as
well.

III. PROPOSED METHOD
We first explain the communication procedure of the pro-

posed method and then explain the operation procedure for
connected vehicles. An example of using the proposed method
is shown in Figure 1. For simplicity, each road has only two
lanes. Here, vp is the speed limit of the priority road, and tTTC

is the Time-To-Collision (TTC). These are declared in order
to use for the explanation in subsection D.

A. Communication Procedure
The intersection and a portion of the lanes leading into the

intersection are defined as the“ intersection danger range.”
If one or more vehicles on the priority road are within
this range, it is judged that it is dangerous for vehicles on
the non-priority road to enter the intersection. Connected
vehicles on the priority road sense this intersection danger
range (either in front or behind them). If they do not sense
any vehicles in this range, they broadcast a message saying
that the intersection is traversable, meaning that connected
vehicles on the non-priority road approaching the intersection
can safely enter the intersection without stopping to check for
oncoming vehicles. If they sense one or more vehicles in this
range, they broadcast a message saying that the intersection
is not traversable, meaning that connected vehicles on the
non-priority road approaching the intersection cannot safely
enter the intersection. As illustrated in Figure 1, the connected
vehicle traveling from top to bottom (Vehicle A) does not
sense any vehicles in the intersection danger range ahead and
transmits a“ traversable message.” The connected vehicle
traveling from bottom to top (Vehicle C) does sense a vehicle
in the danger range and transmits a“not traversable message.”

The connected vehicle on the non-priority road enters the
intersection without stopping only if traversable messages are
received from all relevant lanes on the priority road. The
relevant lanes are those intersecting the trajectory of the vehicle
entering the intersection from the non-priority road. If a not
traversable message is received, like that vehicle B in Figure 1,
or if a traversable message for all relevant lanes is not received,
the driver decelerates and stops before the intersection.

9Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-795-5

VEHICULAR 2020 : The Ninth International Conference on Advances in Vehicular Systems, Technologies and Applications

                            18 / 92



Figure 4. Execution screen of Vissim
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Figure 5. Configuration of Vissim

B. Operation Procedure for Connected Vehicles on Priority
Road

If a connected vehicle is in a position where it can sense
vehicles in the intersection danger range, either in front or
behind it, it sends either a traversable or not traversable
message depending on the sensed situation. Otherwise, no
message is sent.

• If it does not detect any vehicles in the intersection
danger range, it transmits a traversable message.

• If it detects one or more vehicles in the intersection
danger range, it transmits a not traversable message.

• If the connected vehicle itself is in the intersection
danger range, it transmits a not traversable message.

• If it cannot sense vehicles in the intersection danger
range due to other vehicles in front or behind, no
message is sent.

Figure 2 shows an example of the last situation. The
connected vehicle running on the priority road from bottom to
top (Vehicle D) is unable to sense vehicles in the intersection
danger range (in this case vehicle F) due to the presence of
a vehicle ahead of it (Vehicle E). Vehicle D thus does not
transmit a message. This prevents vehicles in the intersection
danger range from being overlooked.

C. Operation Procedure for Connected Vehicles on Non-
Priority Road

A connected vehicle on a non-priority road approaching an
intersection with a priority road constantly receives messages
from connected vehicles on the priority road that are within
communication range. The connected vehicle uses these mes-
sages to determine whether to enter the intersection without
stopping to check for oncoming vehicles. The judgement flow
is shown in Figure 3.

• If traversable messages are received from all relevant
lanes on the priority road and a not traversable mes-
sage is not received, the connected vehicle enters the
intersection without stopping.

• Otherwise, the connected vehicle decelerates and stops
before the intersection.

The situation in which a connected vehicle on a non-
priority road does not receive traversable messages for all

relevant lanes is illustrated in Figure 2. The connected vehicle
running on the non-priority road from left to right (Vehicle
H) intends to proceed straight through the intersection. A
traversable message is received from vehicle G but not from
vehicle D. Since the connected vehicle cannot confirm the
safety of the intersection, it does not enter the intersection
without stopping. On the other hand, the connected vehicle
running on the non-priority road from right to left (Vehicle I)
intends to turn left. Again, a traversable message is received
from vehicle G but not from vehicle D. However, the con-
nected vehicle can enter the intersection because the vehicles’
trajectory passes only through vehicle G’s lane.

Incidentally, non-connected vehicles on the non-priority
road always stop before the intersection to check the safety
of the intersection as in conventional intersections with stop
signs.

D. Safety with Intersection Danger Range

After defining the intersection danger range, we consider
the safety of the situation. The intersection danger range is
the range in which a vehicle on a non-priority road may
collide with a vehicle on the priority road upon entering their
intersection. Its length L is calculated using the speed limit on
the priority road, vp, and the Time-To-Collision (TTC), tTTC :

L = vptTTC (1)

We assume that connected vehicles can be human-operated
vehicles in which information is notified to drivers through on-
board equipment and drivers make decisions and perform oper-
ations, as well as autonomous vehicles. Thus, we defined safety
as not only the prevention of collisions at intersections but
also as the reassurance of drivers of human-operated vehicles
about the behavior of autonomous vehicles when both types are
on the same road. Drivers on a priority road may actually be
surprised by autonomous vehicles entering an intersection from
a non-priority road and brake suddenly. This may affect trailing
vehicles and lead to traffic jams and collisions. The TTC, a
parameter in determining whether a connected vehicle on a
non-priority road enters an intersection without stopping, must
include a time margin prevent surprising drivers of vehicles on
the priority road.

Therefore, the minimum TTC for connected vehicles on
priority roads to transmit traversable messages differ between
autonomous and human-operated vehicles. While the TTC for
autonomous vehicles was set to the maximum time required
for a vehicle on a non-priority road to traverse an intersection,
that for human-operated vehicles was set sufficiently higher to
prevent drivers from being surprised. Varying the TTC enables
both efficiency and safety to be achieved compared with a
fixed TTC. We obtained the time margin from a study that
analyzed the relationship between the TTC for a pedestrian
and the driver’s surprise when a pedestrian suddenly started
crossing the road [6]. Although the target was a pedestrian, the
situation is similar to that of vehicles entering from intersecting
roads.

IV. EVALUATION
In this section, we explain the simulation environment and

the way to evaluate efficiency of our proposed method.
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Figure 6. Layout of intersection used for evaluation simulation
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A. Connected Vehicles
The connected vehicles in our simulation evaluation were

assumed to satisfy the following conditions. The communica-
tion range and communication frequency were in accordance
with the ITS communication requirements of the Japanese
Ministry of Internal Affairs and Communications [7], the
European Telecommunications Standards Institute standards
[4], and the Society of Automotive Engineers standards [8].
The radar sensing range matched that of the in-vehicle mm-
wave radar now in practical use [9].

• Each connected vehicle can communicate with other
connected vehicles within a radius of 250 m.

• The communication frequency is 100 ms.
• The connected vehicles are equipped with a radar

sensor that can detect a vehicle 200 m in front or
behind.

B. Simulator
We used Vissim [10], a microscopic multi-modal traffic

flow simulator developed by Planung Transport Verkehr AG

Figure 7. Setting of traffic lights

in Karlsruhe, Germany. As shown in Figure 4, Vissim can
model various realistic road environments and visualize traffic
phenomena with 3D graphics.

Vissim also supports the Component Object Model inter-
face, and, as shown in Figure 5, can read script files by using
this interface. The vehicle data in Vissim was obtained using
script files programmed in Python 2, and the operation of the
connected vehicles was described on the basis of that data.

C. Evaluation Setting
The simulated environment (Figure 6) was a single inter-

section between two roads, each with a length of 1000 m, that
intersect at the midpoint of each. The roads have the same lane
width and number of lanes; one was designated as the priority
road.

We measured the travel time delay (TTD) and the maxi-
mum queue length (MQL) on the non-priority road and used
them as evaluation indexes of efficiency. Travel time is the
average time taken for a vehicle to traverse a specific section.
We set the measurement section length to 530 m, which is the
length from the starting point of the road to the point where the
intersection ended. Since the actual travel time depends on the
length of the measurement section, we also measured the ideal
travel time, i.e., the time it takes to traverse the same length
without stopping when entering an intersection. We defined the
difference between the actual time and the ideal time as the
TTD. The MQL is the maximum length of the traffic queue at
the intersection.

These indexes were evaluated by changing the number of
vehicles per lane per hour (traffic volume) and the penetration
rate of connected vehicles. Table I lists the parameter settings.
The speed limit and traffic volume were set in accordance
with the typical conditions for roads in Japan [11] [12]. The
simulation runtime was 30 minutes, and there were ten runs.
The results for runs were averaged.

D. Comparison with Conventional Methods
For comparison purposes, we created models of two con-

ventional methods: stopping before entering an intersection to
visually check for approaching vehicles (stop model) and using
traffic lights (traffic light model). They were evaluated under
the same conditions.

The stop model is the conventional intersection with stop
signs. All vehicles on the non-priority road stop before the
stop sign for 0.5 s and then enter it after determining that it
is safe to do so.
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Figure 8. Comparison of travel time delay with model
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Figure 9. Comparison of maximum queue length with model

The traffic light model is the conventional intersection with
traffic lights. All vehicles obey the traffic lights. Figure 7 shows
the traffic light settings. The cycle time, i.e., the time required
for a the traffic light to cycle from green to yellow to red,
was set to 120 s, and the durations of the red and green lights
were determined on basis of the traffic volume ratio between
the priority and non-priority roads.

V. RESULTS
We show the results of the above simulation experiment.

A. Comparison of TTD and MQL Between Proposed Method
and Conventional Models

Figures 8 and 9 respectively show the results for TTD and
MQL when the traffic volume was 500 vehicles per hour and
the penetration rate of connected vehicles was 70%.
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Figure 10. Changes in travel time delay with traffic volume
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Figure 11. Decreasing rate in travel time delay against penetration rate of
connected vehicles
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Figure 12. Changes in travel time delay with TTC

The TTD in Figure 8 represents the difference between the
actual travel time and ideal travel time for each vehicle that
made a left turn, right turn, or proceeded straight ahead. For
all turning patterns, the travel time with the proposed method
(yellow) was the shortest. In particular, the TTD for left turn
and straight ahead were reduced compared with the stop model
(gray) and traffic light model (green). For right turn, the travel
time with the proposed method was half that with the stop
model and not significantly different from that with the traffic
light model.

For the straight and left turn lanes, the MQL with the
proposed method was the shortest, whereas for the right turn
lane, it was longer than with the traffic light model, as shown
in Figure 9. To make a right turn with the proposed method,
messages from connected vehicles in both lanes of the priority
road and the opposite lane of the non-priority road are needed,
which is assumed to have made the queue longer than that with
the traffic light model. (Note that traffic in Japan runs on the
left, so making a right turn requires crossing the opposite lane.)

B. Change in TTD with Traffic Volume

Figure 10 shows the changes in average TTD for all turning
patterns when the penetration rate was 70% and the traffic
volume on the priority road was increased from 50 to 550
vehicles per hour in steps of 50.

The TTD with the proposed method and stop model
gradually increased as the traffic volume increased while it
remained almost constant with the traffic light model. When
the traffic volume was 500 vehicles per hour or less, the TTD
with our method was the shortest. When the traffic volume
was 550 vehicles per hour or more, it was the shortest with
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the traffic light model.

C. Decrease in TTD with Penetration Rate
Figure 11 shows the results of TTD when the traffic volume

on the priority road was 500 vehicles per hour and the pen-
etration rate of connected vehicles was increased from 0% to
100% in steps of 10%. It shows the TTD for each penetration
rate, as a percentage of the TTD when the penetration rate
was 0% (equal to the value of the stop model). The green line
shows the result with the traffic light model under the same
conditions.

The TTD decreased monotonically as the penetration rate
increased. When the penetration rate was 50%, the TTD was
30% lower than when the rate was 0%, and when the rate was
90%, it was 50% lower. The TTD was less than that with the
traffic light model when the penetration rate of 30% or more.

D. Comparison of TTD with Fixed Versus Variable TTC
Figure 12 shows the TTD when the traffic volume was 500

vehicles per hour, the penetration rate of connected vehicles
was 70%, and the minimum TTC for connected vehicles on
the priority road to transmit traversable message was one of
three patterns. The first pattern was taken from the proposed
method: set the TTC to 3.5 s if the connected vehicle is an
autonomous driving vehicle and set it to 5.0 s if it is human-
operated vehicle (variable TTC). The second pattern is to set
it to 3.5 s for all vehicles (fixed 3.5 s TTC), and the third is
to set it to 5.0s for all vehicles (fixed 5.0 s TTC).

The differences in the TTD among the three patterns were
small for left turn and straight ahead. For right turn, the delay
with variable TTC was more than that with fixed 3.5 s TTC,
and less than that with fixed 5.0 s TTC. As described above,
fixed 3.5 s TTC would not be safe in a situation with a mixture
of autonomous and human-operated vehicles. In short, variable
TTC is more efficient than fixed 5.0 s TTC and safer than fixed
3.5 s TTC.

VI. DISCUSSION
We summarize our discussion according to the results of

Section V.

A. Advantages of Proposed Method
With the proposed method, TTD and MQL on the

non-priority road decreased compared with the conventional
method of stopping before the intersection and then entering
it after determining that it is safe to do so. If traffic volume
is about 500 vehicles per hour, our method is more efficient
than using traffic lights. In Japan, the average of the traffic
volume is 440 vehicles per hour [12]. Therefore, the proposed
method is effective at intersections with an average traffic
volume. Moreover, it is effective even during the early stages of
connected vehicles introduction because its efficiency is better
than that using traffic lights when the penetration rate is 30%
or more.

Furthermore, the proposed method does not require media-
tion devices such as traffic lights and roadside devices because
it used only V2V communication. Thus, the cost of device
installation and maintenance is eliminated.

In situations where there are both autonomous and human-
operated vehicles, we found that safety can be ensured by
setting the TTC sufficiently high to prevent surprising drivers
of vehicles on the priority road. It is also possible to change

the TTC more dynamically in accordance with other charac-
teristics such as driver’s age and vehicle type. In this study,
only connected vehicles on the priority road judged whether
it was safe for vehicles on the non-priority road to enter
the intersection. A more advanced method would be to have
the connected vehicles on the priority road transmit the TTC
information to the connected vehicles on the non-priority
road. This would enable a connected vehicle on the non-
priority roads to take into account the vehicle’s characteristics
when judging whether it is safe for the vehicle to enter the
intersection.

B. Disadvantages of the Proposed Method

This method would not work at intersections with heavy
traffic on the priority road, such as many intersections in urban
areas, because there are normally few breaks in the traffic flow
that would allow vehicles on the non-priority road to enter
the intersection. Another method is needed, such as the traffic
lights method or a method in which connected vehicles on the
non-priority road could transmit an entry request to connected
vehicles on the priority road.

VII. CONCLUSION
Looking ahead to the time when connected and non-

connected vehicles will share the road, we developed a method
that enables connected vehicles on a non-priority road to
traverse an intersection with a priority road more quickly on
the basis of information in messages from connected vehicles
on the priority road. An evaluation simulation designed to
examine the safety and efficiency of connected vehicles on
a non-priority road traversing an intersection showed that
efficiency can be improved, and that safety can be ensured.
We need further research and develop another method to
make intersections with heavy traffic efficiency in the mixed
situation.
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Abstract—Connected Autonomous Vehicles (CAV) have 
attracted significant attention, specifically due to successful 
deployment of ultra-reliable low-latency communications with 
Fifth Generation (5G) wireless networks. Due to the safety-
critical nature of CAV, reliability is one of the well-investigated 
areas of research. Security of in-vehicle communications is 
mandatory to achieve this goal. Unfortunately, existing 
research so far focused on in-vehicle isolation or resilience 
independently. This short paper presents the elements of an 
integrated in-vehicle isolation and resilience framework to 
attain a higher degree of reliability for CAV systems. The 
proposed framework architecture leverages benefits of Trusted 
Execution Environments to mitigate several classes of threats. 
The framework implementation is also mapped to the 
AUTOSAR open automotive standard. 

Keywords - Isolation; Resilience; ECU; Monitoring; Trusted 
Execution Environment; AUTOSAR; Certification.  

I.  INTRODUCTION 
Despite considerable progress in the last decade, the 

development of fully self-driving vehicles is still largely 
under research and experimentation. In such safety-critical 
systems, the resilience of in-vehicle and inter-vehicle 
communication is a key element to ensure the security of the 
vehicle. While in-vehicle relates to on-board communication 
between Electronic Control Units (ECUs) acting based on 
inputs from different sensors, inter-vehicular 
communications enable data exchange with the external 
environment including other vehicles, broadband clouds and 
roadside-infrastructures [1]. 

In this system of systems model, the diversity, autonomy 
and connectivity of vehicles mean vulnerabilities at the level 
of the vehicle affect the larger environment [2]. While both 
types of communication enable safety-critical decision-
making, in-vehicle communication requires special 
attention. The disparity of coding practices among the 
diversity of specialised vendors in different functionalities 
(e.g., infotainment, braking and steering assistance), and the 
trust model induced by the high degree of connectivity and 
unrestricted interactions between vehicle components to 
enable comfort features (e.g., adjusting the sound volume 
according to the velocity) widen the attack surface [1].  

Internal security barriers to detect and react to an 
intrusion are therefore needed to limit the impact of a 
compromise and to mitigate its propagation to different 
subsystems within a vehicle [1]. Moreover, the adoption of 
new technologies in the automotive domain is opening new 
safety and security challenges. For example, the advent of 
new generations of ECUs that are virtualized as lightweight 
execution environments (e.g., virtual machines, containers) 
on different types of virtualization platforms, (e.g., OKL4 
Microvisor, Proteus Hypervisor, ETAS STA-HVR [3]) may 
face system-level isolation challenges such as side-channels. 

This short paper introduces our approach to detect and 
limit the impact of intrusions for in-vehicle networks that 
can compromise the safety of autonomous vehicles. This 
will be a step towards enhancing the robustness of in-
vehicle communications through the isolation of ECUs, the 
detection of and recovery from intrusions. Focusing on 
spoofing, replay, and side-channel attacks, we present 
principles of a framework for in-vehicle isolation and 
resilience and discuss technical considerations for its 
implementation according to the AUTomotive Open System 
ARchitecture (AUTOSAR) open standard. 

This paper is structured as follows: Section II presents 
related work. Section III introduces our framework and 
Section IV discusses considerations to adhere to the 
AUTOSAR standard. We conclude our paper in Section V. 

II. RELATED WORK  
A significant body of work focuses on improving 

resilience of connected autonomous vehicles. Solutions 
against threats can be categorised as i) Proactive Defence, 
ii) Active Defence and iii) Passive Defence [4]-[8]. We give 
next a brief overview of each family of techniques. 

 

A. Proactive Defence 
Proactive defence is underpinned by the “security by 

design” principle practiced in the software industry [6],[7]. 
Integration of common security practices, public key 
encryption and hash-based message authentication fall 
under this category [4],[9]. 
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B. Active Defence 
Active defence mitigates threats as they occur. For 

instance, continuous monitoring can be applied to detect 
intrusions and preserve the security hygiene of the vehicle 
and take adequate remediation actions [10]; in this sense, 
real-time monitoring enables the identification and isolation 
of faulty applications in safety-critical systems [11]. 

Detection approaches for the in-vehicle network can be 
categorised as i) Signature-Based Detection, ii) Anomaly-
Based Detection and iii) Hybrid Approach [12]-[15]:  
• Signature-Based Detection: These approaches use 

information about attacks (signatures) as a pattern 
characterizing known threats, comparing signatures 
against observed events to identify possible attacks.  

• Anomaly-Based Detection: These approaches are based 
on continuous monitoring of system activities, checking 
against a reference model (e.g., profile of the system). 
An alarm is raised if deviation from the reference 
model is observed. Various mechanisms can be applied 
to derive the reference model, such as machine learning 
[16],[17], frequency-based [18]-[20], and statistical-
based methods [21],[22]. 

• Hybrid Approach: This family of approach comprises 
several intrusion detection techniques (e.g., signature- 
and anomaly-based detection). 

In addition to in-vehicle intrusion detection, several 
approaches explore detection of side channel attacks for the 
automotive domain - at the physical layer [23], using cache-
based [24] or interface-based approaches [25],[26]. 

C. Passive Defence 
Passive defence mainly focuses on detecting, responding 

to, and recovering from an attack once it has occurred. This 
type of defence is notably suitable to prevent malwares and 
code injection and modification threats. Therefore, passive 
defences are not suitable for safety-critical systems, like 
autonomous vehicles, as these approaches do not facilitate 
detection and mitigation of adversaries in real-time [8],[10]. 

It should be noted that proactive defence and passive 
defence are not suitable to handle adaptive security 
requirements, very common in the cyber and the automotive 
domains. Proactive defence recommends designing control 
features to meet the security objectives at system design 
time and embedding such features in the system. However, 
this approach is unable to cover new types of threats once 
the system has been developed. On the other hand, passive 
defences alone are not suitable for safety-critical systems, 
such as autonomous vehicles, as these approaches detect the 
attack once it has occurred. Also the active defence 
techniques approaches found in the literature apply 
continuous monitoring to detect anomalies, but did not 
consider their application to secure execution environments 
for ECUs. As described in the next sections, our approach 
aims to address these limitations. 

III. IN-VEHICLE ISOLATION AND RESILIENCE 
We adopt the active defence approach to improve in-

vehicle resilience: security properties related to the 
communication among ECUs will be continuously 
monitored in order to detect security threats, and actions 
will be taken to mitigate the impact of and gracefully 
recover from the detected threat. Recovery in our context 
consists of rolling back (or forward) to a stable state to 
overcome intrusions [27]. 

 

 
 

Figure 1. Reference Architecture of Isolation and Resilience Framework 
 
Figure 1 shows the proposed reference architecture for 

threat detection and mitigation in the in-vehicle network. 
ECUs are grouped into different domains according to 
similarity of functionalities. All ECUs in a domain are 
connected to the same communication bus and activities of 
each ECU in a domain are controlled by one domain 
controller. Domain controllers are connected through a 
common gateway in order to enable communication among 
the ECUs belong to different domains [4],[9]. The major 
components of the architecture are: 

A. Trusted Execution Environment (TEE) 
Trusted Execution Environments enable to specify 

isolated execution environment in the main processor 
[28],[29]. The TEE provides security features such as 
isolated execution, integrity of applications executing in the 
TEE, and confidentiality of application assets. Several 
hardware vendors provide embedded technologies that can 
be used to support TEE implementations, including AMD 
PSP [30], ARM TrustZone [31], EVITA Hardware Security 
Modules (HSM) [32] and Intel SGX Software Guard 
Extensions [33].  We aim to explore if TEEs could be 
applied as secure execution environment for ECUs, thereby 
ensuring secure/isolated communication from ECU to ECU. 
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B. Side Channel Attack Monitor 
While TEEs aim to provide secured execution 

environments, they are vulnerable to side-channel attacks 
[34],[35]. This component focuses on runtime detection of 
the variants of side-channel attacks (e.g., SGX interface-
based attacks) that are relevant in a vehicular context. 

 

C. Monitoring and Certification Manager 
The responsibility of this component is to perform real-

time monitoring of security properties related to components 
(e.g., ECUs) in the in-vehicle network to detect security 
threats. This component applies the hybrid approach 
(including frequency-based, statistical-based, and deep 
packet inspection approaches) to detect spoofing and replay 
attacks. Based on the validity of the security properties, this 
component also maintains the certificates (detailed in 
Section IV.B) that certify the valid state of the ECUs. 

IV. IMPLEMENTATION CONSIDERATIONS 
We adopt the AUTOSAR open standard for automotive 

software architecture and framework to implement the 
architecture presented in Section III. The AUTOSAR 
consortium was formed by major automotive OEMs like 
BMW, Ford, Daimler and Chrysler to standardize the 
automotive software architecture and framework, thereby 
facilitating scalability, reusability and interoperability across 
the products lines from different OEMs [36]. The use of 
AUTOSAR in the implementation would therefore 
inherently enable the prototype to have the same benefits. 

Next, we briefly introduce AUTOSAR, and then discuss 
the mapping between our framework and AUTOSAR. In 
AUTOSAR, the ECU software is abstracted in a layered 
architecture, built on top of the underlying micro-controller 
hardware [37]. As shown in Figure 2, this architecture is 
composed of three layers, namely Basic Software (BSW), 
Runtime Environment (RTE), and Application Layer. 

 

 
 Figure 2. Overview of AUTOSAR components [37] 
 
Basic Software Layer (BSW) is the bottom layer of the 
architecture and provides core system functionalities. This 
layer has 3 sub-layers. First, the Micro-controller 
Abstraction Layer (MCAL) contains internal driver modules 
that access the underlying micro-controller and internal 
peripherals directly. Second, the ECU Abstraction Layer 
(ECUAL) interfaces the drivers of the MCAL and offers an 

API for accessing the peripherals and external devices, thus 
making higher software layers independent of the hardware 
layout. And third, the Services Layer (SL) provides top-
level services (e.g., operating system functionality, 
communication services, management services, memory 
services, etc.) to application software components. 
The Run-Time Environment (RTE) layer provides 
communication services to the application software, acting 
as a bridge between the application and the BSW layer. 
The Application Layer mainly consists of software 
components (SWC) interconnected to other SWCs and 
BSW modules. This layer is component-based, which 
enhances SWC scalability and re-usability. 
    Figure 3 shows the mapping of the major components of 
our framework to the AUTOSAR architecture. We propose 
to add an ECU that takes the role of monitoring existing 
ECUs in the system, and to isolate ECUs.  

The left side (yellow box) of the Figure 3 shows the 
deployment of virtual ECUs within the TEE, following the 
AUTOSAR architecture.  The right side of the Figure 3  
shows the Domain Controller, Monitoring & Certification 
Manager and Side Channel Attack Monitor components of 
the framework developed as SWCs in the AUTOSAR 
application layer, i.e., these software components will reside 
within a trusted virtual ECU and will collect the data 
transmitted among the virtual ECUs of the in-vehicle 
network. Such data will be used for monitoring the security 
properties related to different ECUs. 

 

 
Figure 3. Mapping the framework to AUTOSAR      

A. Monitoring 
As shown in Figure 3, the Monitoring and Certification 

Manager and the Side Channel Attack Monitor will collect 
the data transmitted among the virtual ECUs of the in-
vehicle network. A sub-component, namely DataCollector, 
will be deployed for transforming the data from a legacy 
format (e.g., CAN bus, being the most widely used protocol 
in the automotive industry [38]) to a format that used for 
monitoring. 
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This design may help to support multiple 
communication standards in the framework (e.g., 
Automotive Ethernet) by implementing a dedicated 
DataCollector (e.g., converting in-vehicle data from 
Automotive Ethernet to network monitoring format). Using 
multiple monitoring ECUs (e.g., for each sets of Domain 
Controllers) may help addressing safety constraints to avoid 
single points of failure. 

B. Certificate Model 
The Monitoring & Certification Manager and Side 

Channel Attack Monitor perform real-time monitoring of 
security properties related to ECUs to detect security threats 
and produce a certificate for the in-vehicle network. 
Monitoring is driven by security properties expressed as 
condition-action rules verified by a rule engine (e.g., CLIPS 
[39]) against runtime facts (i.e., runtime data). Monitoring 
results are accumulated to produce a certificate that certifies 
the state of the monitored components (e.g., ECUs). 

The certificate structure includes the following elements: 

1) CertificateID: represents the unique identifier of a 
generated certificate during the monitoring process. 

 

2) MonitoringResultAggregator: aggregates monitoring 
results produced by monitoring different components (e.g., 
ECUs, CAN bus etc.) of the in-vehicle network. This 
element contains the following sub-elements: 

• AggregationTime: denotes the time of aggregation.  
• Duration: specifies the timespan between   

monitoring results considered for aggregation.  
• ToMLis: specifies a list of TargetOfMonitoring 

considered for the aggregation operation. 
• AggregationRule: defines how monitoring results 

should be aggregated, e.g., for results with 
numerical values by applying statistical methods.  

• AggregationResult: stores the aggregation result. 
 

3) TargetOfMonitoring (ToM): a component (e.g., ECU, 
CAN bus, etc.) monitored to identify security threats 
associated with it.  

The ToM has the following sub-elements 
• ToMType: the type of component to be monitored. 
• ToMID: a unique identifier of the component in the 

in-vehicle network. 
• MonitoringRule: the security property related to this 

component to be monitored. 
• MonitoringEvidenceAggregator: contains the 

aggregation of results by monitoring the 
MonitoringRule related to this component.  

 
The MonitoringEvidence Aggregator contains the 

following sub-elements: 
 AggregationTime; denotes the time of aggregation. 
 Duration: specifies the time span between in-

vehicle network data considered for monitoring.  

 AggregationRule:  defines how monitoring results 
should be aggregated, e.g., for results with 
numerical values by applying statistical methods.  

 AggregationResult:  stores the aggregation result. 

V. CONCLUSION AND OUTLOOK 
This position paper provided an overview of defence 
strategies to mitigate common threats to in-vehicle 
networks. We proposed an architecture and framework to 
enhance in-vehicle isolation and resilience focusing on 
spoofing, replay and side-channel attacks. The framework 
follows an active defence strategy to detect and react to 
intrusions on the in-vehicle network and to recover from 
attacks. This recovery may be rolling back to a stable state 
to overcome an intrusion (e.g., in [27]), or to estimate the 
stable state by applying different techniques (e.g., in [5]). 
This framework may also be used to detect anomaly or 
misbehavior, which are not necessarily resulting from 
cyberattacks but simply from system faults and to limit their 
propagation in such a system of systems (e.g., in [40]). 
Next steps are to implement the framework, and to evaluate 
its isolation and resilience benefits in a simple setting, first 
using simulations, before a possible testbed implementation. 
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Abstract—In this paper, we examine the intra-vehicle radio
propagation performance of narrowband signals at 2.4 GHz and
5.9 GHz. The measurements are taken from a vehicle testbed and
analyzed based on the path loss model that comprises the mean,
large-scale fading and small-scale fading loss components. We
show that multipath fading, especially the small-scale fading, has
the dominant impact on the loss performance, while the mean
loss varies relative to the free-space loss in this environment.
Different accumulated distribution functions are applied to assess
their suitability for characterizing the large-scale and small-scale
fading effects, and compared through the non-parametric tests.

Index Terms—Intra-vehicle channel characteristics, path loss
model, large-scale fading, small-scale fading, testbed.

I. INTRODUCTION

Wireless communications have been introduced to vehicles,
e.g.: Bluetooth and Wi-Fi are commonly used inside vehicles
for infotainment, and the Global Navigation Satellite System
(GNSS) is adopted for navigation. In addition, IEEE 802.11p
and LTE-V2X systems [1] have been deployed to enable com-
munication between vehicles (vehicle-to-vehicle or V2V) and
between vehicles and roadside units (vehicle-to-infrastructure
or V2I) for improving driving safety and data services to road
users.

Applying wireless communication technologies inside a
vehicle can improve its fuel and space efficiency through
reducing wire harness which leads to the weight reduction and
space saving for the vehicle. To achieve this end, the proper-
ties of intra-vehicle wireless channels need to be thoroughly
investigated in order to develop appropriate technologies and
protocols which can ensure the transmission performance
required.

The aim of this work is to gain a better understanding of
the characteristics of intra-vehicle channels for narrowband
wireless signals in term of their distance-dependent attenuation
factor and fading property at two different frequencies: 2.4
GHz and 5.9 GHz, which are chosen as they cover the 2.4
GHz unlicensed band and the 5.9 GHz dedicated short-range
communications (or IEEE802.11p) band.

In addition, the investigation of the loss performance of the
intra-vehicle channel is the focus of the empirical work we
carried out. This will demonstrate that the overall path loss
performance is contributed jointly by a mean loss component
which follows the log-distance loss model, and multipath

fading, namely large-scale and small-scale fading, related loss
components. We will also show the level of influence from
each of these components over the overall loss performance
at different frequencies.

We have chosen to study the narrowband performance as
it has been largely overlooked as compared to the published
work on the Ultra-Wideband (UWB) transmission [2]. It is
important to understand the narrowband behavior of the intra-
vehicle channel as the wireless systems used or recommended
for vehicles such as Bluetooth (no more than 2 MHz for each
channel), Zigbee (2 MHz for each channel) and Wi-Fi (20 or
22 MHz for each channel) are all in this range. Furthermore,
our results on the narrowband characteristics will provide a
better understanding of the flat or deep fading behavior in the
intra-vehicle environment.

Although there have been some investigations on the prop-
agation characteristic of narrowband signals in intra-vehicle
wireless channels, most of them are more focused at the
general behavior of this type of channels, such as channel
coherent bandwidth, frequency diversity and power delay
profile. Some exemplar investigates include the work carried
out by Cheng et al. which produces a simple analytical multi-
ray model with field measurements [3], and the work by Liu et
al. which analyses the potential benefit of frequency diversity
for intra-vehicle wireless applications [4].

In addition, a study by Moghimim et. al. [5] examines
channel coherence time and channel loss statistics at 915 MHz
and 2.4 GHz but without considering the distance related loss
performance. Kamoda et al. have presented both UWB and
narrowband channel models for the engine compartment only
which can be very different from the passenger compartment
in propagation characteristics as they commented [6].

Our work provides more insight into the causes of intra-
vehicle channel behavior by revealing the location/distance
based loss performance and the fading phenomenon in both
small scale and large-scale aspects and, at the same time,
showing how they collectively contribute to the loss perfor-
mance in such a complicated environment.

The structure of the paper is organized as follows. Section
II describes the testbed used for this research and related
settings based on which the measurements were collected. The
results, including path loss and channel fading characteristics,
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TABLE I
USRP SETTINGS AT 2.4 GHZ AND 5.9 GHZ

Frequency Setting 2.45 GHz 5.9 GHz
Antenna ANT-2.4-LCW-SMA TG.35.8113

Tx Power -0.8 dBm -5.18 dBm
Tx Gain Setting 73 73
Rx Gain Setting 35 60

Sample Rate 10Msps 10Msps
Update Rate 1Msps 1Msps

are presented in Section III together with proper discussions.
Finally, the paper is concluded in Section IV.

II. TESTBED AND EXPERIMENT

A. Testbed Setup

The testbed was set up within the passenger and boot
compartments in a Land Rover Discovery vehicle and two
Universal Software Radio Peripheral (USRP) B210 devices
from National Instruments were used as a transmitter and
a receiver in the tests. Each USRP was connected to an
omnidirectional antenna from Linx Technologies (2.4 GHz)
and Taoglas Limited (5.9 GHz), and also attached to a laptop
for signal generation and processing. The antennas were kept
vertically polarised throughout the tests carried out with the
transmitter and receiver aligned towards the back and front of
the vehicle, respectively.

The transmitter was configured to transmit a baseband signal
modulated by a carrier wave at the chosen frequency of 2.4
GHz or 5.9 GHz. The output power of the transmitter (USRP)
was calibrated in reference to the component datasheet of the
USRP and through a laboratory measurement with a Tektronix
spectrum analyzer. The output power is set to be -1 dBm at
2.4 GHz and -5 dBm at 5.9 GHz. The receiver was configured
to receive the complex signal waveforms for a length of 10
seconds, which resulted in a total of 100 million received
samples in the time domain for each testing location. The
measurements were collected through three runs for each test.
The related settings are summarized and specified in Table I.

B. Measurement Procedure and Scenario

A frequency spectrum scan was performed before taking
measurements to ensure the chosen channel to be free from
interference. The vehicle was in a stationary position with the
engine and electric power turned off during the tests. The area
around the vehicle was also kept out of any large objects and
human movement throughout the tests.

The transmitter was placed at a fixed location on the dash-
board of the vehicle, while the location of the receiver (USRP)
was changeable depending on the requirement in different
tests. Two types of tests were conducted:

a) Test-1: Measuring the received signal power at 44 dif-
ferent locations across the passenger and boot compartments,
as shown in Fig. 1, at 2.4 GHz and 5.9 GHz.

Fig. 1. Locations of 44 measurement points in Test-1.

Fig. 2. Measurement grid of 12cm by 12cm (36 locations) for Test-2.

b) Test-2: Measuring the received signal power at 2.4
GHz in the boot compartment within a small 12cm x 12cm
grid (36 locations with a separation distance of 2 cm between
the marked locations), as shown in Fig. 2, for validating the
loss component due to small-scale fading.

For each of the measurements taken, all necessary infor-
mation such as the height and relative distance of the location
was recorded and used later to calculate the separation distance
between the transmitter and receiver antennas. The recorded
results in the form of complex numbers were processed in
MATLAB to extract the received power in dBm.

III. TEST RESULT AND ANALYSIS

A. Mean Path Loss

Path loss is frequently used to measure the propagation
loss of radio signal transmission between a transmitter and a
receiver. The intra-vehicle path loss behavior can be modelled
by combining the mean path loss Lm, the loss due to slow
or large-scale fading Xα, and loss due to fast or small-
scale fading βs. The combined path loss, denoted by Lp, is
expressed by (all in dB):

Lp = Lm +Xα + βs (1)

The mean path loss is defined by the generalized Friis equa-
tion also known as the log-distance path loss model, which
comprises two parts: 1) the loss at a reference distance, d0,
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from the transmitter and 2) the loss logarithmically increasing
with distance, which is given by [7]:

Lm = Lref (d0) + 10nlog10(
d

d0
) (2)

where the terms Lref , n, d, d0 represents the path loss at
a reference distance, the path loss exponent, the distance
between the transmitter and receiver antennas, and the chosen
reference distance, respectively.

By using the measurements collected from the 44 locations
in Test-1, the mean path loss Lm can be estimated by using the
Least Square Linear Regression method [8]. Base on Eq.(2),
the mean loss value for each of the 44 locations (receivers),
Lm,i, is obtained by:

Lm,i = Lref,i + 10nixi for i = 1, 2, ...44. (3)

where

xi = log10(
di
d0

), (4)

ni =

∑44
i=1(xi − x̄)(Li − L̄)∑44

i=1(xi − x̄)2
, and (5)

Lref,i = L̄− nix̄ (L̄ =

∑44
i=1 Li
44

). (6)

where di, Li, represent the distance of ith location in meters
and the instance path loss of the ith location in dB, respec-
tively.

The path loss and estimated mean path loss which represent
the first path loss component, Lm, are produced in Fig.3 for
2.4 GHz and Fig. 4 for 5.9 GHz. The reference distance is
set to be d0 = 1 meter. The extracted parameters for both 2.4
GHz and 5.9 GHz are shared and shown in Table II together
with the loss at the reference distance, Lref .

For comparison purposes, the results of the Friis model or
the free-space loss model (Lf and n = 2) are also produced
in Fig. 3 and Fig. 4, according to:

Lf = 20log10(
d

d0
) + 20log10(f) + 20log10

(
4π

c

)
(7)

where f and c represent signal frequency and the speed of
light, respectively. These results show that the mean path loss
of the intra-vehicle narrowband transmission exhibits varied
relationships with the free-space loss. At 2.4 GHz the mean
loss is lower than the free-space loss by 2-4 dB over the 3
meters range in the vehicle, as shown in Fig. 3. However,
when the frequency is increased to 5.9 GHz, the mean loss
has a significantly larger increase than that of the free-space
loss over the majority of the test range, as shown in 4. It is also
observed that the special path loss performance inside vehicles,
in terms of the scale of variation, is mainly contributed by the
multipath fading effect which will be examined in detail in
the following subsections.

TABLE II
ESTIMATED LOSS EXPONENT AND REFERENCE PATH LOSS

Frequency (GHz) n Lref (dB)
2.4 2.212 37.04
5.9 1.289 50.43

TABLE III
GOODNESS OF FIT FOR LARGE-SCALE FADING (Xα)

Frequency: 2.4 GHz
Distribution KS Chi MLE
Log-normal 75.55% 23.25% 37.97%

Rayleigh 0.02% 5.44% <0.01%
Rician 6.92% 23.85% 23.62%

Weibull 0.41% 23.67% 2.92%
Nakagami 17.10% 23.79% 35.5%

Frequency: 5.9 GHz
Distribution KS Chi MLE
Log-normal 91.17% 20.76% 65.06%

Rayleigh 0.1% 24.73% <0.01%
Rician 1.92% 18.12% 7.92%

Weibull <0.1% 16.98% 2.8%
Nakagami 6.72% 19.42% 24.22%

B. Large-scale fading

The large-scale fading also known as shadowing represents
the local average slow fading characteristic of the received
signal. It is defined in this analysis as the local-mean received
signal power within a window of 50 cm which is equivalent
to 4λ at 2.4 GHz and 10λ at 5.9 GHz, where λ denotes the
wavelength. This window size is chosen base on the consider-
ation that it should cover a enough number of measurements
from neighboring locations in the test. But at the same time it
should not be too wide as this will compromise the location
differentiation factor, i.e. no obvious variation in loss can be
identified between neighboring local mean values. The loss
component due to large-scale fading is extrapolated using the
Moving Mean method, with the metric given by [9]:

Lγ =
1

k

k∑
i=1

Li (8)

where Lγ represents the local mean, k is the window size
defined by the number of samples within the window, and
Li is the path loss of the ith sample. The large-scale fading
results are shown in Fig. 3 for 2.4 GHz and Fig. 4 for 5.9
GHz, by the dashed lines.

In wireless communications, large-scale fading is normally
described as a log-normal distributed random variable. But
it has been argued that this is not always the case as other
distribution functions have demonstrated a better fit in some
scenarios. Therefore, we evaluated this performance using
the Cumulative Density Function (CDF) of the Relative Loss
Variation (RLV) against the mean path loss, and through the
comparisons between different distribution functions such as
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Fig. 3. Measured path loss, estimated mean path loss and loss due to large-scale fading at 2.4 GHz.
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Fig. 4. Measured path loss, estimated mean path loss and loss due to large-scale fading at 5.9 GHz.
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Fig. 5. CDF of relative loss variation for large-scale fading at 2.4 GHz.
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Fig. 6. CDF of relative loss variation for large-scale fading at 5.9 GHz.

TABLE IV
PARAMETERS OF LOG-NORMAL DISTRIBUTION (NORMAL IN DB) FOR

LARGE-SCALE FADING (Xα) AT 2.4 GHZ AND 5.9 GHZ

Frequency(GHz) Mean(dB) Standard Deviation(dB) Variance(dB)
2.4 0.0824 1.479 2.188
5.9 0.236 2.121 4.5

log-normal, Rayleigh, Rician, Nakagami and Weibull distribu-
tions, as shown in Figs. 5 for 2.4 GHz and 6 for 5.9 GHz.

To show the Goodness of Fit (GoT) of those distribution
functions to our measurements, we applied three different
test metrics: Kolmogorov–Smirnov (KS), Chi-Square (Chi)
and Maximum Likelihood Estimation (MLE), with results
tabulated in Table III. The KS results suggest the log-
normal distribution being the highest match percentage with
big margins from the others. However, the Chi and MLE
results show no dominance of the log-normal distribution and,
in particular, the Chi results have demonstrate that Rician,
Nakagami and Weibull are all better fitted than log-normal at
2.4 GHz. The parameters that represents the large-scale fading
Xa as log-normal (normal id dB) for both frequencies are
shared in Table IV.
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Fig. 7. A 3-dimensional view of the measured path loss in the grid at
2.4 GHz with 2 cm spacing.
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Fig. 8. CDF of relative loss variation for small-scale fading at 2.4 GHz.

C. Small-scale fading

Small-scale fading is defined as the variation of the received
signal power over a short time period or a short distance less
than a few wavelengths. The magnitude of this variation can
be as high as 40 dB [10]. In our work, the intra-vehicle small-
scale fading profile was investigated using two methods based
on the measurements taken from a spatially tightened grid, as
described below.

a) Spatial distribution of path loss due to small-scale
fading: The received signal power was measured and later
converted into the path loss for 36 locations as shown in Fig.
2. The distribution of the path loss for those location is shown
by Fig. 7 in a three-dimensional view. The result shows a
significant loss variation when the receiver is moved by just
2 cm. This behavior is due to the multipath characteristics
of the channel and in particular due to the narrowband of
signals transmitted. In addition, the largest variation in path
loss measure at 55 dB, which is 15 dB above the mean loss
of this grid, is observed.

b) CDF for small-scale fading effect: The small-scale
fading component was extracted from the measured path loss
from Test-1 as shown in Fig. 1, by deducting the large-scale
fading component from the actual loss measurement which
represents the relative loss variation (RLV) for small-scale
fading. The small-scale fading effect was then demonstrated
using the CDF of RLV in comparison with the same group of
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Fig. 9. CDF of relative loss variation for small-scale fading at 5.9 GHz.

TABLE V
PARAMETERS OF LOG-NORMAL DISTRIBUTION FOR SMALL-SCALE

FADING (βs) AT 2.4 GHZ AND 5.9 GHZ

Frequency(GHz) Mean(dB) Standard Deviation(dB) Variance(dB)
2.4 -0.072 5.339 28.505
5.9 0.177 5.617 31.554

popular distribution functions, as shown in Fig. 8 for 2.4 GHz
and Fig. 9 for 5.9 GHz.

By comparing the CDFs in Figs. 5 and 6 with those in
Figs. 8 and 9, clearly small-scale fading lays a considerably
dominant role over large-scale fading in contributing to the
overall path loss in the intra-vehicle environment. The RLV
caused by small-scale fading is significantly higher than that
of large-scale fading and can reach as high as 18 dB.

To check the GoT among those distributions to the measured
results, KS, Chi and MSE metrics were also used with the
comparison results shown in Table VI. As indicated by KS
and MLE results, the log-normal distribution is statistically
a better fit than other types of distributions. Some statistical
parameters for describing small-scale fading βs as a log-
normal distribution (normal in dB) for both frequencies are
given in Table V.

The small-scale fading distributions for both frequencies
appear to be similar to each other. This feature has been con-
firmed by using the two-sample KS test which demonstrates a

TABLE VI
GOODNESS OF FIT FOR SMALL-SCALE FADING (βs)

Frequency: 2.4 GHz
Distribution KS Chi MLE
Log-normal 84.41% 24.68% 92.19%

Rayleigh 0.09% 15.4% 0.29%
Rician 0.09% 15.4% 0.29%

Weibull 14.41% 23.33% 5.81%
Nakagami 1.012% 21.19% 1.42%

Frequency: 5.9 GHz
Distribution KS Chi MLE
Log-normal 70.43% 23.14% 68.81%

Rayleigh 0.01% 15.73% 3.73%
Rician 0.01% 15.73% 3.73%

Weibull 24.58% 23.39% 15.50%
Nakagami 4.96% 22.02% 8.22%
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TABLE VII
SMALL-SCALE FADING (βs) TWO-SAMPLE-KS TEST

KS p-value
Frequency (GHz) 2.4(Estimated) 5.9(Estimated)

2.4(Estimated) 1 0.984
5.9(Estimated) 0.984 1

close correlation between the small-scale fading components
βs at 2.4 GHz and 5.9 GHz, as shown in Table VII. In other
words, the path loss variation caused by small-scale fading
is not significantly affected by the carrier frequency in this
environment.

IV. CONCLUSION

The paper has presented the propagation characteristic of
narrowband signals at 2.4 GHz and 5.9 GHz in the intra-
vehicle wireless channels. Various channel parameters have
been extracted from the received signal power measurements
such as the distance-related attenuation loss or the mean
loss, large-scale fading and small-scale fading statistics, which
jointly contribute to the overall path loss. In addition, we
have demonstrated that the small-scale fading effect is not
statistically dependent on carrier frequency.

We have found that multipath fading has a significant impact
on the path loss performance of narrowband signals compared
to the attenuation-related loss which has a varied relationship
with the free-space loss depending on the operating frequency
chosen. We have also showed that small-scale fading is much
more influential than large-scale fading on path loss in this
environment. These findings will help to identify suitable
technologies to mitigate the small-scale fading effect on data
transmission in intra-vehicle wireless channels.
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Jônata N. Cirqueira∗, Pedro C. Mesquita†, Rodrigo R. Novaes Jr.‡ and Sandro R. Dias§
Centro Federal de Educação Tecnológica de Minas Gerais

Belo Horizonte, Brazil
E-mail: {jonatanc0511∗, pedrocesar1410†, rodrigo.novaes.jr‡}@gmail.com, sandrord@cefetmg.br§

Abstract—Urban mobility is among the main problems of the
contemporary society. In this context, the vehicle automation
technologies stand out in several aspects, such as reduction in
accidents, congestion and emission of pollutants. Considering
that, this work seeks to upgrade the simulation platform com-
posed by Grand Theft Auto: San Andreas, and its modification
San Andreas: Multiplayer (GTA-SA/SA-MP) that, according to
the literature, is an appropriate environment for implementing
autonomous vehicles networks. By using available structures in
this environment, it is possible to perform three-dimensional
simulations in many scales, ranging from a single village to
an extensive intercity map. From the available structures in
game, it was used a set of navigational nodes, which identify
all the available routes for the vehicles in the roads. We used
the navigational nodes to generate a weighted directed graph,
to which we applied Dijkstra’s and A* search algorithms. From
that, it was observed that the vehicles were able to calculate and
follow the best route from a source to a target node in any place
of the map, obtaining a realistic environment to simulate and
test solutions for the traffic, such as the autonomous intersection
management protocol, which will be implemented in future.

Keywords–Autonomous vehicles; multi-agent system; game;
VANET; IoT.

I. INTRODUCTION
Urban mobility has proved to be one of the main problems

we face in society. According to Texas A&M Transportation
Institute, in 2017 the delays of industrial deliveries, along with
the fuel consumption, caused a congestion cost of US$ 179
billion in the 494 urban areas of United States. Moreover,
an average auto commuter wasted 21 gallons of fuel only at
traffic congestion. The report also attested that average auto
commuters spent 71 hours of extra travel time in the same
year [1].

Besides monetary cost, many fatalities happen in the traffic.
According to the World Bank Group, about 1.25 million people
die on world’s roads every year, while in average 20 or 50
million people are seriously injured. In America, traffic has
been the leading cause of death since 1975 [2].

In addition, traffic congestion is a major aggravating factor
for environmental problems. Vehicle emissions became the
dominant source of air pollutants, raising the risks of morbidity
and mortality, specially for commuters and individuals who
live near roadways. When traffic flow is slow, regular speedups
and slowdowns can increase travel time and diminish the
dispersion of pollutants, elating by four times the emission
of CO, HC and NOx [3].

One of the emerging solutions for these problems is the
traffic automation, currently leaded by the development of
autonomous vehicles. They are proving to be effective and
efficient, mainly due to their ability of taking deterministic
and accurate decisions. Researches indicate that a vehicular

network composed by 5% of self-driving cars already demon-
strates significant advantages in the traffic flow [4].

Many simulation platforms were built to test autonomous
traffic problems and solutions. Having a variety of them is
important to validate different scenarios and perspectives. The
two main perspectives for autonomous vehicles simulations
are two-dimensional (2D) and three-dimensional (3D). The
3D perspectives are closer to reality, containing more details
and problems to solve, like relief dynamics, consumption
cost when driving uphills and downhills, among others [5].
However, due to the complexities and costs in building 3D
software, most of the simulations are 2D, like the Texas
University’s AIM project [6][7].

Considering that, games like Grand Theft Auto: San An-
dreas (GTA-SA) [8] and its modification San Andreas Multi-
player (SA-MP) [9] team up to form a good environment to
simulate multi-agent systems. This platform leverages many
of the game’s features, like an extensive 3D map containing
multiple cities, physical models for mechanics and collision,
different vehicle models, weather manipulation and many
others [10].

Previous works have managed to successfully build an
autonomous vehicles network inside GTA-SA/SA-MP [10].
Some of them could even build autonomous intersection
management protocols, which is one of the hottest topics in
autonomous traffic problems [11]. However, these works were
expanded only to a small village in the game, being unable to
scale all solutions for the whole game map [10]. Therefore,
this work sought to implement an autonomous traffic system
using the entire GTA-SA’s map, whose detailed goals can be
described as:

• Use the game’s structures to identify vehicle’s paths
along the game map;

• Apply routing algorithms to understand if the game
provides a consistent environment for simulations.

We could adapt GTA-SA/SA-MP’s features to simulate
autonomous traffic in the whole game map. Also, we found
paths data for different objects, like pedestrians and boats,
opening possibilities to interact with human agents and to
develop sensor networks for sea navigation.

In Section I, the reader had a vision of the existing
problems traffic automation want to solve, as well as some
tools that can be used to achieve that. In Section II, we
will present the base concepts and methodologies applicable.
Section III describes the implemented methodology in a way
to achieve the described goals. In Section IV, we expose the
results and data acquired from this work. In Section V, we
do a critical analysis on the data, as well as briefly explore
future works.
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II. CONCEPTS & METHODOLOGY
This section will use theoretical concepts to present meth-

ods to achieve our goals. In Section II-A, we do an analysis
on how to use games to simulate an autonomous multi-agent
system; this will require software engineering and design pat-
terns understanding. In Section II-B, we’ll understand which
math and computational models, as well as algorithms, are
necessary to apply in this system. In Section II-C, we define
the problems we want to solve with this model, as well as the
high-level solution that might fit in any kind of system.

A. Games and design patterns
We can use two object-oriented programming principles

to say that an electronic game or software product is eligi-
ble to simulate autonomous agents and multi-agent systems:
open/close and the dependency inversion principles [12].

Definition 1: Eligibility of a software product to be used
in modifications. Let M be a software product, M can only be
extensible to modifications when the following characteristics
are present:

1) M ’s modules and libraries may be extended without
being modified;

2) There is a set of public interfaces of M such that they
may be implemented, incorporated and distributed
with M .

By identifying an application that fits Definition 1, we will
reduce and decouple the amount of work. The responsibility
of simulating autonomous agents and multi-agent systems can
be addressed to the researcher, while the dependencies of this
work, like physical models, climate, objects and events can
rely on the modified application only.

B. Routing & mechanics models
Graph theory is the study of the relation between elements

of a set. G = (V,E) is said to be a graph, where V is a set of
vertexes and E = (u, v) is a set of pairs, where u, v ∈ V (G),
meaning that a vertex u is related to v. A graph is directed
when there is a relation over all edges (u, v) ∈ E(G) such
that u is said to be incident over v [13].

Graphs can be used to understand whether elements of
a set are reachable from a source vertex. Also, we can
apply the concept of paths or routes, where there is a sub-
graph P = (V,E) such that P ⊆ G, whose V (P ) =
{u1, u2, . . . , uk}, k ≤ |V (G)|, where all edges are in the
format E(P ) = {u1u2, u2u3, . . . , uk−1uk}. Basically, a route
or a path is a sub-graph that establish a traversal inside the
original graph [13][14].

Also, if there is a cost function C : E(G) → R, where
R is the set of real numbers, then we can calculate a route
P = (V,E) such that the cost to traverse E(P ) is said to
be the distance of P . For instance, we say that the distance
between two vertexes is the sum of all costs associated to the
edges that connect them [14].

Lemma 1: A path with minimal cost. Let G = (V,E) be
a graph and C : E ← R a cost function, a path P ⊆ G is said
to be minimal if all sub-paths in P are also minimal.

Proof: Suppose that P = {P1, P2, . . . , Pk, . . . , Pn},
where P1 is a sub-path of P that passes through Pk and reaches
all the way to Pn. Now, P is minimal if all Pi ⊂ P are
also minimal.

Let’s prove it by contradiction. Suppose that
Pk is not minimal, then we know that P =

{P1, . . . , Pk−1, Pk, Pk+1, . . . , Pn} have sub-paths from P1 to
Pk−1 and Pk+1 to Pn which are minimal. However, there is a
minimal path P ′k whose distance is lesser than Pk. Therefore,
the distance of P ′ = {P1, . . . , Pk−1, P

′
k, Pk+1, . . . , Pn} is

lesser than P , meaning that concatenating minimal sub-paths
will result in a minimal path.

The process of identifying a path with minimal cost is
based on Lemma 1. Therefore, Figure 1 lists an algorithm
to calculate all minimal paths from a single-source vertex of
a graph.

1: for all u ∈ V (G) do
2: d(u)←∞ {Initial distance is unknown}
3: p(u) ← ∅ {Identify which vertex is incident over u in

the minimal path}
4: end for
5: d(s)← 0
6: INSERT HEAP(A, s) {Creates a priority queue A based

on the distance to s}
7: while |A| ≥ 1 do
8: u ← REMOVE HEAP(A) {Removes the vertex with

minimal distance from A}
9: for all uv ∈ E(G), v ∈ V (G) do

10: if d(v) > d(u)+ CALCULATE COST(uv) then
11: d(v)← d(u)+ CALCULATE COST(uv)
12: p(v)← {u}
13: INSERT HEAP(A, v)
14: end if
15: end for
16: end while
17: return (p, d) {Returns a pair with the minimal distances

d to all vertexes and a set p that identifies incidences}

Figure 1. Algorithm to calculate the minimal cost of a path inside a graph
G = (V,E), such that the path starts from s ∈ V (G) and terminates in all

other reachable vertexes in V .

The algorithm in Figure 1 can be implemented in two well-
known versions: Dijkstra’s algorithm for shortest path and A*
algorithm [15]–[17]. The difference between them is how the
operation CALCULATE COST is implemented. Please look at
Figure 2 for each version.

1: return C(u, v)

(a) Standard cost function for Dijkstra’s algorithm for shortest path.

1: return C(u, v) + h(v)

(b) Standard cost function for A*’s algorithm for shortest path.

Figure 2. Implementations for each cost function according to Dijkstra’s and
A* algorithms in a graph G = (V,E), where u, v ∈ V (G) are two

vertexes, C : E(G)→ R is a cost function associated to the
edge uv ∈ E(G) and h(v) is any consistent heuristic.

One of the best heuristics is the euclidean distance be-
tween two points in the space. Considering a map of three-
dimensional coordinates, the distance between two points
P1 = (x1, y1, z1) and P2 = (x2, y2, z2) is given by:

d(P1, P2) =
√

(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2, (1)
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which can be applied as the cost function of a graph when its
vertexes represent coordinates of a 3D map.

C. Problems and definitions
Since routing problems are modelled using graph the-

ory, one way of modelling and solving traffic problems is
combining graph theory with a multi-agent approach [13].
In this context, Problems 1 and 2 present the definition of
an autonomous traffic model, whose agents are named as
autonomous vehicles.

Problem 1: Model an autonomous traffic system. Given
a set of vehicles A and a set of paths P = (V,E), where V
is a set of positions and E = (u, v), u, v ∈ V , is a set of
pairs that indicate that v is reachable through u, output a set
of routes Ri = (Vi, Ei), ∀Ri ⊆ P that a vehicle ai, ∀ai ∈ A,
can traverse autonomously.

Problem 2: Model an autonomous vehicle. Given a ve-
hicle a and a set of paths P = (V,E), where V is a
set of positions and E = (u, v), u, v ∈ V , is a set of
pairs that indicate that v is reachable through u, output route
R = (V ′, E′), R ⊆ P such that a can traverse autonomously.

According to the definitions of Problem 1, considering G
a set of graphs and V a set of vertexes, let Φ : G × V → G
be a function that receives P = (V,E) and an initial vertex
s ∈ V (P ), such that it outputs a path R ⊆ P . In essence, Φ
outputs a route starting from vertex s. Also, let Ω : V → V
be a function that receives a set of vertexes and outputs a
random vertex of the set. Henceforth, consider the algorithms
in Figure 3 as solutions for Problems 1 and 2.

1: R← ∅
2: for all a ∈ A do
3: Ra ← ∅
4: s← Ω(V (P ))
5: Ra ← Ra ∪ Φ(P, s)
6: end for
7: return R

(a) Solution proposed for Problem 1.

1: R← ∅
2: s← Ω(V (P ))
3: R← R ∪ Φ(P, s)
4: return R

(b) Solution proposed for Problem 2.

Figure 3. Solutions for the problems proposed in the paper. Consider R a set
of routes, Ra a subset of routes for a vehicle a, s ∈ V (G) a source vertex

for a graph P , where P = (V,E). Φ : P × V → P is an operator that
returns a path given a graph and a source vertex.

According to the algorithms in Figure 3, Φ can be any
single-source routing algorithm in a directed graph. Some ex-
amples are breadth-first and depth-first searches, which detect
all reachable vertexes from a single source [13]. There are
also shortest path algorithms, such as Dijkstra’s and Bellman-
Ford’s, which calculate the minimal paths from a single source
to every reachable vertex of the same graph [15][18]. Heuris-
tics, such as A*, are welcomed as well [16][17]. Notice that
the latter algorithms require a cost function C : E(G) → R,
where R is the set of real numbers.

Another important topic is reducing large amounts of work
into sub-problems, which allows us to avoid repetition and

implement reusable design patterns [14]. Lemma 2 applies this
vision to Problems 1 and 2.

Lemma 2: The problem of modelling an autonomous ve-
hicle is a sub-problem of modelling an autonomous traffic
system.

Proof: Let A = {a1, a2, . . . , an} be a set of n vehicles
and P = (V,E) a graph, where V is a set of positions and
E = (u, v), u, v ∈ V a set of pairs that indicate that v is
reachable through u. Consider the following assumptions:
• There is a set of known, but randomly calculated

source vertexes S = {s1, s2, . . . , sn}, where S ⊆ V ;
• The solutions of Problems 1 and 2 will always cal-

culate the route for a vehicle ai starting from the
corresponding vertex si, where si ∈ S;

• The algorithm used to calculate the route Ri for ai
will be the same in both solutions.

Given a set of routes R = {R1, R2, . . . , Rn} calculated
by the solution of Problem 1, we define R′ a set of routes
that will be calculated individually by all vehicles a ∈ A, as
said by the definition of Problem 2. According to Lemma 2,
if R′ = R we can prove that Problem 2 is a sub-instance of
Problem 1.

Let’s prove it by induction. The steps are:
1) Initially, R′ = ∅
2) For all vehicles ai ∈ A, apply the solution of

Problem 2, generating a route R′i;
3) Insert the solution R′i to R′;
4) R′i was generated with the same algorithm as Ri and

starting from the position si, therefore R′i = Ri.
Since every R′i ∈ R′ is equals to the corresponding Ri ∈

R, then the sets R′ and R are equal. Therefore, we proved that
applying the solution of Problem 2 to all vehicles in A will
produce a valid solution for Problem 1, hence Problem 2 is a
sub-instance of Problem 1.

Lemma 2 is useful because it tells us that, to model
an autonomous traffic system, we only need to model a
set of autonomous vehicles. Autonomous traffic is hence a
composition of autonomous vehicles.

III. DEVELOPMENT
This section will present how we applied the methodology

in our work. In Section III-A, we describe the development
environment and how we used it to simulate a multi-agent
system. In Section III-B, we do a more detailed analysis
on how to use the environment’s tools to model the agents.
Then, in Section III-C we describe which algorithms and
data structures we designed in order to make the environment
behave like an autonomous vehicular traffic system.

A. GTA-SA/SA-MP: an online multiplayer game server
The GTA-SA/SA-MP is a multiplayer modification for

the Rockstar’s game GTA-SA [8][9]. It uses the dependency
inversion principle to make an interface between an abstract
machine interpreter and the game itself [12].

The abstract machine, AMX, is the compilation result of
a well-known scripting language, named Pawn [19]. SA-MP
is an AMX interpreter that executes the compiled AMXs with
the developers’ modifications. Therefore, GTA-SA/SA-MP is
a client-server application, where GTA-SA is the client and
SA-MP is the server [9].
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Also, Pawn interpreters follow a design pattern that pro-
vides a common interface to be extended in separated plug-
ins. For instance, developers can write dynamic libraries that
include the AMXs’ interpreters base functions, allowing them
to be extended and reused in Pawn scripts. Since dynamic
libraries are developed in middle-level languages, such as
C or C++, we can improve our server for better memory
management and computational cost [9][12][19].

When a player first enters a SA-MP server, it will establish
a connection between the game and the respective server,
whose events, objects and other dynamics will be controlled
and modified according to the compiled AMXs [9][20].

In this context, we created a set of Pawn scripts and
dynamic libraries that used the game’s built-in objects, physics
and events to modify its default behavior, allowing us to
introduce our own functions to simulate an autonomous ve-
hicle system.

SA-MP has a consolidated community that writes and
shares plug-ins and scripts around the world [20]. We used
some of these, like the Fully Controllable Non-Playable
Character plug-in, FCNPC, which allowed us to insert and
control non-playable characters, NPCs, in the game map [21].
This plug-in was important to implement the agent system’s
behaviors, which can be seen in more details in Section III-B.

Also, based on the premise that games render only a limited
amount of objects in the screen, mostly to save memory
and computational resources, it was important to use plug-
ins that embodied this principle and avoided extra memory
consumption. Therefore, we used SA-MP Streamer Plugin to
draw objects and labels in the game map, allowing us to display
some structural information about the system [22].

In addition, SA-MP exports a set of paths’ data that we
could decode and use to implement our system [23]. Please fol-
low to Section III-C to have more details on how we modified
the game’s path structures to implement routing algorithms.

Finally, we used the described tools and data structures
to solve Problem 2, which can be scaled to a solution of
Problem 1.

B. Autonomous agents modelling
GTA-SA/SA-MP provides a whole set of objects and

structures that can be modified by FCNPC plug-in [20][21].
Among them, there are non-playable characters and vehicles.
We used these elements to solve Problems 1 and 2, proposed
in this work’s methodology at Section II-C.

In this case, vehicles can be controlled either by the player
or by an NPC. Since NPCs can have autonomous behavior,
then we could simulate autonomous driving by inserting a NPC
into a vehicle [21]. Therefore, we created a dynamic library
that extends SA-MP server to do basic operations over NPCs
and vehicles, given by Definition 2.

Definition 2: The Driver NPC plug-in. It is a dynamic
library that implements SA-MP’s model to manage NPCs
directly inside a vehicle. This plug-in exports three functions:
• Create: receives as input the vehicle’s attributes, as a

pair of primary and secondary colors C1 and C2, a
vehicle model T , an initial position s and an angle θ
in relation to the north, which indicates the direction
the vehicle will be facing. It renders the model in the
described position and will return a unique identifier
a, representing the NPC;

• Destroy: receives as input an NPC identifier a. It will
destroy both NPC and its corresponding vehicle from
the screen;

• Move: receives as input an NPC identifier a and a pair
of positions u and v. It will make the NPC travel from
u to v simulating an autonomous driving.

In Definition 2, the operations create and destroy were
developed using GTA-SA/SA-MP’s own features [20][24].
However, operation move needed to be adapted in different
situations, like curves and hills. In curves, we calculated the
Bezier’s curve between the initial and final positions [25].
Driving up and down hills was still an obstacle, and we
couldn’t find a method to adjust the vehicle’s angle while
traversing different reliefs.

C. Routing algorithms and data structures
GTA-SA/SA-MP provided a set of path structures that

allowed us to model positions and hence a directed graph in the
game map [23]. The structures are described in Definition 3.

Definition 3: SA-MP’s links and nodes. There are two
main types of nodes exported by GTA-SA/SA-MP:
• Path-nodes: a structure containing an identifier i, an

area identifier p, a link identifier l and a position P =
(x, y, z) in the game’s 3D space. Path-nodes are placed
in streets and roads along the map. Also, they can be
extended in different kind of nodes:
◦ Navi-nodes: a structure containing detailed in-

formation about a path-node. It has the referred
path-node’s identifier i and area identifier p,
and a position P = (x, y, z) in the game’s
3D space, usually between two adjacent path-
nodes. It also has a set of flags, like the amount
of left and right lanes in relation to the navi-
node and a value to indicates if the traffic flow
is allowed in the right or left lanes;

◦ Ped-nodes: describe the game’s default paths
for pedestrians. Usually placed on streets in-
tersections, houses and sidewalks;

◦ Vehicle-nodes: describe the game’s default
paths for vehicles. Usually placed on streets,
roads and parking lots;

◦ Boat-nodes: describe the game’s default paths
for boats. Usually placed at the sea.

• Links: a structure containing an identifier l and pairs of
nodes and area identifiers (i1, p1), (i2, p2), indicating
that the nodes i1 and i2 in areas p1 and p2 have
a connection.

Therefore, we created a dynamic library that extends SA-
MP server to do operations over map positions, which allowed
us to implement the proposed routing model. Hence, path-
nodes and all their derivations could be inputted as positions;
the move function, exported by the Driver NPC plug-in, as
described in Section III-B, received a pair of path-nodes which
represent the initial and final positions of the autonomous
vehicle movement.

Definition 4: The Paths plug-in. It is a dynamic library
that implements SA-MP’s model to manage paths and positions
in GTA-SA. It exports the following functions:
• GetRelativeStreetPosition: receives as input the identi-

fiers i1 and i2 of source and target path-nodes and the
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vehicle’s width w, returning a position P = (x, y, z)
in the correct lane for the vehicle to traverse;

• Dijkstra: receives a pair of random path-node identi-
fiers s and t as input, returning a list of path-nodes
identifiers, representing the route with minimal cost
between path-nodes s and t calculated by Dijkstra’s
algorithm [15];

• AStar: receives a pair of random path-node identifiers
s and t as input, returning a list of path-nodes identi-
fiers, representing the route with minimal cost between
path-nodes s and t calculated by A*’s algorithm [16].

The Definition 4 states that the Paths plug-in exports a
set of functions related to routing calculation and path-nodes
manipulation. The function GetRelativeStreetPosition needs a
pair of source-target nodes because, according to Definition 3,
path-nodes identify a street rather than a specific lane. There-
fore, we used both nodes’ angles to identify in which track of
circulation the vehicle was and, as a consequence, in which
lane it should be placed. For that purpose, we also used the
vehicle’s width to calculate the agent’s correct position in the
lane, P : A→ R, given by

P (a) = c+
w(a)

2
, (2)

where a ∈ A is a vehicle, w : A→ R is a function that returns
the vehicle’s width and c is a constant factor.

Also, this function was developed in a way that allows
implementing both traffic ways, meaning that the agents can
traverse in the positive lane direction as well as in the negative
lane direction.

Finally, we developed the functions Dijkstra and AStar
to calculate routes using Dijkstra’s and A*’s algorithms, re-
spectively, both returning a list of path-nodes, where the cost
of navigating between a pair of path-nodes is given by the
distance between two points in a 3D space, as defined in the
equation (1) [15][16].

IV. RESULTS
This section will explore the results we obtained after

applying the proposed methodology to GTA-SA/SA-MP. We
indicate how many path structures were found in the game,
as well as their category according to Section III-A. Then,
we clarify how they were used to generate routes in order
to simulate the autonomous traffic. Finally, we raised time
execution metrics to understand if the generated routes match
the expected cost for the applied algorithms.

In our development, we were able to identify a high number
of path-nodes in the game, as displayed by Table I. According
to it, the pedestrian nodes represent the majority of GTA-SA
paths data, being followed by vehicles and boats.

TABLE I. QUANTITY OF PATH-NODES DISCOVERED IN THE GAME,
GROUPED BY THEIR TYPES.

Type Count
Pedestrian 37,650
Vehicles 30,587
Boats 1,596
Total 69,833

From Table I, we can also estimate that GTA-SA’s default
features allow an autonomous agent network to be composed

by 54% of humans, 44% of vehicles and 2% of boats,
considering the default path-nodes distribution.

In addition, the path-nodes and navi-nodes were processed
into a graph Γ = (I, L), where I is a set of path-nodes and L is
a set of links, containing information regarding the connection
between the nodes in the game map. Figures 4 and 5 show a
visual representation of path and navi-nodes, respectively.

In Figure 4, we see the detailed information of path-nodes,
like the identifier i = 36, the area identifier p = 261, the
three-dimension position P = (x, y, z) and a set of links
L = {(36, 262), (36, 265), (36, 270)}, where each pair (i′, p′)
represents a target path-node’s identifier and area identifier,
respectively.

Figure 4. Visual representation of a path-node and its attributes.

In Figure 5 we see detailed information about navi-nodes.
They are mostly present on hills, curves and multi-lane streets
or roads. We used their target path-node identifiers i = 37 and
area identifier p = 275, as well as the amount of left and right
lanes, which in the example counts as one for both.

Figure 5. Visual representation of a navi-node and its attributes.

Furthermore, we could categorize two different street mod-
els in the game: the single-lane and the multi-lane. The
single-lane model has a single traffic way available or, more
specifically, a way where navi-nodes expose zero left and right
lanes. In the multi-lane model, there might be one or more
traffic ways available for which the navi-nodes expose more
than zero left and right lanes.
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According to Figure 6, in the single-lane model the vehicle
a can traverse in both traffic ways to reach a path-node i. This
can be done by inverting all links’ directions.

i

a

(a) North-south traversal in a
single-lane street.

i

a

(b) South-north traversal in a
single-lane street.

Figure 6. A single-lane street on which a vehicle a is reaching a path-node i.

According to Figure 7, in the multi-lane model vehicles a1
and a2 can traverse both in the same street to reach path-node
i, but in different lanes. Therefore, we applied the equation
in (2) to determine the correct vehicle’s positions. Since we
used the same vehicle models, w is a constant; hence, from
empirical approximations, we determined w = 0.75 and c = 1.

i

i1 i2

a1 a2

P (a1) P (a2)

(a) Multi-lane street model with a
single direction.

i

i1 i2

a1

a2

P (a1) P (a2)

(b) Multi-lane street model with
different directions.

Figure 7. Multi-lane street models. Vehicles a1 and a2 need to reach
path-node i, but it’s placed in the middle of the street. Therefore, we

calculate the displacements P (a1) and P (a2) to determine the correct next
positions i1 and i2, respectively.

As for the routes calculations, we recorded the time
spent, in milliseconds, for both Dijkstra’s and A* algorithms
according to the number of path-nodes that composed the
routes. The results were compiled in the chart on Figure 8.
According to the chart, we noticed that A* is faster when
generating routes for the same set of path-nodes. In addition,
both algorithms calculated the same routes with minimal costs,
meaning that the vehicle’s path did not take any influence in
the route computation.
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Figure 8. Time execution for the routing algorithms, in milliseconds (vertical
axis), according to the number n of path-nodes (horizontal axis). The

continuous line represents the time spent by Dijkstra’s algorithm for shortest
path, while the dotted one represents the time spent by A*’s algorithm.

The literature indicates that A* is faster than Dijkstra’s
algorithm whenever the heuristic is said to be consistent, which
is also a good indicator that the adopted 3D space is consistent
for routing models [16]. Also, we recorded a video of some
simulations, which can be appreciated by the readers as a
reference in this paper [26].

V. CONCLUSION
The results obtained in this work allowed a better sim-

ulation in the GTA-SA/SA-MP environment. When the au-
tonomous vehicle network was extended to the whole map, it
was possible to simulate different scenarios, taking advantage
of many things that the environment offers, like different
reliefs, street lengths and curve angles.

Furthermore, the results showed consistency with the re-
ality, since A* and Dijkstra algorithms returned routes with
minimal costs given the same set of path-nodes. Also, A*
could calculate all routes with the proposed heuristic, which
means that GTA-SA/SA-MP has a valid model of geometry
and position.

This extension also allows the pedestrian and boat nodes
to be implemented. Using the pedestrian nodes, it is possible
to create an integration between autonomous vehicles and
pedestrians in the roads, which is one of the main problems in
autonomous vehicles systems. Using boat nodes, it is possible
to simulate a maritime traffic, allowing to test the vehicles at
sea as well.

Also, Autonomous Intersection Management protocols
(AIM) can be implemented in a larger scale. Intersections are
one of the main problems in autonomous vehicles systems too,
since most of the traffic accidents happens in them. Therefore,
implementing AIM at multiple intersections can be an efficient
way to raise results about reductions in accidents and others
factors, such as time spent, amount of emitted gases and
spent fuel.

Another option would be increase the dynamics of the
simulations, including weather manipulation, acceleration and
deceleration in curves, uphills and downhills, reverse driving
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and overtaking. This would allow us to explore more scenarios,
as well as increase the difficulty of the problems we are solv-
ing.

Now, beyond the successful simulations that were done
in the whole GTA-SA map, the progress made in this work
opens doors to perform simulations of the main problems
of autonomous vehicles systems in a larger scale, using the
realistic environment GTA-SA/SA-MP.
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de Educação Tecnológica de Minas Gerais, Tech. Rep., 2017.

[11] R. R. Novaes Jr., D. S. Santos, G. M. F. Santiago, and S. R. Dias, “A
New Solution to the Traffic Managing System for Autonomous Vehicles
(Demonstration),” in 16th International Conference on Autonomous
Agents and Multi Agent Systems, São Paulo/SP, Brasil, May 2017,
pp. 1805–1807.

[12] R. C. Martin, “Design Principles and Design Patterns,” 2000, URL:
https://fi.ort.edu.uy/innovaportal/file/2032/1/design principles.pdf [ac-
cessed: 2020-03-01].

[13] R. Diestel, Graph Theory. Springer-Verlag, 2000, URL: http://www.
esi2.us.es/∼mbilbao/pdffiles/DiestelGT.pdf [accessed: 2020-03-01].

[14] T. H. Cormen, C. E. Lelserson, and R. L. Rilvest, Introduction to
Algorithms, 3rd ed. MIT Press, 2009.

[15] E. W. Dijkstra, “A Note on Two Problems in Connexion with Graphs,”
Numerische Mathematik, vol. 1, Jun. 1959, pp. 269–271.

[16] W. Zeng and R. L. Church, “Finding shortest paths on real road
networks,” 2009, URL: http://doi.org/10.1080/13658810801949850 [ac-
cessed in 2020-03-01].

[17] A. Botea, M. Müller, and J. Schaeffer, “Near optimal hierarchical path-
finding.” J. Game Dev., vol. 1, no. 1, 2004, pp. 1–30.

[18] Walden and David, “The Bellman-Ford Algorithm and ”Distributed
Bellman-Ford”,” Jan. 2008.

[19] CompuPhase, “Pawn Implementer’s Guide,” 2016, URL: https://github.
com/compuphase/pawn/blob/master/doc/Pawn Implementer Guide.pdf
[accessed: 2020-03-17].

[20] “SA-MP Wiki,” 2017, URL: https://wiki.sa-mp.com/ [accessed: 2020-
03-17].

[21] S. Marochkin, “SA-MP FCNPC Plugin,” 2019, URL: https://github.
com/ziggi/FCNPC [accessed: 2020-03-17].

[22] “SA-MP Streamer Plugin,” 2014, URL: https://github.com/
samp-incognito/samp-streamer-plugin [accessed: 2020-03-17].

[23] “Paths (GTA-SA),” SA-MP Wiki, URL: https://gta.fandom.com/wiki/
Paths (GTA SA) [accessed: 2020-03-17].

[24] “Vehicle Models,” SA-MP Wiki, 2019, URL: https://wiki.sa-mp.com/
wiki/Vehicle Models [accessed: 2020-03-17].

[25] J. London, New York, Ed., Numerical Control; Mathematics and
Applications. J. Wiley, 1972, ISBN: 0471071951 9780471071952.

[26] R. R. Novaes Jr., P. C. Mesquita, and J. N. Cirqueira, “Autonomous
traffic simulation with gta-sa/sa-mp,” 2020, URL: https://bit.ly/3bfh0LN
[accessed: 2020-03-20].

32Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-795-5

VEHICULAR 2020 : The Ninth International Conference on Advances in Vehicular Systems, Technologies and Applications

                            41 / 92



Implementation and Evaluation of Priority Processing by Controlling Transmission

Interval Considering Traffic Environment in a Dynamic Map

Kohei Hosono∗, Akihiko Maki†, Yosuke Watanabe‡, Hiroaki Takada‡ and Kenya Sato§
∗Computer and Information Science, Graduate School of Science and Engineering, Doshisha University

Kyoto, Japan 610-0321
Email: kohei.hosono@nislab.doshisha.ac.jp

†Fujitsu Limited
Kanagawa, Japan 215-8588

‡Institutes of Innovation for Future Sciety, Nagoya University
Nagoya, Japan 464-8601

§Mobility Research Center, Doshisha University
Kyoto, Japan 610-0321

Abstract—Much attention has been attracted to the research
of cooperative automatic driving that focuses on safety and
efficiency by sharing the data obtained from sensor information
of a vehicle. In addition, dynamic maps, a common information
and communication platform for the integrated management of
shared sensor information, are under consideration. A vehicle
always sends data to a server that manages the dynamic map,
and the server runs applications for driving support and control
on the basis of the data, so fast information processing is required.
However, congestion is a concern when data is continuously
sent from vehicles to the server at high transmission intervals
and when many vehicles are managed by dynamic maps on
the server. In addition, the data transmission interval from the
vehicle required by the road characteristics differs in actual
traffic environments. Therefore, congestion can be alleviated by
adjusting the transmission interval of data from the vehicle in
consideration of road characteristics. In this paper, a platform for
a dynamic map consisting of a server and a vehicle is constructed.
We have also implemented a priority processing function that
sets the priority for each section of a lane, and adjusts the
transmission interval on the basis of the characteristics of the
road around the vehicle.

Keywords–ITS; Dynamic Map; Connected Vehicle; Automated
Driving; Priority Processing; Load Balancing.

I. INTRODUCTION

In recent years, there has been a lot of research and devel-
opment on automatic driving, where automobiles use sensors
to recognize the surrounding environment and automatically
control driving by avoiding hazards [1]–[3]. However, in-
vehicle sensors are limited to detecting objects in the visible
range but not in the inaccessible range. Therefore, cooperative
intelligent transport systems (ITSs), which aims to improve
safety by using wireless communication technology to ex-
change information between vehicles and roadside equipment,
have attracted attention [4]–[6]. A variety of applications are
being considered, including collision warning at intersections,
provision of traffic jam and signal information, and support
for merging on expressways [7]–[9]. However, the data sent
from the vehicle is currently managed separately for each
application. Therefore, dynamic maps, which are platforms for
managing and processing data in an integrated manner, have
been investigated [10]–[12].

A dynamic map is a structure in which dynamic infor-
mation is layered on top of a static road map in accordance
with the update frequency of each data. Figure 1 shows the
structure of the dynamic map. The data obtained from the in-
vehicle sensors are sent to the server that manages the dynamic
map, and the application that achieves cooperative automatic
driving runs on the basis of the data [13]. Therefore, dynamic
information transmitted from the vehicle must always be sent
to the server, and the server must process the information
and send it with low latency to the vehicle [14]. In addition,
the vehicle generally transmits to the dynamic map at 100-
millisecond intervals [15]. However, the number of vehicles
handled by the dynamic map is huge, and congestion is
a concern if all vehicles continue to transmit data at high
frequencies.

Therefore, congestion can be alleviated by adjusting the
data transmission interval, considering the traffic environment
around the vehicle. Although there is controversy over the
arrangement of servers to manage dynamic maps [16]–[19],
in this study, we constructed a platform for dynamic maps
consisting of vehicles and servers. In addition, we have im-
plemented a priority processing function that divides the lane
where a vehicle travels into sections (Lane ID) on the basis
of the traffic environment around the vehicle, sets the priority
for each Lane ID, adjusts the data transmission interval from
the vehicle in accordance with the priority, and evaluate its
effectiveness.

In Section 2, we describe the basic structure of the dynamic
map. In Section 3, we describe the priority processing function
by adjusting the transmission interval. In Section 4, we explain
how to determine the transmission interval considering the
traffic environment. In Section 6 The effectiveness of the
system is evaluated in Section 6. In Section 7, the results of
the evaluation are discussed, and Section 8 is a conclusion.

II. COMMUNICATION METHOD FOR DYNAMIC MAP

In the dynamic map developed in this study, the data that
a vehicle sends to the server includes vehicle ID, vehicle
position, speed, time stamp, etc [20], [21]. The vehicle po-
sition is obtained using the vehicle ’s GPS position and scan
matching [22]. A vehicle and a server are called nodes, which
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Figure 1. Overview of dynamic map

are composed of four layers: an Operating System (OS), a
Communication Unit (Transmission), a Database System (DB),
and an Application (APL). Each node communicates through
a communication section, and the data sent and received is
processed by the application of each node. Figure 2 shows an
overview of the constructed dynamic map.

The vehicle and the server need to send and receive data at
a high speed, and in this study, UDP is used for communication
[23]. However, although UDP has a small header size and
can send and receive a lot of application data, there is no
guarantee that the packets will reach the user because it is
a connectionless protocol [24]. Therefore, it is necessary to
guarantee the communication by performing retransmission
processing on the application side, or the application must be
able to tolerate packet loss. In addition, since the server and
the vehicle use wireless communications, which is considered
to be less reliable than wired communication, a function to
send Acknowledgement (ACK) data was constructed.

As shown in Figure 3, the server sends data to the vehicle.
The vehicle will then send an ACK to the server to confirm
the received data. During this time, the server will continue
to retransmit the data periodically until the ACK has been
received. Once received, it will stop the retransmission. This
enables the reliability of the communication to be maintained
even with UDP.

III. PRIORITY PROCESSING BY ADJISTING THE
TRANSMISSION INTERVAL

Safe-driving support applications, such as merging and
mediation, require the position and speed information of each
vehicle [25], [26]. Such applications require the high-frequency
acquisition of location information for vehicles approaching or
being within an intersection. However, location information for
vehicles far from the intersection or moving away from it is
not needed as frequently. However, every vehicle sends data
to the server at regular intervals, regardless of the applica-
tion’s request. As a result, the processing and communication
bandwidth of the server is tight, which may interfere with the
services to support safe driving.

Therefore, we developed a function to minimize the impact
on traffic and alleviate the processing load and bandwidth
congestion on the server by setting the priority in accordance
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Figure 2. Dynamic map of server and vehicles
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Figure 3. Sequence of resend function

with the position of the vehicle on the road and adjusting the
transmission interval from the vehicle by the communication
section of the vehicle.

In Figure 4, the server receives data at regular intervals
from vehicles over all the areas in the figure. Under this
condition, it is not possible to filter out the vehicles because
it is unclear which vehicles are placed in which traffic en-
vironment. Therefore, as shown in Figure 5, when vehicle
location information is linked to road map information, it is
possible to understand the traffic situation such as vehicles
heading towards or away from an intersection. As a result, it is
possible to prioritize each vehicle in consideration of the traffic
environment. When the server receives data from the vehicle, it
grasps the location information of the vehicle and notifies the
vehicle of the transmission interval of the data in accordance
with the priority in the response data. The vehicle transmits
subsequent data at the transmission interval indicated by the
server. By adjusting the transmission interval in accordance
with the position of the vehicle, a priority processing function
based on the data transmission interval from the vehicle in
consideration of the traffic environment is achieved.

Figure 6 shows the sequence of the priority processing
function by adjusting the data transmission interval of a
vehicle. The vehicle sends data to the server through the
communication section. The server creates ACK data from the
received data and transmits it to the vehicle with the delay
time for each Lane ID to control the transmission interval. The
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Figure 5. Adjustment of transmission interval in accordance with priority

vehicle adjusts its transmission interval in accordance with the
delay time.

Figure 7 shows a flowchart of the priority processing
function to adjust the data transmission interval of the vehicle.
If the destination of the ACK data sent from the server is the
vehicle, the transmission interval of the vehicle is adjusted in
accordance with that in the ACK data.

IV. PRIORITIZATION IN CONSIDERATION OF THE TRAFFIC
ENVIRONMENT

We determined the priority of the transmission interval on
the road where a vehicle is traveling on the basis of the traffic
environment around it. For example, suppose there was a road
like the one shown in Figure 8. Since applications on dynamic
maps process data from vehicles in real time, they need to
transmit data at a high frequency in and around intersections.
However, it is not necessary to transmit data at such a high
frequency on roads that are far from intersections. Therefore,
the lane is divided into sections (Lane ID) in accordance with
the characteristics of the road on which the vehicle is traveling,
and the transmission interval is determined for each Lane ID.
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Figure 6. Sequence diagram of priority processing by transmission interval
adjustment
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Figure 7. Flowchart of priority processing by transmission interval
adjustment

A Lane ID is assigned to one lane of the road in Figure 8
for each road characteristic. The relationship between road
characteristics and priority is shown in Table I. For example, if
we want to apply a new road in the parking lot to the dynamic
map, we can add the data to this database and set it as a Lane
ID. The relationship between the priority and the transmission
interval is shown in Table II. On the basis of these, the Lane
ID is related to the transmission intervals. It is expected that
the network will evolve and be able to transmit large amounts
of data at higher speeds in the future. Therefore, if we want
to communicate data more frequently, we can modify this
database to briefly improve the communication interval of the
entire dynamic map. The relationship between the Lane ID
and the transmission interval is shown in Table III. The server
determines the transmission interval to the vehicle based on
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TABLE I. PRIORITY FOR ROAD CHARACTERISTICS

Symbol in the figure Road characteristics Priority
a Building site center 1
b Building site 2
c Building site edge 3
d Sidewalk / Side road 4
e Lane 5
f Intersection center 6

TABLE II. TRANSMISSION INTERVAL FOR PRIORITY

Priority Transmission interval
1 500 ms
2 300 ms
3 200 ms
4 100 ms

TABLE III. TRANSMISSION INTERVAL FOR LANE ID

Lane ID Transmission interval
1 200 ms
2 300 ms
3 500 ms
4 300 ms
5 200 ms
6 200 ms
. . . . . .

this database. It is expected that the transmission intervals will
be adjusted daily while operating a dynamic map, and it will be
possible to operate the database concisely by normalizing the
database and managing it independently. As the dynamic map
utilizes this relationship, when the server receives data from a
vehicle, it determines the appropriate transmission interval on
the basis of the location information in the data, and transmits
this information in the ACK to the vehicle. That way, the
vehicle can adjust its transmission interval appropriately.

V. EVALUATION SYSTEM

To evaluate the priority processing function built in this
study, a dynamic map system was constructed using two
PCs to act as a server and vehicle, respectively. We have
developed a dynamic map platform that covers everything from
communication to applications, and we used that application
to perform simulations in this study as well. However, the
effectiveness of the proposed system is not clear due to the

TABLE IV. SERVER AND VEHICLE CONFIGURATION

OS Ubuntu 16.04
CPU 8-core 16-thread (3.60 GHz)
Memory 16 GB
SSD 256GB
Communication method Wired (Up to 1 Gbps)
Synchronous method(Vehicle only) No

TABLE V. SIMULATION CONDITIONS

Number of lanes 56
Maximum number of vehicles per lanes 89
Speed 40 km/h
Vehicle length 4.7 m
Distance between vehicles 20 m
Total number of vehicles 4984

large amount of uncertainty in using this application. Also,
a discussion of the internal behavior of the application is
not the essence of this paper. Therefore, in this simulation,
the data sent from the vehicle was assumed to be processed
by the same application on the server and return an ACK.
The vehicle acquires sensor information by the application
and sends it to the server through the communication section.
The data is temporarily stored in a queue on the server and
processed by the application in turn. Table IV shows the
specifications of the PCs used for the server and vehicle.
Note that the synchronous method only applies to the vehicle
PC. Also, since cars are considered to communicate with the
dynamic map wirelessly, we have conducted a demonstration
experiment using wireless communication by placing an edge
server at a mobile phone base station. However, the proposed
system is a dynamic map system, and the use of wireless
communication is highly dependent on the communication
method and conditions, and the uncertainties are large. Our
dynamic map platform can be applied to any communication
method, and better communication methods can be adopted
as the network evolves. Therefore, in order to evaluate the
proposed system in detail, the vehicle and the server were
connected by a wired connection, eliminating the uncertainties
of wireless communication.

Figure 9 shows the road map used for the evaluation. We
used the Manhattan model, which consists of alternating two-
lane streets on one side and four-lane streets on the other.
There are 56 lanes within a square range of 2205 m per
side, with vehicles running at regular intervals in the opposite
direction from the end of each lane. The specifications for this
simulation are shown in Table V. The length of the vehicle
was set to 4.7 m, and the distance between vehicles was set
to 20 m.

VI. RESULT

A. Number of vehicle data to be sent and received
Figure 10 shows a comparison of the peak number of

the data received by the server. We compared three possible
instances. First, there is no retransmission by ACK and the
transmission interval from the vehicle remains fixed at 100 ms.
Second, there is a retransmission but the transmission interval
remains fixed at 100 ms. Third, there is a retransmission and
the transmission interval is adjusted by priority processing.
By using the priority processing function, we were able to
suppress the peak rate of the data received by the server to
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Figure 9. Road map used in the simulation

TABLE VI. PACKET LOSS RATIO

System Packet loss ratio
No Resend & No Priority 0.006 %

Resend & No Priority 0 %
Resend & Priority 0 %

about 70 vehicles. Also, the number of data received by the
system with resend is higher than the system without resend.
In the case of no resend, this is because the vehicle is sending
data at a high frequency and part of it is causing packet loss.
Therefore, a resend function is used, and the number of data
received is slightly increased. The packet loss rate for each
system is shown in Table VI.

We also evaluated the rate at which the server sends and
receives data. Figure 11 shows the reception and transmission
rates when there is a retransmission with and without priority
processing, respectively. The horizontal axis shows the elapsed
time from when the first vehicle entered the road in the
evaluation range. The vertical axis shows the rate of how
much data the server is receiving and sending per second.
In the absence of priority processing, the server cannot keep
up with the data received from the vehicle, resulting in a
processing delay. Therefore, the retransmission is not finished
even after 400 seconds of transmission from the vehicle,
and the convergence takes a long time. However, by using
priority processing, we were able to reduce the rate of data
transmission and reception in the server, in which both ended
as soon as the transmission from the vehicle was completed
without any processing delay.

B. Processing Latency and Scalability
The scalability of the three systems was evaluated by

varying the number of lanes and the number of vehicles.
In the Manhattan model presented in Section V, the total
number of vehicles running during the simulation is 4984.
In this case, no processing delay occurred in the system
with priority processing, but processing delay occurred in the
system without priority processing. Therefore, by varying the
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Figure 12. Impact of the number of vehicles on processing delay time

number of vehicles and the number of lanes, we adjusted the
total number of vehicles in the simulation and evaluated the
maximum processing delay for each. The evaluation results are
shown in Figure 12. Scalability was greatly improved by using
the priority processing function, which enabled us to process
about 15,000 vehicles with low latency. The reason why the
scalability is almost the same with respect to systems without
the priority processing function, regardless of the presence or
absence of resend, is that the packet loss rate remains very low
even in systems without resend.
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VII. DISCUSSION

As shown in Figure 10, the amount of data transmitted
by the vehicle is higher with retransmissions than without
retransmissions. However, even if there is a retransmission
process, the data volume can be significantly reduced by
using priority processing, because the data can be reduced by
adjusting the transmission interval on the basis of the Lane ID.

In addition, as shown in Figure 11, due to the processing
delay and lack of priority processing, the server continues
to receive data from the vehicle after about 400 s when
transmissions other than retransmissions have completed. This
is because the transmission interval of data from the vehicle
is fixed at 100 ms, and the processing delay is caused by
receiving data that exceeds the processing performance of the
server. However, in the case of priority processing, the trans-
mission and reception of the server ended at the same timing as
the data transmission from the vehicle was completed, and no
processing delay occurred. In Figure 12, the amount of data
that the server needs to process is greatly reduced by using
the priority processing function, which greatly improves the
scalability of the dynamic map.

Dynamic maps for safe-driving support and automatic
driving need to be communicated and processed with low
latency. In addition, the server must be able to reliably receive
data from a vehicle. Furthermore, the number of vehicles
communicating with the server is expected to increase in the
future. By using the retransmission function to ensure the
reliability of the communication between a vehicle and server,
and by using the priority processing function by adjusting the
transmission interval, the amount of data received by the server
can be reduced to about one-fifth of that of a system with a
fixed transmission interval. This will also reduce processing
delays and lead to smoother traffic flow.

VIII. CONCLUSION

In recent years, research and development for automatic
driving has attracted much attention, but the range of recog-
nition is limited due to the limitations of in-vehicle sensors.
Therefore, research has begun on cooperative automatic driv-
ing, in which automatic vehicles share data obtained from
sensors, etc., with the aim of improving safety and effi-
ciency. In addition, dynamic maps, a common information
and communication platform for the integrated management of
shared sensor information, are under consideration. A vehicle
always sends data to a server that manages the dynamic
map, and the server runs applications for driving support
and control on the basis of the data, so fast information
processing is required. However, if data is continuously sent
from vehicles to the server at high transmission intervals
and many vehicles are managed by the dynamic maps on
the server, communication congestion and processing load
becomes a concern. In addition, the transmission interval of
data from a vehicle required by the road characteristics varies
in actual traffic environments. Therefore, congestion can be
alleviated by adjusting the transmission interval of data from
the vehicle in consideration of road characteristics. In this
paper, a platform for a dynamic map consisting of a server and
a vehicle is constructed. By implementing the retransmission
function, we have achieved highly reliable communication
even for UDP. In addition, a priority processing function that
adjusts the transmission interval is implemented by setting

the priority for each section of the lane (lane ID) where a
vehicle is traveling on the basis of the road characteristics
around the vehicle. We evaluated the amount of data sent and
received by the server when there were no retransmissions,
when there were resend and no priority processing by adjusting
the transmission interval, and when there were resend and
priority processing by adjusting the transmission interval. As a
result, the maximum reception rate could be reduced by about
80%. We also measured the processing delay of the server
and showed that it can be processed with low latency. These
results show that the function built in this paper is effective in
improving the efficiency of communication between vehicles
and servers in dynamic maps.

REFERENCES

[1] A. Geiger, P. Lenz and R. Urtasun, “Are we ready for autonomous
driving? The KITTI vision benchmark suite,” 2012 IEEE Conference
on Computer Vision and Pattern Recognition, 2012, pp. 3354–3361.

[2] J. Baber, J. Kolodko, T. Noel, M. Parent and L. Vlacic, “Cooperative
autonomous driving: intelligent vehicles sharing city roads,” IEEE
Robotics & Automation Magazine, vol. 12, no. 1, 2005, pp. 44–49.

[3] L. Hobert, A. Festag, I. Llatser, L. Altomare, F. Visintainer and A. Ko-
vacs, “Enhancements of V2X communication in support of cooperative
autonomous driving,” IEEE Communications Magazine, vol. 53, no. 12,
2015, pp. 64–70.

[4] J. Zhang, F. Wang, K. Wang, W. Lin, X. Xu and C. Chen, “Data-Driven
Intelligent Transportation Systems: A Survey,” IEEE Transactions on
Intelligent Transportation Systems, vol. 12, no. 4, 2011, pp. 1624–1639.

[5] G. Dimitrakopoulos and P. Demestichas, “Intelligent Transportation
Systems,” IEEE Vehicular Technology Magazine, vol. 5, no. 1, 2010,
pp. 77–84.

[6] J. Lee and B. Park, “Development and Evaluation of a Cooperative
Vehicle Intersection Control Algorithm Under the Connected Vehicles
Environment,” IEEE Transactions on Intelligent Transportation Sys-
tems, vol. 13, no. 1, 2012, pp. 81–90.

[7] S. Bowles and H. Gintis, Ed., A Cooperative Species: Human Reci-
procity and Its Evolution. Princeton University Press, 2011.

[8] ETSI, “Intelligent Transport Systems (ITS); V2X Communications;
Multimedia Content Dissemination (MCD) Basic Service specification;
Release 2,” 2019, TS 103 152 V2.1.1.

[9] ——, “Intelligent Transport System (ITS); Users and applications
requirements; Part 2: Applications and facilities layer common data
dictionary,” 2014, TS 102 894-2 v1.2.1.

[10] J. Leonard, H. Durrant-Whyte and I. J. Cox, “Dynamic map building for
autonomous mobile robot,” IEEE International Workshop on Intelligent
Robots and Systems, Towards a New Frontier of Applications, 1990,
pp. 89–96.

[11] H. Shimada, A. Yamaguchi, H. Takada and K. Sato, “Implementation
and Evaluation of Local Dynamic Map in Safety Driving Systems,”
Journal of Transportation Technologies, vol. 5, no. 2, 2015, pp. 103–
112.

[12] “Dynamic Map 2.0 Consortium.” [Online]. Available: {http://www.
nces.i.nagoya-u.ac.jp/dm2/}[accessed:2020-08-12]

[13] K. Sato, Y. Watanabe and H. Takada, “Dynamic Map as Common
Application Platform for Dynamic Geographic Information Manage-
ment,” The journal of the Institute of Electronics, Information and
Communication Engineers, vol. 101, no. 1, 2018, pp. 85–90.

[14] S. Steven and K. Thomas, “Traffic probe data processing for full-
scale deployment of vehicle-infrastructure integration,” Transportation
research record, vol. 2086, no. 1, 2008, pp. 115–123.

[15] NTT Docomo and Pasco, “Realization of efficient updating
and distribution of advanced map database.” [Online].
Available: {https://smartiot-forum.jp/application/files/6414/7702/6769/
sympo 20160927 02 mobility 03-03.pdf}[accessed:2020-08-12]

[16] ITS Information and Communication System Promotion Conference
Cellular System TG, “Toward advanced ITS and autonomous
driving using cellular communication technology Survey Report.”

38Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-795-5

VEHICULAR 2020 : The Ninth International Conference on Advances in Vehicular Systems, Technologies and Applications

                            47 / 92



[Online]. Available: {https://itsforum.gr.jp/Public/J7Database/p62/
Cellular system 201906.pdf}[accessed:2020-08-12]

[17] ETSI, “Multi-access Edge Computing (MEC); Study on MEC Support
for V2X Use Cases,” 2018, GR MEC 022 v2.1.1.

[18] ——, “Intelligent Transport System (ITS); Vehicular Communications;
Basic Set of Applications; Part 2: Specification of Cooperative Aware-
ness Basic Service,” 2018, EN 302 637-2 v1.4.0.

[19] ——, “Intelligent Transport System (ITS); Vehicular Communications;
Basic Set of Applications; Part 3: Specifications of Decentralized
Environmental Notification Basic Service,” 2014, EN 302 637-3 v1.2.1.

[20] C. Nanthawichit, T. Nakatsuji and H. Suzuki, “Application of Probe-
Vehicle Data for Real-Time Traffic-State Estimation and Short-Term
Travel-Time Prediction on a Freeway,” Journal of the Transportation
Research Board, vol. 1855, no. 1, 2003, pp. 49–59.

[21] S. E Shladover and T. M Kuhn, “Traffic Probe Data Processing for Full-
Scale Deployment of Vehicle-Infrastructure Integration,” Journal of the
Transportation Research Board, vol. 2086, no. 1, 2008, pp. 115–123.

[22] K. Takagi, K. Morikawa and T. Ogawa, “Road Environment Recognition
Using On-vehicle LIDAR,” 2006 IEEE Intelligent Vehicles Symposium,
2006, pp. 120–125.

[23] J. Postel, “User Datagram Protocol,” 1980, RFC 768.
[24] C. Shue, W. Haggerty and K. Dobbins, “OSI Connectionless Transport

Services on top of UDP Version: 1,” 1991, RFC 1240.
[25] U. Franke, D. Gavrila, S. Gorzig, F. Lindner, F. Puetzold and C. Wohler,

“Autonomous driving goes downtown,” IEEE Intelligent Systems and
their Applications, vol. 13, no. 6, 1998, pp. 40–48.

[26] M. Gerla, E. Lee, G. Pau and U. Lee, “Internet of vehicles: From
intelligent grid to autonomous cars and vehicular clouds,” 2014 IEEE
World Forum on Internet of Things (WF-IoT), 2014.

39Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-795-5

VEHICULAR 2020 : The Ninth International Conference on Advances in Vehicular Systems, Technologies and Applications

                            48 / 92



Secure Routine
A Routine-Based Algorithm for Drivers Identification

Davide Micale∗, Gianpiero Costantino†, Ilaria Matteucci†, Giuseppe Patanè‡ and Giampaolo Bella∗
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Abstract—The introduction of Information and Communication
Technology (ICT) in transportation systems leads to several
advantages (efficiency of transport, mobility, traffic management).
However, it may bring some drawbacks in terms of increasing
security challenges, also related to human behaviour. As an exam-
ple, in the last decades attempts to characterize drivers’ behaviour
have been mostly targeted. This paper presents Secure Routine, a
paradigm that uses driver’s habits to driver identification and, in
particular, to distinguish the vehicle’s owner from other drivers.
We evaluate Secure Routine in combination with other three
existing research works based on machine learning techniques.
Results are measured using well-known metrics and show that
Secure Routine outperforms the compared works.

Keywords–driver identification; secure routine; machine learn-
ing; automotive.

I. INTRODUCTION

Modern vehicles can be considered as computer on wheels.
The mechanical parts are often controlled by software com-
ponents and communication protocols are in charge of ex-
changing data among vehicle’s components. For this reason,
modern vehicles are Cyber Physical Systems (CPS) in which
used technologies bring countless advantages in terms of, for
instance, efficiency of city operations and services. An example
among all is the Internet connectivity. Within this context, a
problem of particular interest is how to leverage vehicular
and/or smartphone data to characterize driver identification.
Its characterization finds application in the development of
software, which can be used by insurance companies to check
and identify drivers or, for instance, to discourage auto theft. In
2019, around 56k vehicles were targeted by thieves in UK [1].
It equates to one car stolen every 9 minutes and 45% of thefts
occurred between midnight and 6 AM. Having a strategy to
classify the driver’s behaviour may help to mitigate this trend.

Routine based classification is a type of classification [2]
that aims to find actions that are frequently repeated in time. To
complete a task, people repeat sequence of actions previously
saw from others or done by themselves, no matter how tough
the task is [3]. Two persons may accomplish the same task
with similar actions but with little fundamental differences [3].
Routines can describe how people organize their lives: daily
commute, weekly, meetings, holidays. Routines can also de-
scribe how a driver approaches to an intersection [4].

Based on these aspects of routine, here we introduce the
paradigm of Secure Routine (SR) that takes into account not
only what the user does but also how much frequently. We use
the SR paradigm within the automotive context with the aim to
classify drivers. To achieve this, we elaborate and implement

the SR algorithm that exploits sensors’ car data, obtained,
for instance, through the OBD-II [5] diagnostic port. The SR
algorithm evaluates the recorded data and, in particular, uses
the timestamp to make an accurate classification of drivers.
Then, SR leverage a Machine Learning (ML) technique to
establish driver’s routines and to properly identify the driver.

To test the goodness of the Secure Routine algorithm, we
compare it with other research works present in literature. The
comparison is done on two different datasets and the results are
evaluated using three metrics: Accuracy, Precision and Recall.
Findings show that Secure Routine outperforms the compared
works in all the tests carried out.

The paper is structured as follows: next section presents the
state of the art. In Section III, we introduce the background on
ML techniques. In Section IV, we present the Secure Routine
paradigm used to identify drivers. Then, in Section V, we
compare Secure Routine with other research works presented
in literature. Finally, Section VI draws the conclusion of this
paper and presents some hits for future research directions.

II. STATE OF THE ART

In literature, there are several solutions based on ML
techniques for the identification of driver’s behaviour. Bernardi
et al. [6] used a Multi Layer Perception (MLP) to identify
drivers. They used three datasets obtaining respectively 94%,
95% and 92% of Accuracy. In particular, these results were
obtained using a Start&Stop sliding window. A sliding window
combines several consecutive instances in a single instance. In
particular, Start&Stop joins instances starting when the car is
moving until the car stops.

Gao et al. [7] discriminated drivers through Stop-and-Go
events using a voting strategy. A Stop-and-Go event occurs
when the car slowdowns until stops (stop phase), it stands still
for five or more seconds and then speeds up (go phase).

Wang et al. [8] identified 30 drivers by using the voting
strategy and Random Forest algorithm. Authors split data and
tests into different window sizes. They use six sensor signals
and three derived sensor’s signals along with five statistical
features. With 5 minutes of testing data this model achieves
almost 93% of Accuracy. With a sliding window of 5 seconds
and 6 minutes of testing data they achieve 100% of Accuracy.

Girma et al. in [9] used the Long Short-Term Memory
(LSTM) algorithm with sliding windows and tested their model
on [10] and [11] datasets with Precision and Recall of 98%.

Kwak et al. in [12] selected 15 features to identify drivers
behaviour. For each feature they computed the mean, median
and standard deviation according to a reference sliding win-
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dow. Thus, the total number of features is 45. They used
different ML algorithms and achieved the best Accuracy of
99,6% applying Random Forest on [10] dataset.

Martinelli et al. in [13] tested several Decision Tree algo-
rithms with the same dataset [10] using all 51 features. They
obtained a Precision and Recall equal to 99,2% with J48. The
same authors in [14] used only six features out of 51 features
of [10] dataset. In this case, Precision and Recall decreased to
98,9% due to under-fitting.

Compared to our paper, [6], [7], [8], [12], [13] and [14]
do not look for frequency. Also, LSTM in [9] obtained lower
scores in comparison with a Decision Tree (DT) algorithm
([12], [13] and [14]) on the same dataset. As shown by
[14], certain features discriminate better than others for some
drivers. Hence, SR must use the best feature set for each driver.
[6], [14] and [13] are the only ones that make owner-driver
identification, they select the same feature set for all drivers.
Finally, SR breaks down the timestamp in fine grained units
to detect frequency in order to increase the accuracy.

III. MACHINE LEARNING

ML is the study of computer algorithms that improve
automatically through experience. ML algorithms build a
mathematical model to make predictions or decisions without
being explicitly programmed to do so. At the basis of the
model, there is a dataset that has to be processed. Such dataset
can be considered as a table in which all data are listed. Each
row of the table is called instance and each column represents
a feature of the instance. The dataset is usually split into two
parts, the training dataset and the test dataset. The model is
created on the basis of the training dataset. Instead, a test
dataset represents all instances adopted to verify how much
accurate our model is in doing the classification.

ML techniques are largely adopted for the identification
and classification of users. In the following, we introduce an
example of ML algorithm based on DT predictive modelling
approach. A DT consists on a tree data structure that contains
rules to classify the instance. For each level of the tree, the
value of a feature of the instance is tested, for example, through
a specific question. Each internal node of the tree contains a
test. Depending on the answer, the model follows a different
edge: the left edge if the result of the test is true, otherwise the
right edge is followed. Finally, the leaf nodes, i.e., the nodes
with no children, contain the prediction.

A. Decision Tree Requirements
A DT algorithm must create a tree with the minimum

number of levels. This allows the ML algorithm to classify
the instance as fast as possible. To build a DT with a low
number of levels, it is necessary to select the best tests for the
model. This is done by selecting the appropriate Formula to
make the selection. A Formula specifies the criterion chosen
to establish which is the next test to perform in the DT.

For instance, let Alice and Bob be two drivers that are used
to going on the Sixth Avenue. Alice goes on the Sixth Avenue
all days of the week, instead Bob goes only from Monday to
Friday. Bob drives slightly faster than Alice, with a speed up
to 55 Km/h. A possible DT model is the one in Figure 1(a)
that is built by putting on the tree root the following test:

“Is today Saturday or Sunday?”

Following the root test, we have that the left child is taken by

Alice instead the right child corresponds to the following test:

“Is the vehicle speed lower than 55 Km/h?”

Again the left child is a leaf node that represents Alice,
whereas the right child is the leaf node representing Bob.

Despite the above DT model is a valid model for our
example, we may produce a better tree in which a root node
is configured with the following test (Figure 1(b)):

“Is the vehicle speed lower than 55 Km/h?”

In this case, the left child is the leaf node Alice and the right
child is the leaf node Bob. Hence, a ML algorithm concludes
its prediction with only one test.

A DT has to be simple. This allows the DT to be flexible
enough to represent also further instances. Thus, if the built
model is too complex, it may not represent new labelled
instances, i.e., for instance those ones present in a test-set. This
may cause a high error rates, generating the over-fitting error.
To reduce the over-fitting error, the pruning technique can be
adopted to obtain a simpler version of the tree by pruning some
nodes. Another solution to mitigate the over-fitting error is the
feature selection that works by removing features. However,
pruning too many nodes and removing too many features or
relevant ones may lead to higher error rates, aka under-fitting.
B. Decision Tree Algorithms

Several DT algorithms were developed to generate models.
The C4.5 was proposed in 1993 [15] and it uses the Gain Ratio
(GR) of a feature “X” of the training set (T) to establish which
is the best test to perform.

GR =
H(T )−H(T |X)

H(X)
(1)

where:
• H(T ) indicates the entropy of T, i.e., the quantity of

information carried by the probability distribution of
labels in T [16], calculated as:

H(T ) = −
k∑

j=1

freq(Cj , T )

|T | ×log2

(
freq(Cj , T )

|T |

)
(2)

where:
◦ k is the number of classes;
◦ freq(Cj , T ) is the number of instances in the

j-th class;
◦ |T | is the number of instances of T.

• H(T |X) indicates the entropy after partitioning T in
“n” parts, where “n” is the number of possible values
assumed by X:

H(T |X) =

n∑
i=1

|Ti|
|T | ×H(Ti) (3)

where:
◦ |Ti| is the number of instances with the i-th

value assumed by the feature X;
◦ H(Ti) indicates the entropy of the set of

instances with the i-th value assumed by the
feature X.

• H(X) indicates the entropy of X:

H(X) = −
n∑

i=1

|Ti|
|T | × log2

(
|Ti|
|T |

)
(4)
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Is today 
Saturday or Sunday?

Alice Is the vehicle speed 
lower than 55 km/h?

Alice Bob

(a) DT with two levels.

Is the vehicle speed 
lower than 55 km/h?

Alice Bob

(b) DT with one level.

Figure 1. Comparison of two possible DT for solving the same problem.

Note that C4.5 can handle features with unknown values
and real numbers and may make use of the pruning technique.

Random Forest (RF) [17][18] is an algorithm formed by a
set of DTs. Each tree is built from a random sampling with
replacement of the training-set. Each node of a tree is the best
test defined on a subset of features, instead of on all available
ones. Trees are not pruned. In prediction phase, an instance
is run on each tree and each tree makes a prediction. The
most predicted value becomes the prediction of RF. Also, RF
includes a procedure in case of unknown values in the dataset.

IV. SECURE ROUTINE

In literature, the concept of Routine is already exploited
to classify users or drivers [4]. A Routine is defined as a
set of actions that a person frequently perform in response
to a circumstance [19]. Hence, routines can describe how
people organize their lives: daily commute, weekly, meetings,
holidays. Here, we refine the concept of Routine by introducing
the paradigm of Secure Routine that takes into account not only
what the user does but also how much frequently.

We define SR and present its application into the automo-
tive context to perform driver’s behavioural identification. To
this aim, SR analyses all tracking data recorded by vehicle’s
sensors while the user is driving it. Tracked data are organized
in separate instances according to the sensor that collects
them and the timestamps when the event occurs. Hence, SR
firstly decomposes the timestamp of each instance and extracts
second, minute, hour, day of week, day, month and year. Then,
SR removes less relevant features, as we will describe below
using the Feature Selection (FS) technique. Successively, the
data collected by sensors are correlated with the timestamp
previously decomposed. Then, a ML algorithm examines these
data. The output is a model representing users’ Secure Routine.
As final step, the obtained model is compared with an observed
user’s driver behaviour for his/her identification.

To show the value added by the Secure Routine to identify
drivers, we introduce the following example. Let us consider
Alice and Bob who are used to going on the Sixth Avenue.
Alice usually goes there at 12PM, and Bob at 7PM. If we do
not consider the timestamp information, the resulting model
of Alice and Bob will contain only the information “The user
is used to going on the Sixth Avenue”. In this situation, the
observed behaviour will be compared to understand whether
the driver is Alice or Bob. However, this selection is quite
difficult since the missing timestamp information is fundamen-
tal to distinguish between the drivers. On the contrary, if we
consider also the timestamp in which the event happens, the

identification will be unique in this case. In fact, if the vehicle
is at 7PM on the Sixth Avenue, therefore the driver is Bob.

This is what Secure Routine does considering daily routines
as well as monthly and yearly ones. Hence, SR may be very
useful, for instance, to mitigate scenarios as the one depicted in
Section I: in UK cars are often stolen at night. If the vehicle’s
owner does not usually drive during the night, SR can easily
detect the weird behaviour. In particular, the SR paradigm
is built upon a ML algorithm that uses as training-set the
data recorded through an OBD-II device. A closer working
mechanism of SR is presented in [20]. Here, the authors prefer
to involve the interval between a rerun of the same action. Let
us consider this other example in which Alice goes on the
Sixth Avenue every 24 hours for the whole week, instead Bob
every 24 hours from Monday to Friday. In this case, the routine
of Bob will be modelled as intervals of 24 and 72 hours. So,
if we consider a driver moving on Saturday, we would not be
able to identify the driver, neither Alice nor Bob, since the
interval is set to 24 hours. On the contrary, if the day of the
week is taken into account, Alice will be correctly identified.

A. SR Algorithm
Let us consider a target vehicle belonging to a driver d.

The SR algorithm acts in four phases:
a) Model Generation Dataset: Whenever a vehicle is

used, its sensors register pieces of information about several
features, e.g., the water temperature, the speed, the brake
pressure, and so on. We assume to take trace of all these data
in combination with the timestamp in which each instance of
data is generated. Data are taken from the OBD-II port by
using an OBD-II interface [21]. Each instance of data is called
interaction of the driver d with the vehicle and it is denoted
as ini,d where i is the timestamp. Interactions are composed
by the timestamp, recorded with the following template: (day,
month, year, hour, minute, second and day of the week) plus
the others features obtained from the OBD-II.

b) FS paradigm: To mitigate the possible over-fitting
error, we implement the FSParadigm (Figure 2).

FSParadigm is designed to select the best features to use. It
firstly ranks all features applying the Gain Ratio approach and
then features are sorted in ascending order. Those features with
rank equal to zero are discarded. Then, the average-rank among
all features not correlated to the timestamp is calculated. The
FS discards those features, except those related to time, whose
rank sum is less than or equal to the average-rank.

c) Model Generation Algorithm: Let us consider that
a vehicle may be driven by d but also by other people, e.g.,
friends or relatives of d. In the modelling phase, our algorithm
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(Figure 3) considers all the past interactions recorded by the
vehicle and labels with 1 each interaction that belongs to d, 0
otherwise. The labelled interactions are sent to a DT algorithm
that generates the model for the driver d.

In particular, in line 5, FSParadigm is the Feature Selection
paradigm we described above as part of SR and line 6
(MLAlgorithm) indicates the ML algorithm in use with the
subset of features obtained before.

d) SR Identification strategy: Once the model is gener-
ated, SR makes the identification evaluating each interaction.
In particular, SR links an interaction to the vehicles’ owner if
the ML algorithm predicts and labels it as 1, otherwise 0.

V. SECURE ROUTINE EVALUATION

We evaluated Secure Routine in two steps: first, we run
it using two ML algorithms and we verified which of them
best performs to identify drivers. Then, we compared Secure
Routine with the following research works present in literature:
• Martinelli et al. [14] referred in the following as M .
• Kwak et al. [12] referred in the following as K.
• Girma et al. [9] referred in the following as G.

A. Datasets
We run the experiments using two datasets presented

in [10], referred as Θ, and [22], referred as Ψ. The former
is a dataset used also by M , K and G in their research works.
So we can fairly make a comparison. However, the Θ dataset
does not contain a fundamental feature used by SR, this is
the timestamp of each represented instance. Nevertheless, Θ
dataset contains the engine runtime that provides the minutes
to be used as timestamp needed for SR to work.

On the other hand, Ψ dataset contains a timestamp for each
instance by default. This feature allows Secure Routine to fully
work by using all available pieces of information. In particular,
SR expands the timestamp to generate all time dependent
features. As far as we know, the other compared research works
do not make use of this dataset to evaluate their proposal. So,
to evaluate SR even in this case, we were able to re-run the
work proposed by Martinelli et al. and calculate the results for
the owner-driver identification. On the other side, the works

1 function FSParadigm(instances)
2 ranking ← GR(instances)
3 rankingordered ← order ranking ascending
4 features>0 ← discard features with rank =

0 from rankingordered
5 (featuresno_timestamp_correlated,

featurestimestamp_correlated)← features>0

6 rankingno_timestamp_correlated ← ranking from
rankingordered of features present in
featuresno_timestamp_correlated

7 averageranking ←
mean(rankingno_timestamp_correlated)

8 subsetno_timestamp_correlated ← discard
features sum is less than or equal to
the averageranking from
rankingno_timestamp_correlated

9 subset ← subsetno_timestamp_correlated ∪
featurestimestamp_correlated

10 return subset

Figure 2. Feature Selection Paradigm

K and G did not calculate the owner-driver identification and,
also, it was not possible to re-run their algorithms since the
implementation is not publicly available. In the specific case
of G, the authors published only the pre-built model and we
were not able to use it.
B. Metrics

To get a comparable result of SR with M , K and G, we
evaluate Accuracy [23], Precision and Recall [14].
• Accuracy represents how often the model is making a

correct prediction. It is the ratio between the number
of correct predictions and the number of predictions:

Accuracy =
TP + TN

TP + TN + FP + FN
(5)

where:
◦ TP (True Positive) is the number of instances

belonging to the vehicle’s owner that are cor-
rectly predicted;

◦ TN (True Negative) is the number of instances
not belonging to the vehicle’s owner that are
correctly predicted;

◦ FP (False Positive) is the number of instances
belonging to another person but incorrectly
predicted;

◦ FN (False Negative) is the number of instances
belonging to the vehicle’s owner but incor-
rectly predicted.

• Precision measures how often the predicted instances
belonging to the vehicle’s owner are true. It is calcu-
lated as the ratio between TP and TP + FP :

Precision =
TP

TP + FP
(6)

• Recall identifies how often the instances belonging to
vehicle’s owner are correctly predicted. It is calculated
as the ratio between TP and TP + FN :

Recall =
TP

TP + FN
(7)

To better estimate the three metrics depicted above, in
our experiments we used the 10-fold cross-validation [24]
approach. First, we split the dataset on 10 equal size subsets
D1, D2, ..., D10. Each instance of the dataset is randomly
inserted in a subset. Then, we constructed 10 training sets
Tr1, Tr2, ..., Tr10 and 10 testing sets Te1, ..., Te10. Tri
is made of all subsets except Di and Tei is made of Di

1 function generate_model(d)
2 insd ← get interactions from db made by d,

labeling 1
3 inso ← get interactions from db made by

others, labeling 0
4 insall ← insd ∪ inso
5 subset ← FSParadigm(insall)
6 model ← MLAlgorithm(insall with features

from subset)
7 return model

Figure 3. Secure Routine Model Generation
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with i ∈ {1, 2, ..., 10}. For each pair (Tri, T ei) is calculated
Accuracyi, Precisioni and Recalli. Finally, we calculated
the final value of Accuracy, Precision and Recall as the
mean of Accuracyi, Precisioni and Recalli, respectively.

C. Experiments
We performed four types of experiments to evaluate Secure

Routine. The first experiment is related to multi-driver identi-
fication problem [14], i.e., properly identify who is the driver.
However, as step zero, we decided to find the most suitable
ML algorithm with the best features set to evaluate SR. We
leverage on Weka [25] as software that contains a collection
of visualization tools and algorithms for data analysis and
predictive modelling. So, we used the available Gain Ratio
method to rank each feature. Then, we employed J48, which
is the implementation of the C4.5 algorithm, and RF algorithm
over the driver identification.

In this step, results are obtained on Θ dataset. It contains
data from 10 drivers. Figure 4(a) shows the driver instances’
distribution. Drivers have 9438 instances on average: Driver
4 has the highest number of instances with 13244 samples
while Driver 1 has the lowest number with 7240 instances. In
addition, drivers drove two times in the same path in similar
time-window. Dataset instances are recorded per second.

Table I shows the results obtained comparing SR imple-
mented into J48 and RF algorithms applied to the driver
identification using Θ dataset. RF algorithm with feature
selection (37 features) obtained the best Precision and Recall.

After selecting SR with RF and the most appropriate
features ranked by the Gain Ratio method, we show the first
experiment results obtained by comparing SR with the work in
M , K and G on the Θ dataset. As shown in Table II(a), Secure
Routine and K achieves the best results. Note that M did not
calculate the accuracy in the paper, so we established this value
through the replication of their experiment. Instead, K did not
provide on their research Precision and Recall. Finally, for G
we were not able to retrieve the exact Accuracy.

As we can see in Table II(b), SR achieves almost a perfect
Precision, i.e., 100%, but with the worst Recall and this
depends on the features selection. In fact, if we increment the
number of features, we increase the Recall but the Precision

is decreased. Here, we decided to obtain a higher Precision
selecting the most appropriate features using the Gain Ratio.

The second experiment is related to the Owner Driver
identification, i.e., does the instance belong to the vehicle’s
owner? In this case, we compared SR only with M since K
and G did not calculate the owner driver identification. As
stated by the authors of M , they use the same feature set for
both the multi-driver and owner driver identification.

The third experiment that we propose is related to the
multi-driver identification on the Ψ dataset. This contains data
from 14 drivers. Figure 4(b) shows that drivers’ instances are
not equally distributed. For example, Driver 1 has the highest
number of instances with 13617 samples, whereas Driver 10
has the lowest number with only 7 instances. This may depend
on the fact that some users drive frequently whereas other
users rarely. However, 7 instances are not enough to build a
model for the Driver 10. So, we decided to exclude Driver
10 instances in our experiments to not alter the final result.
Also, many instances contain empty values because of errors
on gathering data. Instances are recorded every 7 seconds.

Compared to the Θ dataset, Ψ contains by default 32
features. Nevertheless, five of these features are timestamp
related and are minute, hour, day of the week, month, year.
Other features, such as, model, car year, are removed since
they do not give any useful information about the user driving
style. The dataset also contains engine runtime from which
we extract engine runtime minute.

In this experiment, we used the GR method for features
selection. Starting from pruned Ψ dataset, we evaluated SR.
As previously stated, we know that there are no other research
works that use this dataset. So, we had only the possibility to
replicate the best solution proposed by M .

Table II(c) shows that Secure Routine with feature selection
achieves the best result both for Precision and Recall.

To conclude the evaluation, last experiment focused on the
owner driver identification. Table II(d) indicates that SR with
features selection has the best performance when compared
with M . SR obtained an average precision of 99,6%, which
means that for 8 drivers SR established a perfect Precision
whereas M achieved this Precision only for 4 drivers with an
average Precision of 95,1%. Regarding the Recall, SR largely

(a) Number of instances for each driver in Θ (b) Number of instances for each driver in Ψ

Figure 4. Driver distributions on the datasets.

TABLE I. COMPARING SR USING J48 AND RANDOM FOREST OVER THE MULTI-DRIVER IDENTIFICATION PROBLEM.

J48 Random Forest
All features Feature selection All features Feature selection

Precision Recall Precision Recall Precision Recall Precision Recall
99,2% 99,2% 99,3% 99,3% 99,3% 99,3% 99,6% 99,6%
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TABLE II. COMPARISON OF SECURE ROUTINE WITH RELATED WORKS

(a) Comparison of Secure Routine with M , K and G.
Secure Routine M K G

Precision Recall Precision Recall Precision Recall Precision Recall
99,6% 99,6% 99,2% 99,2% N.A. N.A. 98,8% 98,1%

Accuracy Accuracy Accuracy Accuracy
99,6% 99,2% 99,6% N.A.

(b) Comparison of Secure Routine with M .
Secure Routine M

Avg. Precision Avg. Recall Avg. Precision Avg. Recall
99,8% 98,5% 99,3% 99,3%

(c) Comparison of Secure Routine with M
for multi-driver identification.

Secure Routine M

Precision Recall Precision Recall
99,4% 99,4% 90,4% 89,8%

(d) Comparison of Secure Routine with M for owner identifi-
cation.

Secure Routine M

Avg. Precision Avg. Recall Avg. Precision Avg. Recall
99,6% 98,1% 95,1% 82,9%

outperformed M in percentage and SR achieved a perfect
Recall score for one driver, whereas M never obtained a
perfect Recall.

VI. CONCLUSION AND FUTURE WORK

In this paper, we introduced for the first time the Secure
Routine paradigm to identify the vehicle’s owner taking into
account the driving style. Also, we presented the algorithm
implemented by means of machine learning algorithms and
we showed how SR works to identify the driver. Then, we
compared SR with other three existing research papers and
we evaluated them considering Precision, Accuracy and Recall
metrics. Experiments made use of two different datasets. Find-
ings showed that SR obtains the best results compared with
the other algorithms considering both experiments regarding
the identification of the vehicle’s owner and the multi-driver.

As future work, we plan to improve the algorithm of Secure
Routine by considering additional features to increase its
identification capabilities, i.e., statistical features. We will also
improve our FSParadigm to enable a better feature selection.
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Abstract—Collective perception enables vehicles to exchange pre-
processed sensor data and is being standardized as a 2nd

generation V2X communication service. The European standard-
ization in ETSI foresees the exchange of detected objects and
defined a dedicated message type (Collective Perception Message,
CPM) with rules to decide when and with which objects the
message should be generated, referred to as generation rules. The
choice of these rules is not straightforward and influences both
channel load and perception quality. For the object inclusion,
ETSI currently follows a similar policy as for the generation
of Cooperative Awareness Messages (CAM): The objects are
filtered based on their dynamics. We regard this approach as
conservative. The present paper revisits the generation rules for
the CPM and applies two approaches for object inclusion to the
CPM – the conservative strategy of ETSI and a more ’greedy’
strategy. We assess the performance by discrete-event simulations
in a scenario representing a city with realistic vehicle densities and
mobility patterns. The simulations take into account the effects
imposed by decentralized congestion control. Considering that
ETSI currently follows the conservative strategy, we conclude
that the application of a greedy strategy improves the perception
quality in low-density scenarios.

Keywords–V2X; vehicular communications; collective percep-
tion; message generation.

I. INTRODUCTION

Sensor data sharing using vehicle-to-everything (V2X)
communications is an effective and low-cost solution to en-
hance the perception range of a vehicle’s sensors. It is the
basis for various advanced use cases for connected and au-
tomated driving. Recently, the European Telecommunications
Standards Institute (ETSI) has completed a study item for
sensor data sharing [1], named ’Collective Perception’ (CP).
CP is based on the periodic exchange of messages with the
direct neighbours in communication range. The study item
implies important design decisions including the definition of
the Collective Perception Message (CPM) and features of the
communication protocol towards the future standard.

The collective perception complements other communica-
tion services. Specifically, in the European system for V2X
communications, the Cooperative Awareness (CA) service en-
ables vehicles to report their position and driving dynamics to
others through Cooperative Awareness Messages (CAMs) [2].
Similarly, the CPM carries objects lists, the vehicle’s sensor
configuration, and other data fields. All message types are
transmitted in the bandwidth-limited wireless channels in the

5.9 GHz band allocated for road safety and traffic efficiency
applications. Depending on the message frequency and the
number of objects included, CPMs can considerably increase
the channel load [3]. Decentralized Congestion Control (DCC)
limits the overall data rate a vehicle is allowed to transmit
over the wireless channel, but introduces additional delays or
even drop messages under high channel load [4]. Following the
ETSI study item for the CP service [1], the CP protocol defines
several mechanisms to reduce the load generated by CPMs.
Although DCC achieves the stabilization of the network, it
can severely affect the performance of the CP service.

For the selection of objects to include in a CPM, i.e.,
inclusion rules, ETSI has adopted the strategy used for the
CAM: By default, a CAM is broadcasted at a rate of 1 Hz.
Then, depending on the vehicle dynamics (position, speed,
and heading variation over time), the rate increases to up
to 10 Hz [2]. In the case of the CPM, the reasoning is the
same but applied to each object. Correspondingly to the CAM
specification, the Society of Automotive Engineers (SAE)
established the Basic Safety Message (BSM) for the DSRC
system [5]. Though specified for the same purpose, the default
BSM rate is 10 Hz, but independent of the dynamics of the
vehicle. In this paper, we apply the BSM approach for the CPM
object inclusion, i.e., a detected object will be transmitted at
the rate of 10 Hz.

Both CAM and BSM address the trade-off between channel
usage and message rate. The CAM generation can be seen as a
conservative strategy as it uses the channel only when needed
even though more transmission resources would be available.
In contrast, the BSM generation rules will always send at the
maximum rate if the DCC allows it. This strategy can be
regarded as a greedy approach, which saturates the channel
faster. However, in comparison to a conservative approach, it
reduces the time between updates for an object.

In this paper, we present the design of the ETSI collective
perception service [1] as a decomposition into components
for message sending rules, object inclusion, and redundancy
mitigation. Inspired by the BSM generation rules, we compare
the ’conservative’ strategy currently defined by ETSI for
object inclusion rules with a ’greedy’ approach. The evaluation
relies on simulations using the OMNeT++- based ARTERY
framework [6] and LIMERIC for DCC [7]. We consider a
realistic scenario with urban, suburban, and highway traffic
(LuST [8]) to evaluate the performance of both approaches.

46Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-795-5

VEHICULAR 2020 : The Ninth International Conference on Advances in Vehicular Systems, Technologies and Applications

                            55 / 92



The remainder of this paper is organized as follows: After
reviewing existing work in Section II, we give an overview of
ETSI collective perception in Section III and provide technical
background on DCC and LIMERIC in Section IV. Section V
describes our simulation environment and parameters used to
assess the CP performance. Sections VI and VII provide an
analysis of the obtained results and conclude the paper.

II. RELATED WORK

Thandavarayan et al. [9] analyse two different policies,
which define the object inclusion and message sending rules
for the CP service. The fixed policy includes all the detected
objects and CPMs are generated at a fixed rate. The dynamic
policy filters the objects based on their dynamics, similarly to
the sending rules of CAMs [2]. Additionally, if no object has to
be transmitted, the generation of CPMs is omitted. The authors
compare both policies in a highway scenario with different
vehicle densities, all generating CPMs, but without considering
DCC. Garlich et al. [10] analyse the same policies as in [9], but
take into account DCC (a reactive approach, see Section IV),
message sending rules and different channel configurations.
The paper applies two different scenarios: a realistic (LuST)
and an artificial one (’spider’). The authors of the two papers
greatly contributed to the standardization process of the CP
service.

Compared to our paper, [9] and [10] do not make a clear
distinction between inclusion and sending rules. Specifically,
the fixed and dynamic policies combine different inclusion
rules with different sending rules, making the comparison hard
to interpret. Additionally, the authors focus on the corner case
where all vehicles send V2X messages; even considering a
fast-growing rate of V2X-equipped vehicles, this should not
happen before years. In the present paper, we make a clearly
separate inclusion and sending rules. We analyse in deep
the LuST scenario and focus on cases where the number of
vehicles able to send CPM is low. Additionally, we consider
LIMERIC [7], an adaptive DCC approach, which is more
permissive compared to the reactive approach in [10].

III. OVERVIEW OF COLLECTIVE PERCEPTION
STANDARDIZED IN ETSI

Based on the study item of ETSI about Collective Percep-
tion in [1], we decompose the CP service into components for
triggering, inclusion, redundancy, and sending rules, which are
periodically checked and subsequently executed (see Figure 1).
We note that the component names do not correspond directly
to the terms in [1], but our proposal eases the understanding of
the mechanisms and their relationship. In addition, we do not
consider the segmentation of CPMs as in [1]. Instead, if the
size of the CPM is larger than the maximum message size of
1,100 B, we randomly remove objects from the message until
the maximum message size is reached. Object removal in our
scenario occurs rarely and can therefore be neglected. In the
following, we explain each component.

A. Checking time
The checking time determines the frequency with which

the rules are periodically inspected. It can be regarded as a
sleeping time of the algorithm, i.e., the time duration in which
a CPM cannot be generated. The value should be less than or
equal to the minimum interval between two consecutive CPMs,

i.e., 100 ms. Though [1] does not define a checking time, we
can assume the same value as specified for the CA service [2]
(see Section III-B). In addition, most of the existing research
publications use a value of 100 ms.

B. Triggering rules
These rules define the time to wait between the generation

of two consecutive CPMs. In [1], the lower and upper bound
of the CPM transmission interval time is set to 100 ms and
1 s, respectively. DCC regulates the transmission rate of the
CP service between these bounds. If DCC allows, CP triggers
the generation of a CPM and set its content with the rules
defined by the next components in Figure 1. Both checking
and triggering rules are independent of the conservative and
greedy policy.

C. Locally perceived environment
This component subsumes the pre-processed sensor data as

a set of detected, tracked, and classified objects in a vehicle. In
general, depending on its technical characteristics, each sensor
type represents an object differently. However, using the CP
service, the objects are represented in a standardized format,
i.e., by their descriptions including position and speed relative
to a reference position of the sending vehicle.

D. Inclusion rules
This component filters less relevant objects and these with a

confidence level below a pre-defined threshold. The ETSI study
item on collective perception [1] defines relevance criteria
based on the objects’ dynamics, type, and last transmission
time. The criteria for object dynamics rely on the CAM
generation rules [2], i.e., on the object’s difference in position,
speed, and heading since the last object inclusion. For the
confidence level and threshold, we note that [1] does not define
the parameter values.

Figure 2 depicts the decision tree that is executed to decide
if an object should be included in the generated CPM, or not.
We stress that these inclusion rules rely only on the perception
of the sending vehicles, i.e., the objects received via V2X
communication are not taken into account. Furthermore, the
inclusion rules are static and are applied irrespective of the
channel load or the vehicle’s driving situation.

In the present paper, we compare the inclusion rules defined
in [1], i.e., the ETSI rules, with an approach where all objects
detected are included in the generated CPM, i.e., no-filtering.
In analogy to the channel usage vs. message generation trade-
off discussed in Section I, the ETSI inclusion rules are seen
as conservative and non-filtering as greedy.

E. Redundancy mitigation rules
A redundant transmission occurs when the same object

is received multiple times from different senders. The redun-
dancy mitigation rules omit the transmission of objects which
were already received. In [1], these rules are only applied if
the channel load is larger than a (still undefined) threshold.
Additionally, [1] proposes several strategies. For example, the
frequency-based approach omits locally perceived objects from
the new CPM if a certain number of previously sent CPMs in
a given time window already included information about the
same objects. As proposed by [3], some of these rules could
also be considered as inclusion rules.

47Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-795-5

VEHICULAR 2020 : The Ninth International Conference on Advances in Vehicular Systems, Technologies and Applications

                            56 / 92



Figure 1. Components for the message generation in ETSI collective
perception derived from [1] (without segmentation).

Figure 2. Rules for object inclusion as defined in [1], which corresponds to
the conservative strategy in this paper.

A typical scenario where the redundancy mitigation rules
would be effective is a road intersection. In that case, poten-
tially many vehicles detect the same object, e.g., a pedestrian,
and start transmitting information about it. The added informa-
tion brought by each vehicle would be small in comparison to
the ’cost’ of its transmission, especially in areas with a dense
number of vehicles.

F. Sending rules

The sending rules represent the last decision point to decide
if the generated CPM should be sent to the lower levels of
the protocol stack. Following [1], at least one of these three
conditions should be respected for the CPM to be generated:
(i) there is at least one object to send, (ii) the last CPM with
sensor information and (iii) the duration since the generation
of the last CPM is at least 1 second.

In [10], the authors compare the non-filtering and the ETSI
inclusion rules. However, the authors apply different sending
rules for the inclusion strategy: With the ETSI inclusion rules,
a CPM is generated if objects are present to be transmitted. For
the non-filtering approach, a fixed rate of 10 Hz is applied, in-
dependently whether objects have to be transmitted. Therefore,
it is hard to analyse the effect of the inclusion rules and the
sending rules separately, especially if the sensors’ parameters
do not allow vehicles to detect always at least one object.
In the present study, CPMs will only be generated if there
is information, such as objects or sensors data, to send, and
independently of the used inclusion rules.

IV. DECENTRALIZED CONGESTION CONTROL (DCC)
In the following, we provide background information on

DCC in general in Section IV-A and specifically on LIMERIC
in Section IV-B.

A. General
DCC is a set of mechanisms in the V2X protocol stack that

ensure the stability of the network and fairness in resource
usage among network nodes. Its principal function is to
measure the channel load (channel busy ratio, CBR) and to
control the data that a station generates. DCC is standardized
by ETSI in several standards.

DCC is a cross-layer functionality with interacting enti-
ties at different layers. The access layer functionality [11]
provides traffic shaping for the injected packets. Practically,
it implements a ’gatekeeper’ that realizes a First-In-First-
Out (FIFO) queuing system for each channel. A gatekeeper
has multiple queues for the packets to be sent and a single
server, which dispatches always the non-empty queue with the
highest priority (simple priority queue). When a packet enters
the gatekeeper, and the queue is not full, DCC allows the
transmission of the packet and sets its transmission parameters.
If the queue is full or the lifetime of the packet expires during
the waiting time in the queue, the packet is discarded.

To determine when a packet can be transmitted to the
MAC layer, ETSI standardized two types of strategies for the
gatekeeper [12]: reactive and adaptive. Both strategies respect
the DCC requirements specified in [13]:

• 0 < Ton < 4ms: Ton is the maximum duration of a
packet transmission.

• duty cycle <= 3%: it means that a station can occupy
at most 3%, i.e., 30 ms, of channel time.

• To f f >= 25ms: To f f is the duration before the gate-
keeper re-opens after the transmission of packet and
allows a new packet to be transmitted. In other words,
the maximum packet transmission frequency is 40 Hz.

• if CBR >= 0.62, To f f >= 1,000ms.

The reactive approach defines a set of states for which
values of the To f f time are assigned to specific CBR thresholds.
The higher the measured CBR, the longer a station needs to
wait between two consecutive transmissions. [12] proposes two
sets of states, each one depending on the maximum allowed
transmission time. Effectively, the reactive approach sets a
predefined rate based on the measured CBR. In contrast, an
adaptive method shares the channel resources between the
stations in communication range such that the CBR converges
to a predefined maximum value. The LInear MEssage rate
Integrated Control (LIMERIC) algorithm [7] meets the ETSI
requirements for the adaptive DCC approach and is used in
the simulation of the present paper.

B. LIMERIC
Instead of directly adapting the transmission rate,

LIMERIC adjusts the duty cycle δ every 200 ms. The duty
cycle is the allowed ratio of the transmitter total ”on” time
relative to 1 s. [12] defines the algorithm to adapt δ depending
on the observed CBR. [14] provides some insights about the
reason behind the chosen LIMERIC parameters and proposes
a dual-α approach to improve LIMERIC’s convergence time
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TABLE I. SUMMARY OF LIMERIC’S PARAMETERS

Parameter Description Values

αlow Convergence parameter 0.016
αhigh Convergence parameter 0.1
th To choose between the α 0.00001
α Convergence parameter as in [14]
β Convergence parameter 0.0012
CBRtarget Convergence point 0.68
δmax Max allowed duty cycle 0.03
δmin Min allowed duty cycle 0.0006
δinit Initial δ 0.0153
G+

max Upper born used to update δ 0.0005
G−max Lower born used to update δ –0.00025
TCBR Interval for CBR value update 100 ms

Figure 3. Topology of Luxembourg in LuST.

and fairness during transition phases. We decided to use this
modification. Table I summarizes the LIMERIC parameters
used in our simulations.

From the allowed duty cycle determined by LIMERIC, [12]
derives To f f to enforce the rate by

To f f = min(max(
Tonpp

δ
,25ms),1s) (1)

with Tonpp being the transmission time of the last transmitted
packet. We note that the reactive strategy considers only the
CBR and makes some simple assumptions for the packet size.
In contrast, the adaptive strategy takes into account the size of
the transmitted packet to enforce the allowed duty cycle.

V. SIMULATION ENVIRONMENT

This section presents the used simulation framework, the
V2X services deployed and their respective message formats,
and how the vehicles are equipped in the simulations.

A. Simulation framework
For the evaluation of the CPM generation strategies, we

used the discrete-event simulator ARTERY [6] to model the
V2X communications following ETSI standards. ARTERY
relies on VANETZA, INET and OMNeT++ (v5.4.1), and
implements the V2X protocol stack based on ITS-G5 (see [6]
for details). To model the traffic and mobility of the vehi-
cles, we used the microscopic road traffic simulator SUMO

(v1.0.1) [15] with the popular Luxembourg scenario, a.k.a.
LuST [8]. Figure 3 shows the topology of the SUMO map
for the Luxembourg scenario (see [3] for the distribution of
vehicles). We note that the LuST scenario was validated with
real mobility data for SUMO version 0.26. Since we have used
a newer version of SUMO, the traffic mobility model cannot
be regarded as formally validated but still represents a realistic
scenario.

Each simulation run is executed for a duration of 13 s with
10 s of warmup. The warmup phase gives time to LIMERIC
to converge to the desired δ for each vehicle.

For the LuST scenario, we have chosen a snapshot at 8 a.m.
This corresponds to a rush-hour with around 5,000 vehicles
in the simulated environment. Within the scenario, we se-
lected three distinct areas: urban, suburban, and highways,
respectively represented in Figure 3 by the blue, orange, and
black squares. In terms of vehicle density, the urban area
will face the highest density and the suburban the lowest.
Table II shows the vehicle dynamics depending on the area; the
dominant dynamic parameter are marked in bold. For example,
for the highway area, the dominant parameter is ∆ position,
i.e., the vehicle speed, because it triggers the generation of
a CAM first. Following the vehicle dynamics parameters for
CAMs [2], the theoretically resulting CAM transmission rate
is presented in the last row of Table II. For the urban area,
the two parameters ∆ position and ∆ speed result in an almost
equal CAM transmission rate. Therefore, we indicated both as
dominant in Table II.

B. V2X services and CPM format

Both CA and CP services are enabled. The CA service
operates on the Control Channel (CCH) and the CP service
on the Service Channel 1 (SCH1) of the 5.9 GHz frequency
band. We consider that the vehicles can receive and send at the
same time on both channels and that there is no interference
between them. The fading model used is the one integrated
into ARTERY called VanetNakagamiFading [16].

The CAM and the CPM formats rely on [1] and [2], respec-
tively. Specifically, the CPM consists of an ITS PDU header
and several containers, including containers for management
and station data containing information about the sender such
as position, heading and velocity, 0 to 127 Sensor Information
Containers (SICs), and 0 to 127 Perceived Object Containers
(POCs). Using default values, the size of a SIC varies from 11
to 88 bytes and a POC from 20 to 46 bytes. The CPM format
is specified in ASN.1 and encoded by the Unaligned Packed
Encoding Rules in ASN.1 as specified by ETSI (see Section
6.8.3 and Annex A of [1]). We have used the ASN.1 open-
source compiler asn1c.

TABLE II. AVERAGE CHANGES OF THE VEHICLE DYNAMICS
DURING A 100 ms TIME INTERVAL IN THE LuST SCENARIO

All Urban Suburban Highway

∆ position [m] 1.415 0.777 0.996 2.47
∆ speed [m/s] 0.071 0.097 0.102 0.042
∆ heading [°] 0.006 0.006 0.01 0.007

CAM frequency (Hz) 3.54 1.94 2.49 6.175
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TABLE III. SUMMARY OF THE SIMULATION PARAMETERS

Parameter Values

Protocol stack ITS-G5
Frequency band 5.9 GHz
Channel number SCH1 (176) for CP service
(IEEE numbering scheme) CCH (180) for CA service
Channel model VanetNakagamiFading
DCC LIMERIC
Inclusion rules {Etsi, No-filtering}
Scenarios LuST
PVE {10, .., 90, 100}
Time of simulation 8 a.m.
Number of vehicles ≈ 5,000
Simulation time 13 s (incl. 10 s of warmup)
Number of repetitions 2
Vehicle sensor equipment {60 & 174 m, +/-10 & +/-45°}

{150 m, 360°}

C. Vehicle equipment and object detection
It is assumed that with the increasing deployment of C-ITS,

the ratio of vehicles equipped with V2X technologies will grow
over time. The larger the ratio, the higher gets the generated
data load on the channel. To analyse the impact of the V2X
equipment rate on the performance of the filtering approaches,
we varied the V2X equipment rate (PVE = Percentage of
Vehicles Equipped) and used the values PVE = {10 20 , . . . ,
100}%.

For object detection, the vehicles have local sensors
mounted on them and we used two different configurations.
In the first one, each vehicle has two radars with respectively
a range of 60 and 174 m, and a field of view of +/– 45 ° and
+/– 10 °, respectively. Both radars are located in front of the
vehicle and are facing ahead. In the second configuration, each
vehicle is equipped with a radar with a range of 150 m, and
a FOV of 360 °. The first configuration simulates the early
development of sensor perception. The second one grossly
reproduces the future perception capabilities of vehicles.

The method to detect objects is the same as explained
in [17]. In brief, each ITS-S mounted with sensors detects
an object if one of the four corners of the object is in the line
of sight of one of the sensors. The information retrieved from
the perception is idealistic, i.e., all object attributes are always
available and no errors in object detection occur.

VI. PERFORMANCE EVALUATION

The evaluation compares the performance of the conser-
vative and the greedy strategy for object inclusion in the CP
service for different values of the PVE. In the evaluation, we
also vary the area type (urban U and highway H) and the sensor
vehicle equipment (Field of view of {+/-10 & +/-45°} and
360°). For example, the simulation U-CPM-conservative (360)
corresponds to the conservative strategy for object inclusion
in the urban scenario and with a vehicle sensor configuration
for an FOV of 360°. We collected different metrics to assess
distinct aspects of the CPM-conservative and CPM-greedy
inclusion rules. For readability reasons, we only include results
for the urban and highways areas, which cover most of the
interesting points to discuss.

A. Network-related metrics
The Channel Busy Ratio (CBR) gives a measure of the

channel occupancy. The Packet Error Rate (PER) is the rate

of unsuccessfully decoded messages on the number of received
ones. The higher the CBR, the larger the PER is likely to be.
Figure 4a shows the CBR on the SCH1, i.e., the CBR obtained
with the CP Service, for the urban (U) and highways (H) areas
in the LuST scenario. In general, the CBR for the urban area is
higher than for the highway one. The same applies to Figure 4b
showing the PER obtained for the same scenarios. The highest
CBR is observed with the greedy approach and a sensor with
a FoV of 360°. With this configuration, the PER is around
25 % at PVE=100 %. Still, the CBR does not reach the targeted
CBR defined by LIMERIC, and the channel is not saturated.
The ETSI configuration does not generate sufficient data for
a CBR higher than 0.3. The maximum average observed PER
obtained for ETSI is around 25 % with the CPM-greedy (360)
configuration in the urban scenario.

B. Application-related metrics
Figure 5 shows the results obtained for the Number of

Objects Detected (NOD) and the Time Between Update (TBU)
metrics. The NOD metric represents how many objects a
vehicle was aware of during the last second. The TBU metric
expresses the average time between two consecutive updates
of the same object. Both CAMs and CPMs contribute to these
metrics. In the urban scenario and with the 360° sensor, the
greedy approach provides the highest number of NOD for
any PVE. Interestingly, with this configuration, when the PVE
reaches 50%, the NOD does not vary significantly anymore.
We could question the necessity to have more vehicles sending
CPMs if we can assert that CPM transmitter distribution
is uniform. Additionally, the U-CPM-conservative (360) and
the U-CPM-greedy have comparable results. The urban area
with ETSI inclusion rules has the highest TBU. However,
the updating rate is always less than if only the CA service
would be used (see Table II). The smallest TBU, around
50 ms, is obtained in the highway area, a 360° sensor, and
the greedy inclusion rules. The difference between greedy
and conservative is more important in the urban than for the
highway. This is expected since in highway scenarios, vehicles
exhibit higher dynamics than in the urban area (see Table II).

C. Ratio of Resource Used (RRU)
Figure 6 shows the average Ratio of Resources Used (RRU)

by a CPM. Following (1), the RRU is defined by Tonpp/δ .
For example, if δ = 0.001 and the transmission time of a
CPM is 200µs, then the RRU taken by this CPM will be 0.2.
This means that the transmitted CPM takes 20% in a 1 s time
duration of the channel access time determined by LIMERIC.
If the RRU is lower than 0.1, DCC always allows the CP
service to generate CPMs at the maximum rate of 10 CPM/s.
Except for the U-CPM-greedy (360) configuration, the RRU
is in average constant, independently of the PVE. This can
be explained by two reasons: the average size of CPM for
each configuration is the same, independently of the PVE.
The second reason is the convergence time of LIMERIC when
the parameter δ increases. Indeed, even with 10 s of warmup,
corresponding to 50 updates of δ , its highest possible value
would be around 0.023 from δinit . This is not a problem as the
resulting To f f is always shorter than 100 ms. With the dual-
alpha approach [14], δ converges faster when decreasing.

For the U-CPM-greedy (360), the δ decreases enough
to observe the RRU increasing. It means that with more

50Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-795-5

VEHICULAR 2020 : The Ninth International Conference on Advances in Vehicular Systems, Technologies and Applications

                            59 / 92



(a) Average Channel Busy Ratio (CBR) (b) Average Packet Error Rate (PER)

Figure 4. Network-related metrics for different values of percentage of vehicles equipped (PVE) with V2X capabilities in the LuST scenario.

(a) Average Number of Objects Detected (NOD) (b) Average Time Between Updates (TBU)

Figure 5. Applications-related metrics for different PVE values in the LuST scenario.

transmitting vehicles and objects to detect, LIMERIC would
only start reducing the transmission rate of the vehicles. Only
in the configuration U-CPM-greedy (360), the RRU increases
with the PVE. Still, in average the RRU remains under 0.1.
Therefore, the CP service can generate 10 CPM/s.

Figure 6. Average Ratio Resource Used (RRU).

D. Discussion
Even if not all kinds of objects, such as pedestrians or

obstacles, are present in the simulations, both scenarios provide
insights about the trade-off between channel load and percep-
tion quality. In the LuST scenario, the CP service is not able to
saturate the channel even without filtering and with a PVE of
100 %. Notably, the conservative inclusion rules underutilize
the channel resources, while largely available, at low PVE
and in areas with a small density of vehicles. Compared to
conservative, the greedy approach provides always a better
perception quality while not saturating the channel.

VII. CONCLUSION AND FUTURE WORK

In this paper, we addressed the CP service as currently
defined by ETSI and presented it as a decomposed system with
message sending rules, object inclusion, and redundancy miti-
gation. For the object inclusion rules, we analysed two strate-
gies, i.e., conservative and greedy. In comparison, the greedy
strategy, which does not filter objects, provides a reduced time
between updates and a higher number of perceived objects
at the cost of higher channel usage. Still, in the considered
scenario the target CBR of LIMERIC is never reached. Also,
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DCC does not have to reduce actively the message rate. While
both greedy and conservative approach differently consider the
trade-off between the perception quality and channel usage, at
a low percentage of equipped vehicles and in areas with a
small density of vehicles, the greedy approach allows for a
higher channel utilization and for better performance.

In our future work, we will study the improvement of the
CP service when the inclusion rules dynamically adapt to the
channel load. This approach smoothly combines the greedy
and conservative approach: When the channel load is low,
fewer objects are filtered and, the quality of perception is
increased. When the channel is close to saturating, we switch
to the conservative approach and filter more objects. We will
also consider other filtering approaches, such as redundancy
mitigation rules, to reach the same goal.
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Abstract—Automotive navigation systems have become 
increasingly popular. Web-based map applications, such as 
Google Maps, that are available on smartphones are commonly 
used in automotive navigation systems. Such systems help 
drivers navigate through unfamiliar regions. However, drivers 
may occasionally misjudge or make an incorrect turn in 
response to voice directions such as “In XX meters, turn right”. 
This possibly happens because of the difference between 
perceived and actual distance. This study aims to examine the 
differences in the perceived and actual values of not only 
distance but also elapsed time. It then proposes a guidance 
method that instructs drivers to turn on their right or left 
blinker before approaching a turn. The method reduces the 
likelihood of drivers missing turns and does not bother drivers 
with repeated instructions. In addition, the method ensures that 
the cars behind are aware of the driver’s intended actions as the 
blinkers are turned on prior to making the turn; thus, it is 
superior in terms of driving safety.  

Keywords-Car navigation; driving safety; guidance method; 
voice instruction; perceptual distance. 

I. INTRODUCTION 
Automotive navigation systems have become increasingly 

popular. Web-based map applications, such as Google Maps 
[1], that can be accessed on mobile devices (e.g., 
smartphones) are a commonly used automotive navigation 
system, helping drivers navigate through unfamiliar regions. 
However, despite voice instructions such as “in XX meters, 
turn right”, drivers may occasionally miss a turn, go in the 
wrong direction, or make a last-minute turn, which can be 
dangerous. This is possibly because drivers miscalculate the 
indicated distance. 

This research examines the difference between the 
perceived and actual values of not only distance but also 
elapsed time. The experiments show that most participants 
could accurately perceive distance within 100 m, although this 
accuracy rapidly decreased when the distance increased to 
more than 100 m. Thus, we conclude that re-instructing 
drivers within 100 m of a turn helps them accurately perceive 
distance.  

We firstly considered that the voice countdown method 
based on conventional visual count down bar [2] was the most 
effective in accurately perceiving distance. In this paper, we 
evaluated the countdown method. However, the method 
tended to offer repeated instructions that can prove 
bothersome to a driver. Thus, we proposed an instruction 
method in which drivers are asked to turn on their right or left 

blinker as they are nearing a turn. The experimental 
evaluations reveal that the method prevents drivers from 
making wrong turns and helps them drive safely, although the 
accuracy of perceived distance is marginally lower than that 
observed in the countdown method. The method does not 
bother a driver with repeated instructions. Moreover, it is 
superior in terms of driving safety because the cars behind 
become aware of the driver’s intended actions when the latter 
turns on the blinker. 

The remainder of this paper is organized as follows. 
Section II discusses related works. Section III evaluates the 
accuracy of perceived distance and time. Section IV analyzes 
the accuracy of selecting an intersection. Section V presents 
the novel instruction method. Section VI tests the proposed 
instruction method by conducting related experiments. 
Section VII compares the proposed method with existing ones. 
Section VIII offers concluding remarks and suggestions for 
future research.  

II. RELATED WORKS 
Automotive navigation systems have three main tasks: 

positioning, routing, and navigation (guidance). This study 
focuses on navigation or guidance methods. Guidance 
methods generally include the display of instructions on a 
road map in a navigation system, an information display on a 
windshield, and/or voice instructions. 

However, studies have shown that the continuous need to 
look at the navigation system’s display for information can 
be distracting and dangerous [3]. Therefore, most navigation 
systems are a combination of a road map display and voice 
instructions. Guidance information generally includes 
distance to the destination and landmarks that can help 
drivers locate the destination [4]. It is easy to miss a turn in 
response to distance-based instructions such as “In XX 
meters, turn right/left.” Thus, manufactures of car navigation 
systems have upgraded guidance methods by, for example, 
integrating a 3D map that improves identifiability of mapped 
roads in reality. Figure 1 is an image of Panasonic’s car 
navigation system with a 3D map, Strada CN-F1XVD [5]. 
Augmented reality (AR) technologies have also contributed 
to improving identifiability in guidance instructions [6]-[8]. 
Akaho et.al. [6] analyzed the AR methods and comfirmed 
ease of understanding, safety, and the characteristics of AR-
Navi in comparison with conventional method using 3D 
maps. However, 3D maps and AR technologies do not 
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resolve the problem of drivers having to constantly look at 
the display for instructions. 

The second guidance method, that is, an information 
display on a windshield, was developed to resolve the 
abovementioned issue. Figure 2 depicts an AR navigation 
system and windshield projection unit designed by Pioneer 
Corporation. The AR navigation system is to the lower left of 
the image. The in-vehicle camera captures a real-time video 
of the road and vehicles ahead of the car, and guidance 
information is overlaid using computer-generated imagery on 
a live feed using AR technology. The information on the AR 
navigation system is also projected on a see-through 
windshield display. 

Large and Burnett [9] examine the effects of different 
types of voice navigation described in [6]. However, to the 
best of our knowledge, no study explores ways to improve 
the guidance accuracy of voice navigation systems 

III. PERCEIVED DISTANCE AND ELAPSED TIME 
Existing automotive navigation systems offer driving 

instructions such as “in XX meters, turn right” or “turn left at 
the intersection.” However, the difference between perceived 
and actual distance may cause drivers to misjudge a turn or 
even steer abruptly, which can be dangerous. This study, 
therefore, conducts experiments to evaluate differences 

between the perceived and actual values for distance and 
elapsed time. 

A. Experiment for halting vehicles 
A total of 20 students with a driving license were asked to 

drive a Toyota Noah installed with a navigation system on a 
circuit road in Iwate Prefectural University (see Figure 3). 
Each participant is informed of the distance and time (in 
seconds) within which they must halt the car. The distances 
used in this experiment are 100, 300, and 500 m. Each 
participant must drive and stop the car thrice for each distance 
category. The elapsed times are 10, 20, and 30 s, and the 
participants must drive and stop the car for each elapsed time.  

Prior to estimating the perceived values and conducting 
the experiment, the participants were asked to drive few laps 
of the test course to ensure they understand the examiner’s 
instructions and to confirm the distance and elapsed time.  

B. Experiment results for perceived distance 
Table I presents the average distance, average difference 

between the instructed and perceived distance, and standard 
deviations. If the instructed distance is longer, the average 
difference tends to be larger. This difference varies by as much 
as ten percent among the participants, as indicated by the 
standard deviations in Table I. In other words, each participant 
perceives distance differently. This means that additional 
instructions are needed for distances less than 100 m, and 
instructions such as “In XX meters, turn right/left” are not 
effective when the distance is greater than 100 m.  

 
 

Figure 1. Panasonic’s car navigation system, Strada CN-
F1XVD [1] 

 
 

 
 

Figure 2. Pioneer Corporation’s Cyber Navi [3] 
 

TABLE I. ESTIMATION RESULTS FOR PERCEIVED DISTANCE  

 100 m 300 m 500 m 
Average (m) 138 327 527 

Avg. difference 
(m) 

41 82 120 

Std. dev. (m) 38.7 91.3 121.6 
 

 
 

Figure 3. Test course in the university 
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Figure 4 shows the frequency distribution for each 
instructed distance. The vertical axis denotes the frequencies 
employed in the experiments and the horizontal axis indicates 
the difference between the instructed and travelled distances. 
The frequency distribution is estimated for iterations for each 
instructed distance. The results suggest that the data are 
widely distributed, and the curve does not take the form of a 
normal distribution. Some participants travelled considerably 
further than the instructed distance, although no participant 
travelled significantly less than the instructed distance. These 

results suggest that re-instructing drivers when they are within 
100 m of a turn or destination decreases the likelihood of them 
going in the wrong direction.  

C. Experimental result  for perceived elapsed time 
Table II presents average distance, average difference 

between instructed and travelled time, and standard deviations 
in the context of elapsed time. Figure 5 presents the frequency 
distribution for each instructed elapsed time. The vertical axis 
indicates the frequencies applied in the experiments and the 
horizontal axis denotes the ranges of time elapsed between the 
instructed time and the vehicle halting. The frequency 
distribution is estimated from 60 iterations for each elapsed 
time. 

The results reveal significantly small deviations from an 
instructed time (<15%). When the instructed time is 10 s, the 
error distance is roughly 20 m at 60 km/hour. 

A method that notifies drivers of the elapsed time would 
be more effective that one with distance instructions. However, 
it is difficult to estimate elapsed time on urban roads or streets 
since drivers seldom maintain a consistent speed. 
Nevertheless, the method can be useful on regional roads such 
as highways, where drivers are generally expected to travel at 
a constant pace.  

The next section proposes a guidance method that can 
prove more effective than the distance instruction method. 

IV. NOVEL GUIDANCE METHOD 
The results in the previous section indicate that re-

instructing drivers within 100 m of a turn or destination 
decreases the likelihood of them driving in the wrong 
direction. 

We propose the following alternative guidance methods: 
1) A countdown method that provides drivers with voice 

instructions at various distance intervals (50, 40, 30, 20, 
10, and 0 m). 

2) A blinker method that instructs drivers to turn on their 
blinker at, for example, 30 m before the target 
intersection. In Japan, drivers must turn on their 
blinkers at least 30 m from thae target intersection 
(Article 21 of the Order for Enforcement of the Road 
Traffic Act). 

 
We compare the two methods on a test course, a circuit 

road in Iwate Prefectural University with intersections made 
using traffic cones (Figure 6). We first examine an existing 
navigation system that provides drivers with instructions such 
as “In 100 m, turn left.” A preliminary exploration of a road 

 
(a) Instruction distance = 100 m 

 

 
(b) Instruction distance = 300 m 

 

 
(c) Instruction distance = 300 m 

 
Figure 4. Frequency distribution for an instructed distance 

TABLE II. ESTIMATION RESULTS FOR PRECEIVED ELAPSED TIME 

 10 s 20 s 30 s 
Average (m) 10.8 21.9 32.5 

Avg. difference (m) 1.25 2.6 3.29 
Std. dev. (m) 1.44 2.56 3.17 
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map suggests that most distances between intersections are 
less than 20 m and thus, all traffic cones are placed at 20 m 
intervals. Figure 7 shows an image of the test car (Nissan 
Micra) and that of the emergency brake installed on the 
examiner’s side for safety purposes. A total of other 12 
university students with a driving license participated in the 
comparative study. We instructed that the participants halted 

instead of turning when they were notified of an intersection. 
The test was repeated thrice for each method. 

Figure 8 reports the rate of participants who turned (or 
stopped) correctly in response to each instruction method. 
The vertical axis denotes the rate of correct turns and the 
horizontal axis represents each instruction method. The 
countdown method reports the highest rate of correct turns 
(91.7%). However, some participants perceived the repeated 
instructions to be distracting. The rate of correct turns is 
marginally lower for the blinker method (86.3 %). The 
participants stated that this method’s instructions are simpler 
than those of the countdown method. As previously 
mentioned, the blinker method ensures that those in 
subsequent cars are aware of the driver’s intended actions and 
thus, is superior in term of driving safety.  

The blinker method provides the most effective voice 
instructions, particularly when the distance between 
intersections is less than 100 m. Figure 9 is an example of a 
test course for the blinker method. The evaluated distance 
between the intersections is less than 20 m. A total of 10 
participants with a driving license were asked to drive a 
Nissan Micra.  

For the blinker method, the examiner selected three out of 
six intersections shown in Figure 9. All participants made an 
equal number of correct right and left turns (i.e., 15 each).  

 
 

Figure 6. Test course of instruction methods in the university 
 

 
 

                   (1) NISSAN MICRA                 (2) Emergency brake 
 

Figure 7. Test car 

 

 
(a) Instruction time = 10 s 

 

 
(b) Instruction time = 20 s 

 

 
(c) Instruction time = 30 s 

 
Figure 5. Frequency distribution for elapsed time 
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However, one participant selected a wrong intersection. 
This is possibly because the distance between intersections 
VI and V was only 10 m (see Figure 10), making the 
intersection difficult to identify given the significantly short 
distance. 

Next, we compare the blinker method with Google Maps 
on a public road (Figure 9). The test format is similar to that 

employed for the blinker method. The same 10 drivers were 
asked to participate in the evaluation of the blinker method. 
Table III presents the examination results and shows that the 
proposed blinker method is superior to Google Maps on roads 
where the distance between intersections is less than 20 m. 

V. CONCLUSIONS 
Automotive navigation systems have become 

increasingly popular and accessible through applications on 
mobile devices such as smartphones. While they help drivers 
navigate through unfamiliar regions, drivers may 
occasionally misjudge or make incorrect turns, particularly in 
response to voice instructions such as “In XX meters, turn 
right/left.” This miscalculation can be attributed to the 
difference in perceived and actual distance. Thus, this study 
experimentally evaluates the difference between perceived 
and actual values for distance and elapsed time. The data 
indicate that re-instructing drivers regarding distance is 
effective on urban roads and when the distance is less than 
100 m, and instructions related to elapsed time are useful on 
regional road such as highways. 

We propose a guidance method in which drivers are 
instructed to turn on their right or left blinker upon 
approaching a turn. This method not only decreases the 
likelihood of incorrect turns but also is superior in terms of 
safety driving because it informs the cars behind of the 
driver’s intended actions. 
We employed vibrotactile actuators for notifications and will 
continue to do so for further analyses. Future research could 
explore guidance methods without sound and visual 
notifications.  
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Figure 8. Correctly turning rate 

 
 

Figure 9. Test course for the blinker method in public roads 

 
 

Figure 10. Detail map around the intersection V 

TABLE III. ACCURACY OF TURNING INTERSECTIONS 
Intersection 

# 
Turn 
L/R 

Blinker method 
(%) 

Google Map 
(%) 

I L 100 100 
II L 100 20 
III L 100 40 
IV R 100 80 
V R 80 40 
VI R 100 100 
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Abstract—This paper evaluates the effectiveness of vibro-tactile
notification for motorcyclists under external factors. Although
many car manufacturers provide side and rear collision warning
systems with auditory or visual alarms, the notifications may
confuse a motorcyclist because they already need to be aware
of many visual targets such as mirrors and monitors, and envi-
ronmental sounds. This paper proposes vibro-tactile notification
system using a vibration speaker installed in a motorcycle helmet
between the outer shell and the cushion. The proposed system
should enable motorcyclists to correctly identify the directions
of five vibrating motors, three level of risk, and three obstacle
types (i.e., pedestrians, vehicles, and motorcycles). We evaluate the
system under windy and engine vibration conditions and examine
accuracy of notification via experiment. Our results indicate that
motorcyclists can correctly detect four directions and three threat
levels using this system.

Keywords–vibro-tactile notifications; helmet actuators; vibration
speakers;

I. INTRODUCTION

Because once the motorcyclist is in a crash, they are more
likely to die as a result of less protection from the vehicle.
For motorcyclists, hazard notification is vital, because of their
limited visibility and the diverse sounds they may hear and
their very high risk of accident. The fatality rate in crashes
for motorcyclists is 1.22% , while that for drivers of four-
wheeled vehicles is 0.35% [1] . Furthermore, motorcycles are
small and difficult for other drivers to recognize. Motorcyclists
therefore need to be highly aware of their surroundings, but
this is difficult because of the blind spots due to their helmet
and small mirrors. To avoid incidents, an intuitive notification
system that can specify direction and threat level is required.
Therefore, we propose a system that uses haptic sensations to
quickly notify motorcyclist of possible hazards or obstacles
around the vehicle.

Our proposed hazard notification system uses vibro-tactile
actuators installed in a motorcycle helmet. The system no-
tifications flag the type of object, direction, and threat level
surrounding the vehicle. We evaluate robustness against wind
and motorcycle engine vibration. We also perform experiments
to test the effectiveness of our proposed system. Section II
presents related research. Section III presents system archi-
tecture considerations. Section IV presents the system archi-
tecture. Section V presents an examination of the vibration
intensity to inform. Section VI presents the experiments under
the influence of motorcycle engine vibration and the results of

the experiments. Section VII presents the experiments under
the influence of the driving wind and the results are presented.

II. PREVIOUS AND RELATED WORKS

For preventing accidents on motorcycles, there are two
main approaches: motorcyclists are assisted in checking their
surroundings or drivers around a motorcycle are assisted in
recognizing motorcyclist locations. For the latter approach, a
helmet with brake lights has been investigated for practical
user [2]. However, we focus on the former approach in this
study. Hazard notification systems have been proposed for
four-wheeled vehicles [3] [4].

In addition, sensor systems, such as collision [5] or ground
[6] detection methods, have been investigated for detection
around a motorcycle. Many systems focused on the sensor,
however, we would not sense issues, but also provide informa-
tion to the motorcyclist because of lacking of the system. One
study [7] proposed a smart helmet using a multimedia Internet
of Things (IoT) sensor device and visual notifications. Many
conventional notification methods for motorcycles rely on
visual images in the motorcyclist’s view [8] [9], such as front
view, mirror, tachometer, speedometer, navigation system, and
indicators. Therefore, there is the potential that excessive visual
information may instead impact the motorcyclist’s capacity to
adhere to safe driving practices.

We focus on vibro-tactile notification as non-visual in-
formation. We could know the information by vibro-tactile
because ancient motor cycles tells engine failure by irregular
vibration to riders. Some systems vibrate a motorcycle’s steer-
ing, but this approach is limited for notifications in front or
behind the motorcycle [10]. We previously proposed a system
for four-wheeled vehicles that uses haptic sensations to quickly
notify drivers of possible hazards or obstacles surrounding the
vehicle [11]. We examined the system’s robustness against the
different material types and layers used for the driving seat
cushions of four-wheeled vehicles [12]. Seat on the motorcycle
is vibrated by the engine, and it may be more difficult to notify
by the vibration. In this study, we perform experiments under
wind and engine vibration conditions to consider the viability
of a highly intuitive notification system for motorcycles.

III. MOUNTING POSITIONS OF ACTUATORS FOR
MOTORCYCLES

In this section, we represent the system architecture.
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Figure 1: Proposed installation positions for actuators in a
motorcycle helmet.

A. Notification Parts of a Body by Vibro-Tactile Actuators
The proposed system aims to help motorcyclists correctly

identify the directions of five vibrating motors, three intensity
settings as the level of risk, and three obstacle types (i.e.,
pedestrians, vehicles, and motorcycles). The position of vi-
bration is important for giving critical notifications. We can
consider vibro-tactile actuators on the motorcyclist’s arms,
shoulders, or waist within a motorcyclist’s suit or on the
motorcyclist’s head within a helmet. For locations on the
body, the motorcyclist must use a wearable device, and there
are different types of suit for different motorcycles types
(e.g., Cruiser or Sport) because the riding posture is different.
Drivers may also experience limited mobility in a suit, which
would impact accurate notification.

By contrast, helmets are usually fitted to the motorcyclist’s
head, and vibration positions are not affected by varying
postures, although they are limited to facing forward. Helmets
are also required in many countries. Therefore, we choose
helmets for our proposed system.

Figure 1 shows the possible installation positions within a
motorcycle helmet. We cannot mount an actuator inside the
helmet, as at (a), because the direct contact with the driver’s
head would be unsafe. We considered the helmet surface, as at
(b), but our attempts showed that a very strong vibration would
be needed. Therefore, we mount the actuators at the bottom
of the cushion in the helmet, as at (c), so that the actuators
vibrate vertically to each cushion.

We considered three types of vibration mechanisms: vibra-
tion motors, haptic reactors, and vibration speakers. Vibration
motors can only produce sine waves and it is difficult to
distinguish different categories, although they can achieve
strong vibration. Although haptic reactors can realize a va-
riety of vibrations, such as clicking, their vibration is too
weak to produce notifications. We therefore propose a vibro-
tactile notification system using a vibration speaker which can
realize the vibration with strong and varied expression. For
our proposed system, we utilized a vibrating speaker with an
ACOUSTIC HAPTICTMactuator developed by Foster Electric
Company Limited. The acoustic haptic actuator is a type of
woofer that comes into direct contact with the driver’s helmet.

B. Mounting Positions of Actuators on a Helmet
Motorcycle helmets have shields that can reduce visibility.

They may also become foggy with weather and temperature,

Figure 2: Experimental arrangement of mounted actuators.

which further limits the motorcyclist’s visibility. Backward of
the motorcycles have more blind spot where such as motorcy-
clist cannot watch by the mirrors. Therefore, we consider the
need for both backward and forward alerts.

Figure 2 shows the planned layout of actuators in the
helmet. This helmet has four cushions (i.e., front, rear, right
and left), as shown in sections (1) to (4) in Figure 2. To explore
the vibro-tactile directional sense at the motorcyclist’s head,
we installed eight actuators as shown in Figures 2(a) to (h).
Actuators (a), (b), and (h) were mounted on cushion (1), (c)
and (d) were mounted on cushion (2), (e) was mounted on
cushion (3), and (f) and (g) were mounted on cushion (4).

We conducted an experiment to evaluate the resolution of
vibration on the human head. By determining the resolution
of human-perceivable locations, we can determine which di-
rections are identifiable. We performed the experiment with
the engine in idle at 1500 ± 300rpm, which is frequently
used as the typically speed range, on a Yamaha MT-01
motorcycle equipped with a V-twin cylinder 1670 cc engine.
We conducted four trials with each participant. We apply five
students between 19 and 22 years old as the participants. We
randomly induced vibrations at each position with strengths
ranging from −2dB to −12dB and participants estimated the
position in the helmet.

Figure 3 shows the correct answer rates for the direction
using all eight or only four actuators (one on each cushion:
(a), (c), (e), and (g) in Figure 2). The vertical and horizontal
axes denote correct answer rates and installation positions,
respectively, and the green and orange bars respectively in-
dicate results for all eight or only four actuators. The results
demonstrate that there was confusion when multiple actuators
were installed on a single cushion, leading to lower accuracy.
By contrast, all participants had a 100% correct answer rate
when four actuators were used. We therefore decided to utilize
only one actuator per cushion.

IV. SYSTEM ARCHITECTURE FOR OUR PROPOSED SYSTEM

In line with the aforementioned experiment shown in Fig-
ures 2 and 3, we propose a vibro-tactile helmet as illustrated in
Figure 4. Figure 4(A) shows the positions of the actuators (or
vibration speakers) on the helmet. Figure 4(B) shows pictures
of the different actuators in place; note that (b) and (d) are in
the same position on the left and right sides of the helmet, so
only one is shown.
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Figure 3: Correct answer rates according to the number and
position of actuators.

Figure 4: Overview of our proposed system.

The actuators shown in Figure 4 vibrate by transmitting
sound data via the amplifiers. The sound data are deformed
waves for three categories (i.e., pedestrian, four-wheeled ve-
hicle, and motorcycle) the same as in our previous study for
four-wheeled vehicles [12].

V. VIBRATION STRENGTH

In this section, we discuss the strength of the vibrations
for our proposed system.

A. Estimation of Strength Levels
Our previous study in four-wheeled vehicles [11] had three

vibration strength levels (i.e., large, medium, and small) as
the level of risk. However, when riding a motorcycle, there
is additional noise, such as from engine vibration or wind.
Furthermore, we have not yet applied the vibration strength
level concept to a helmet. Therefore, we consider the vibration
strength of the three levels.

An experiment was conducted with five participants be-
tween 19 and 22 years old and the Yamaha MT-01 in idle.
The strength pattern is defined by the difference in the sound
pressure. We considered two strength patterns. Pattern A has
a small difference between the three levels. We can utilize
a fourth level if we can detect the differences in Pattern
A. Pattern B has larger differences than Pattern A, with the

Figure 5: Correct answer rates for strength Patterns A and B.

larger vibration for four-wheeled vehicles adjusted so as not
to prevent the motorcyclist from driving.

The strength levels of Pattern A, ”large”, ”medium”, and
”small”, were respectively −6dB, −10dB, and −12dB from
the original sound data which used by previous study [8], for
all categories. The strength levels of Pattern B were different
according to the category. In the cases of the pedestrian or
motorcycle categories, ”large”, ”medium”, and ”small” were
respectively −2dB, −8dB, and −12dB from the original
sound data. In the case of four-wheeled vehicles, ”large”,
”medium”, and ”small” were respectively −3dB, −8dB, and
−12dB from the original sound data.

This experiment was conducted using random directions,
categories, and vibration strengths. Test participants answered
”large”, ”medium”, ”small”, or ”insensitive” as the levels of
strength. Figure 5 shows the experimental results for both pat-
terns. The vertical and horizontal axes denote correct answer
rates and strength levels, respectively. The blue and brown
bars respectively indicate Patterns A and B. Pattern A had low
correct answer rates for ”medium” and ”small”, and as well
as instances of ”insensitive” shown as 0 percent in Figure
5. Pattern B had correct answer rates of over 69% for each
strength level. Thus, we adopt the notifying method by three
strength levels with large interval such as Pattern B.

B. Normalization by Head Sense
In our previous study, we improved correct answer rates by

using normalized and exaggerated waves for vibrations for the
three categories (i.e., four-wheeled vehicles, motorcycles, and
pedestrians) [12]. In this study, we similarly apply normalized
and exaggerated waves to improve notification accuracy be-
cause many motorcyclists pointed out that vibration strength
felt uneven depending on the installation position. Here, we
normalize the vibration strength for the parts of the head an
experiment on the motorcycle.

For normalization, we utilized three actuators, (a), (b),
and (c), on the front, rear, and left cushions in Figure 4,
respectively. Actuator (d) in Figure 4 is considered to have
the same tendency as actuator (b). First, via a questionnaire,
we determined the maximum and minimum strengths motor-
cyclists can detect with no stress. The results indicate that
the difference between the maximum and minimum strengths
for actuator (b) was smaller than that for the other positions.
Thus, we used the maximum and minimum strengths, which
participants feels as same as (b), for all the actuators. The
maximum and minimum strengths were defined as ”large”
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TABLE I: VIBRATION STRENGTH LEVELS AT EACH
POSITION.

position large medium small
a −6dB −10dB −14dB
b −8dB −12dB −19dB
c −6dB −10dB −13dB

and ”small”. The ”medium” strength level was not defined as
the midpoint value (in decibels) between ”large” and ”small”,
but defined as participants feel “medium” between ”large”
and ”small” vibration. In this normalization, we utilized the
vibration of the four-wheeled vehicle category [12]. Finally,
we adjusted for the strength as shown in Table I, which
presents the strength levels for each actuator position, noting
that the side position is more sensitive than the front and back
positions.

VI. EXPERIMENT

Finally, we conduct an experiment to verify the correct
answer rates when using actuators mounted on a helmet when
there are external factors, including wind and engine noise.

A. Experimental Trials by t-test
We decided to use t-tests to determine statistically sig-

nificant results. We conducted an independent t-test for each
strength level on actuators (a), (b), and (c) to compare the
differences in correct answer rates under different wind and
idling noises. We adopted a significance level of 5%, a mod-
erate effect size of 0.5, and a detection rate of 80%. Possible
answers were ”large”, ”medium”, ”small”, and ”insensitive”.
Sample sizes for the answer of ”large” and the other strength
levels were determined from one-sided and two-sided tests,
respectively. From the t-test, sample sizes from which we could
obtain a significant difference were 51, 64, and 64 samples for
”large”, ”medium”, and ”small” answers, respectively.

B. Correct Answer Rates during Idling
We conducted an experiment in the idling state to evaluate

the robustness under engine vibration, as illustrated in Figure 6.
Six test participants on the motorcycle answered when they felt
a vibration. This experiment was conducted with the engine off
as 0rpm, and rotating at 1000rpm, 1500rpm, and 2000rpm.
In the case of 0rpm/h, the experiment was considered as a
stable situation. For each engine speed include 0rpm/h, 51, 64,
and 64 trials for ”large”, ”medium”, and ”small”, respectively,
were performed at random. The vibration categories used were
those applied to four-wheeled vehicles in our previous study
[12].

Figure 7 shows the correct answer rates during idling
rpm at 0rpm, 1000rpm, 1500rpm, and 2000rpm, respectively.
The blue, red, and yellow bars respectively indicate ”large”,
”medium”, and ”small” as answered by the participants. The
vertical and horizontal axes of each figure denote the correct
answer rate and the three levels of signal strength, respectively.
For example, 10% of participants answered ”medium” for the
”large” strength level given by an actuator at 1000rpm, as
shown in Figure 7(b).

We defined the correct answer rate as the percentage of
matches between the answers of participants and the actual
level of vibration strength. For example, in the case of Figure

Figure 6: Overview of the experiment for the stable situation.

7(b), the correct answer rates for ”large”, ”medium”, and
”small” were 90%, 72%, and 83%, respectively. Let us focus
on the ”medium” strength level in Figure 7. We can confirm
that participants felt as more strong vibration identifying the
”medium” strength level because participants answered ”large”
more often than they did ”small”. The correct answer rates
were lowest in the case of Figure 7(d). This may be due to the
high engine rotation causing stronger vibration and noise from
the motorcycle, obscuring the vibration from the actuators.

VII. EVALUATION OF DRIVING SCENARIO

We conducted an experiment with six participants using a
car to evaluate degradation in accuracy due to wind. We used
the car because of safety and difficulty to collect correctly
answers of notification. Although the strength of the traveling
wind is little different between cars and motorcycles, the effect
of the wind can be measured. We compared the wind noise
between the car and the motorcycle, and found that the wind
noise on the motorcycle was almost same as on the car with all
windows open. Each participant evaluated the four speeds of
0km/h, 60km/h, 80km/h, and 100km/h. At each speed, we
performed 51, 64, and 64 trials with ”large”, ”medium”, and
”small” strength levels, respectively, at random. The actuator
vibrated for 5–10 s at random for each trial. In the case of
0km/h, we conducted the experiment as a stable situation, as
same as section 6.2. In the other cases, we used a highway.
Figure 8 shows the experimental highway route. This route
has two lanes in each direction limited to 100km/h, and three
entrances and exits shown as (1), (2), and (3). We set up
sections of 11.1km between (1) and (2), 20.3km between (2)
and (3), and 9.2km between (3) and (1).

The experiment was conducted at speeds of 80km/h,
100km/h, and 60km/h between (1) and (2), (2) and (3), and
(3) and (1), respectively. Figure 9 shows the seating positions
of the participant in this experiment. All windows of the car
were open and the helmet shields were closed. Before the
experiment, participants were provided with examples of the
three strength levels (i.e., ”large”, ”medium”, and ”small”)
at position (b) of 4. We limited the experiment to the four-
wheeled vehicle category. The experimental results were saved
as movie files and evaluated via post-processing.
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(a) 0rpm

(b) 1000rpm

(c) 1500rpm

(d) 2000rpm

Figure 7: Answer rates for different strength levels at (a) 0
rpm, (b) 1000 rpm, (c) 1500 rpm, and (d) 2000 rpm.

Figure 8: The course of the experiment on a highway.

Figure 9: The seating position of participants in the vehicle.

Figure 10 shows the correct answer rates at driving speeds
of 60km/h, 80km/h, and 100km/h. The vertical and hori-
zontal axes of each figure denote the correct answer rate and
the three levels of signal strength, respectively. In the case
of Figure 10(a), in 94%, 73%, and 74% of all trials, the
test participant answered ”large”, ”medium”, and ”small” for
large, medium, and small vibration strengths, respectively, so
these are the correct answer rates. Figure 10(b) indicates a
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high correct answer rate for large vibration. Test participants
tended to be more likely to select strong vibrations. In the
case of Figure 10(c), the correct answer rates were increased
and decreased, respectively, for medium and large vibrations
as compared to Figure 10(b). In Figure 10(d), a high correct
answer rate was obtained even for small vibration. From
Figures 10(c) and 10(d), the ”medium” strength level showed
only small differences in the incorrect answer rate as compared
to ”large” and ”small”. Therefore, ”medium” is considered to
be appropriate in the high-speed case. We expect a higher
notification accuracy can be achieved by adjusting the strength
automatically depending on outside noise. We also found that
notification accuracy was more degraded by engine rotation
than by wind noise, which should be a consideration for
practical implementation.

VIII. CONCLUSIONS

It is difficult for motorcyclists to recognize objects in
their surroundings because of the many blind spots from their
helmets and small mirrors. Furthermore, accidents are more
serious for motorcycles than for four-wheeled vehicles because
of the mortality. We therefore proposed a notification system
for motorcycles based on previous works for four-wheeled
vehicles. In our system, parts of the helmet vibrate correspond-
ing to direction of a hazard, the category of an object, and
the level of risk. We considered the strength of vibration to
determine three strength levels. We evaluated the accuracy of
our proposed notification method for motorcycles using haptic
actuators in windy and idling situations. We demonstrated
the effectiveness of our notification method even for winds
of 100km/h. We expect improved notification accuracy can
be achieved by adjusting vibration strength according to the
motorcycle’s speed. Various types of helmets will be studied
in the future.
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Abstract—This study develops a drone positioning system for use
in indoor environments, including in dark places, inaccessible
areas, and ordinary living environments where it is difficult to
realize by any conventional methods. Various indoor applications
using drones have been developed for applications such as
drone communication systems and wall surface inspection, which
require remote estimation of their position. For outdoor applica-
tions, a Global Navigation Satellite System (GNSS) is generally
used to obtain the drone position. However, as the radiowaves of
the GNSS cannot reach indoors or between buildings, camera-
based methods, such as Simultaneous Localization And Sapping
(SLAM), are applied to estimate the drone’s position. The system
uses a noise-resistant, code-division-multiplexed Spread Spectrum
(SS) ultrasonic waves for three-dimensional positioning. We
develop transmitter and receiver hardware using SS ultrasonic
waves and evaluate the effect of wind and sound of the positioning
system during drone operations on the SS ultrasonic positioning.
The accuracy of the positioning system was verified through
experiments, and the results showed that a positioning accuracy
within 15 cm was possible despite the effects of downwash
generated by the drone’s wings.

Keywords–Drone; Indoor Positioning System; SS Ultrasonic
Waves; Downwash

I. INTRODUCTION

As Unmanned Aerial Vehicles (UAV), drones can be flown
autonomously or operated by remote control. Because they
can take off and land vertically in small spaces, they can
be used to perform a variety of activities in unstable places
where people and vehicles cannot enter. Previous studies
have investigated the use of drones for autonomous search
and rescue operations for victims following a disaster [1],
meteorological observations [2], and logistics such as home
delivery [3].

When used indoors, drones act as communication robots
[4]. However, an appropriate distance is required to allow
natural and smooth communication between a human and
an autonomous mobile robot. To ensure the appropriate po-
sitioning in indoor spaces, the drone’s coordinates can be
used to develop real-time centimeter-order positioning. On the
other hand, a relevant study investigated the use of drones for
periodic inspections to detect aging degradation of locations
where staff is unable to work, such as high walls of tanks
and industrial chimneys [5]. Using drones to conduct periodic
inspections is expected to reduce the high cost of these
inspections.

It is more dangerous to use drones indoors than outdoors
because it is easier to crash the drone into obstacles, such
as humans and walls. Thus, it is essential to determine the
position of the drone in relation to other objects. As horizontal
and vertical relationships are important in these applications,
it is essential to obtain absolute coordinates in space. While a
Global Navigation Satellite System (GNSS) is generally used
to obtain the absolute coordinates of a drone, the GNSS signal
is difficult to detect indoors. Simultaneous Localization and
Mapping (SLAM) is often used in non-GNSS environments.
However, the flight path of a routine inspection is often in a
dark place and the walls do not always follow a uniform pat-
tern, causing large errors in SLAM’s self-position estimation.

We therefore propose an indoor positioning system for
drones using spread spectrum (SS) ultrasonic waves [6]. This
system is expected to obtain 3D coordinates with an accuracy
of 10cm. However, noise from the propellers or downwash
of a drone may lower this accuracy. Downwash is the wind
created by the drone’s propellers. Therefore, this study con-
ducts an experiment to evaluate the positioning accuracy of
drone flights during a periodic inspection. Section II presents
related research. Section III presents an overview of indoor
positioning systems using SS ultrasound. Section IV presents
the experiments and their results.

II. RELEVANT STUDIES AND PREVIOUS WORKS

There is no positioning method with drones for indoor
multi environments, including dark environments with accu-
racy under 10 cm. Various sensor systems have been inves-
tigated for indoor positioning purposes, including pseudolites
[7] and beacons [8]. Of these, ultrasonic-wave-based systems
have lower cost and greater accuracy. However, because these
systems use the time-division multiplexing method with on-off
keying, which grows increasingly cumbersome as the number
of objects to be measured grows, they generally have weak
noise resistance and are slow to acquire data. Systems using SS
ultrasonic signals have therefore been investigated to overcome
these drawbacks [9] [10].

Analogous to SS radiowave systems (e.g., GPS), we have
proposed a real-time 3D positioning system using SS ultrasonic
signals with a band-limited transducer, A Low-Power Field
Programmable Gate Array (FPGA), and a small microproces-
sor [11] [12]. In previous studies, we discussed factors such
as positioning errors in indoor environments [6] and signal
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degradation with band-limited transducers [13] and showed
the measurement accuracy of the positioning system using SS
ultrasonic signals. We also proposed a calculation algorithm
based on the Newton–Raphson method for continuous signals,
rather than conventional pulse signals. As a result, 3D co-
ordinates can be obtained every 80ms using Code Division
Multiple Access (CDMA) with continuous signals [14].

We evaluated the positioning accuracy of SS ultrasonic
waves using a ground-based mobile robot [15]. Other studies
have proposed using not only SS ultrasonic waves but also
image sensors for drone positioning [16] and applying drones
to limited situations such as a greenhouse [17]. Indoor posi-
tioning accuracy has been discussed using the Kinect camera,
the average positioning error was 48mm [18]. However, it is
difficult to use in the dark. This study develops an indoor
positioning system using only SS ultrasonic waves that can
be used in dark places where image sensors are ineffective.

III. INDOOR DRONE POSITIONING SYSTEM USING SS
ULTRASONIC SIGNALS

This section describes the indoor positioning method using
SS ultrasonic waves and our proposed system.

A. A method for positional calculation
Figure 1 presents the positioning calculations for the indoor

positioning system using SS ultrasonic waves. Spheres are
drawn to determine the center point on the radius between
a receiver Rc and each transmitter, and two pairs of spheres
are selected centering on Tr1 and Tr3, and Tr2 and Tr3,
respectively. From these pairs of spheres, Plane13 and Plane23
are solved as a simultaneous equation and a line of intersection
is obtained from the two planes. Last, the points at the
intersection of the line with an equation of an arbitrary sphere
are solved. Figure 2 also shows a flowchart of the algorithm for
the positioning calculation in Figure 1. Two intersection points
are obtained transmitters are installed along the wall; therefore,
one solution becomes outside of the room. Thus, the other
solution becomes the position of the receiver Rc. When using
four transmitters, four position results are obtained. Thus, the
measurement position is defined as an average of these results.

B. Hardware structure of a positioning system using SS ultra-
sonic waves

A 3D position can be calculated on the basis of three or
more Times Of Flight (TOF) between the transmitters and the
receiver. Figure 3 shows the system architecture of the TOF
measurement for the positioning system. The transmission
unit contains a D/A converter and an FPGA to generate
carrier waves and M-sequences. The reception unit includes
an A/D converter and an FPGA for correlation calculation,
peak detection, and time measurement.

An SS signal is generated by the transmission unit to
multiple carrier waves by M-sequences and is outputted from
a transducer after D/A conversions. At the start of the trans-
mission, a time counter is started to measure the TOF, and
correlation values are calculated from the sound data via the
A/D converter as online and real-time hardware processing.
The time counter measures the TOF by counting the sampling
times until arriving at peak correlation values, obtained by
the peak detector. Then, the 3D position of the receiver can
be calculated based on three or more TOFs between the

Figure 1. Positioning calculations for the indoor positioning system.

Figure 2. Flowchart on our position calculation

transmitters and receiver. The correlation calculator part is
installed in the hardware as shown in Figure 3. Distance
is obtained from the TOF obtained from the hardware and
dimensional position is measured. Real-time positioning is
enough available because this processing can be calculated
lightly in software using optimized expressions.

C. SS signal

In our indoor positioning system, SS signals are modulated
by binary phase shift keying using M-sequence, a pseudo-
random code sequence, with a direct sequence method. Al-
though the M-sequence of ‘0’ or ‘1’ is generated by a shift
register, we replace a value of ‘-1’ with ‘0’ for easy signal
processing. Figure 4 shows a received SS signal, where the
signals corresponding to ‘1’ and ‘-1’ are plotted in solid and
dashed lines, respectively. Each dot of Figure 4 is described
as a sample convert to digital signal; the amount of sample
including one period of carrier waves is decided on four
samples. Here, chip length tc is defined as the time required to
describe 1-chip of the M-sequence; the chip length can also be
described as tc = 4/f using carrier frequency f . The length of
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Figure 3. System architecture of the TOF measurement.

Figure 4. Spread spectrum ultrasonic signal.

SS ultrasonic signals becomes 29−1 = 511 [chip] due to a 9-
bit shift register for the M-sequence in our system. These four
channels of the transmitters are generated by the following tap
positions: {4,9}, {3,4,6,9}, {4,5,8,9}, and {1,4,8,9}. In this
system, the frequency of the carrier waves is 40.2kHz.

D. Our proposed indoor positioning system using SS ultra-
sonic for drones

In this system, we use a transmitter with a closed-type
aperture (PC40-18S, Nippon Ceramic Co., Ltd.) and a “Mini”
SiSonicTMultrasonic receiver (SPM0404UD5, Knowles) as
general-purpose ultrasonic transducers.

Figure 5 shows the layout of the transmitters and receiver
for our proposed system. We use two example situations, a
dark plant and a room, as shown in Figures 5(a) and 5(b),
respectively. Figure 5(a) represents a periodical inspection at
a plant, where it is difficult to install infrastructure, such
as transmitters, in the building. Transmitters are therefore
set on a cross-shaped mount, as shown in Figure 5(a), for
convenient mounting. Considering the Dilution Of Precision
(DOP), the larger the mount size, the more accurate the
expected positioning accuracy, although a larger size limits
the installation position options and is inconvenient to carry.
Figure 5(b) represents a communication drone. Transmitters
are mounted in four corners of a room. In this situation, the
transmitters are more difficult to install, but the DOP is better
than the situation in Figure 5(a). In this paper, we conduct
experiments using the layout shown in Figure 5(a).

The drone is fitted with a microphone and small receiving
hardware, which processes the ultrasonic waves. Figure 6
illustrates the hardware schematic mounted on the drone. The
hardware consists of an Evaluation Board (ACM204-1158C)
installed in the FPGA (Intel Cyclone IV); a transceiver for
timing the synchronization of the ultrasonic transmitter unit; a
receiver unit; a USB interface for output coordinates; an input
part to receive the ultrasonic waves, including an A/D converter

Figure 5. Measurement layout for the proposed system for (a) a dark plant
and (b) a room.

Figure 6. Receiving hardware for the drone measurements.

and amplifier; and SD-RAM for the real-time correlation
calculations.

The USB interface and input part are connected to a
computer and a microphone, respectively. Ultrasonic waves re-
ceived by the microphone are converted to A/D and input into
the FPGA, where the correlation calculations, peak detection,
and TOF calculations are performed. The SD-RAM processes
the real-time correlation calculations, and the transceiver mea-
sures the TOF based on the transmission timing received from
the ultrasonic transmitter. Finally, the drone obtains the TOF
by USB UART/FIFO IC (FTDI FT232H).

IV. POSITIONING ERROR BY DRONE NOISE AND
DOWNWASH

We conducted experiments to evaluate the effect of motor
noise, wind noise, and downwash generated by the pro-
pellers during flight on the SS ultrasonic positioning. Figure
7 shows the environment used for this experiment, which
was a room 2000mm long and 4000mm wide. We used
a Mavic 2 zoom by DJITMdrone for this experiment. Four
transmitters Tr1–Tr4 were placed near the center of the room.
As shown in Figure 7, the drone’s starting point was the floor
at the left front edge of the room. The coordinates of the
transmitters were Tr1[mm] = (500, 2000, 1500), Tr2[mm] =
(1000, 1500, 1500), Tr3[mm] = (1500, 2000, 1500), and
Tr4[mm] = (1000, 2500, 1500). The transmitting SS signal
was amplified to 50Vp−p.

68Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-795-5

VEHICULAR 2020 : The Ninth International Conference on Advances in Vehicular Systems, Technologies and Applications

                            77 / 92



Figure 7. Layout for the positioning experiment.

Figure 8 shows the experimental environment. SS Ultra-
sonic waves are transmitted upward from Tr1–Tr4 mounted on
a tripod, and received by Rc, mounted on a bridge of wood.

Figure 9 shows the measurement point. The white and
black circles in Figure 9 denote the transmit and receive points,
respectively. Rc(1000,2000,3000)[mm], Rc(1000,2000,3500)[mm],
and Rc(1000,2000,4000)[mm] are the receiving points at the cen-
ter of the x−y plane of the four transmitters, located 1500mm,
2000mm, and 2500mm above the transmitters, respec-
tively. Of the other receiving points, Rc(1000,1500,3000)[mm]
and Rc(1000,1500,4000)[mm] are above transmitter Tr2 and
Rc(500,2000,4000)[mm] is above transmitter Tr1.

l1, l2, l3, and l4, which are the distances between the
transmitters and a receiver (Figure 7), are measured for each
receiving point. The drone is made to hover at a position
approximately 500mm above the receiver. We examine the
accuracy when the drone is in flight and when the drone is
not in flight in the environment. Five trials were conducted for
each receiving point.

A. Measurement error in distance

Figure 10 shows the average differences in the distances
from the hovering drone for five trials. The vertical and
horizontal axes on each graph denote the difference in distance
from the drone compared to the measured distance from l1 to
l4 to Tr1 to Tr4, respectively. The differences in distances are
shown as absolute values, and the average difference in the
distance is shown as a black line.

The results of the experiment show that all measured
distances are obtained when the drone is flying, but the mea-
surement distance is affected by the drone’s flight. Figure 10(a)
shows the drone’s distance for the four transmitters, where the
receiving point is on the center of the x− y plane. A greater
distance between the transmitter and receiver indicates larger
measurement distance. Figure 10(b) compares the accuracy of
the distance measurement at the center position (1000, 2000)
with that when the drone is above Tr2 at heights of 3000mm
and 4000mm. The difference in distance measurement above
Tr2 is the same as that shown in Figure 10(a). Especially the
difference in the distance between Tr2 and Rc(1000,1500,4000),
where above Tr2, is increased by the drone hovering. Fig-
ure 10(c) shows the measurement distance at the height of
4000mm, which shows that the difference in the distance

Figure 8. A view of the experiment from above.

Figure 9. Measurement points of the receivers.

between Tr1 and Rc(500,2000,4000) increases. Compared to
Rc(1000,2000,4000), however, the average difference decreases.

These graphs indicate that a drone’s downwash and noise
have a significant effect on the measurement distance when the
transmitter and receiver are facing each other. The difference
in the measured distance with and without drones is within
5cm.

B. Positioning Error

The experimental results were evaluated using the Root
Mean Square (RMS) of the difference between the results and
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(a) at each receiver’s height on the center position

(b) center position vs.above Tr2

(c) at height of 4000mm

Figure 10. Difference in the measured distance occurred by drone flight.

the installed distances. emrms is defined as

emrms =
√
(dmi − di)2 (1)

where di and dmi are the measured distance and the true
distance between a receiver and i-th transmitter, respectively.

Figure 11 shows RMS positioning errors at the same
receivers shown in Figure 10 and the maximum and minimum
positioning errors as “an expression” of variance. The vertical
and horizontal axes of Figure 11 denote the RMS positioning
error and the receiver coordinates, respectively. The positioning
errors are an average of five trials.

These results indicate that the positioning error increased
when the drone is flying because of downwash and flight noise;

(a) at the center position

(b) on center position vs.above Tr2

(c) at a height of 4000mm

Figure 11. RMS positioning error.

however, the average errors are less than 15cm. The results of
Figures 11(a) and 11(b) confirm that the greater the distance
between the transmitter and receiver, the larger the average
RMS positioning error and variance when the drone was being
flown. Figure 11(c) shows that the most variance is observed
at the center of (1000, 2000, 4000).

The results of the experiment indicate that the transmission
is accurate enough to measure a drone for a periodic inner
wall inspection. We can expect more accurate positioning by
compensating for errors caused by the angle of the transmitter
and receiver and by the measurement distance [19].
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V. CONCLUSIONS

This study proposed a positioning system using SS ultra-
sonic waves for indoor applications, such as drone communi-
cation and wall surface inspection, and evaluated the effects of
the system against drone downwash and noise. The proposed
SS ultrasonic positioning system transmits and receives SS
signals using M-sequence, and the distance is measured using
the TOF method. This study mounted small hardware and
wideband microphones on the drone. The experimental results
for assuming an inner wall inspection by the drone shows that
downwash increases the positioning errors, but the errors are
less than 15cm. We can expect greater accuracy in the layout of
a communication robot because of low DOPs. Therefore, our
positioning system using SS ultrasonic waves can be applied
for drone application. We will examine the errors in positioning
with multiple drones and discuss their errors occurred by flight
noise and downwash.
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Abstract— In this paper, we briefly present a subjective 

experimental validation of the bicycle simulator. In the first 

part, we present the different physical features of the simulator 

developed at The Perceptions, Interactions, Behaviors & 

Simulations Lab for road and street users (PICS-L). In the 

second part, we present the results of an experiment with 10 

participants in order to verify the liability of the simulator. For 

future work, the authors will deploy the simulator in behavioral 

studies and compare the outputs with experimentation in real 

environment seeking for the behavioral validity of the 

simulator. 

Keywords- Bicycle Simulator; Simulation; Subjective Validity.  

I. INTRODUCTION 

This article is ongoing study started in [1] aiming at 
improving the dynamics of the bicycle model and simulations 
to deploy it in future studies on cyclists’ behavior and their 
interaction with different road features in a safe and 
controllable environment. While our previous work focused 
on the dynamical modeling of the bicycle simulator, we focus 
here on the subjective validity of the simulator. 

Studying road-user behavior through simulations is a 
promising tool to address challenges, such as: learning to 
drive, awareness of risks, road safety, etc. Different simulators 
have been developed over the past three decades with different 
focuses and goals [2]-[4]. We can categorize them into: 
motionless simulators and mobile-based simulators [5]. The 
first are built around a screen providing visual feedback as in 
[7], while the latter combines visual information and indices 
of movements consistent with those of a real vehicle as in [8]-
[10]. It has been recognized that often a mobile platform, if 
well controlled, can significantly improve the realism of the 
simulation of conduct. 

The PICS-L lab at Université Gustave Eiffel designs and 
develops simulators of conduct to study the behavior of 
drivers and vulnerable users (cyclists and pedestrians) in 
different situations, interactions with other users, and 
information-gathering strategies, in order to better understand 
the users’ immersion in a virtual reality environment [7].  

The intermediate complexity and level of realism of the 
PICS-L bicycle simulator is ensured through several features 
on the base and background platform, movement control and 
through numerous sensory information and measurements. 

These features aim at allowing the cyclists natural behavior, 
such as: movements, interactions, integrated sound and visual 
effects similar to the real environment. This equips the 
simulator for studying cyclists’ interactions with other users, 
road improvements and driving aids. This allows the 
assessment of the cyclists’ subjective risk, perception of and 
reaction to the infrastructural environment and other road 
users, as well as anticipation and decision-making. It is 
noteworthy to state that aspects of balance management and 
shock situations had been excluded, therefore deferring the 
study of situations including loss of control and shock, as well 
as high dynamic demands.  

By considering the cyclist as a control system, we could 
better understand driver behavior and improve the modeling 
quality of the bicycle and its simulator. In the following, we 
will focus on the subjective aspects of the bicycle simulator 
through analyzing different questionnaires. The design of the 
experiment aims to verify the reliability of the bicycle 
simulator to validate the model for future experiments. The 
paper is organized as following. Section 2 is devoted to 
present the bicycle modeling. In Section 3, experimentation 
environment and scenarios are detailed, and the results are 
presented in the Section 4. 

II. BICYCLE MODELING 

          The bicycle dynamic model was created in MATLAB-

Simulink, it shows the relations between the different parts of 

the bicycle model in a graphical format. This allows to 

graphically trace the various inputs and visualize their relation 

in MATLAB script format. The model has different sub-layers 

showing the relative outputs of the different parts. Fig. 1 

presents the input /outputs of the Simulink model [1], which 

was used in the analysis following the simulation. 

Eq. (1) was implemented to estimate the friction force: 

𝑚.
𝑑𝑣

𝑑𝑡
= 𝐹𝐹 + 𝐹𝑎 + 𝐹𝑐 + 𝐹𝐵 + 𝐹𝑔                (1) 

where m is the total mass of the bicycle-rider system in kg, 
𝑑𝑣

𝑑𝑡
  

is the longitudinal acceleration as a function of the speed in 

𝑚/𝑠2 (the speed was measured using an incremental encoder 

attached to the rear wheel of the simulator), 𝐹𝐹 is the friction 

force to be calculated, Fc is the force applied by the cyclist on 
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the pedals which is measured using a pedal power meter, Fb 

is the breaking force and Fg is the gravity force caused by the 

slopes, Fa is the aerodynamic resistance calculated on the 

basis of the following equation: 

 

𝐹𝑎 = 0.5 𝐶(𝑎𝑥)
  

𝜌 𝑆 𝑣𝑥
2 

 

with Cax, the coefficient of aerodynamic resistance given by 

the bicycle manufacturer, 𝜌 the air density in 𝑘𝑔/𝑚3and S 

the frontal surface of the bicycle and the rider body in 𝑚2.  

III. EXPERIMENTAL ENVIRONMENT 

A. Experimental Setup 

The Bicycle Simulator at PICS-L (UGE) with the primary 
aim to study the bicycle control in virtual environments, was 
designed by placing a real bicycle on a fixed platform.  

The speed of the rear wheel, the angular position of the 
handlebar, and the gear were measured and logged. A force 
feedback was applied to the rear wheel using a cylinder in 
contact with the wheel. The system was composed of a 10N 
constant part to simulate the dry friction, a variable part to 
simulate the dynamic friction in proportion to the speed and a 
variable part proportional to the acceleration to simulate the 
inertia.  

In order to provide more realistic conditions, a fan has 
been placed in front of the bicycle simulating the wind. The 
air flow speed was controlled during the simulation as a 
function of the wheel's speed. The simulated environment 
consisted of a straight road. Five projectors were fixed in front 
and beside the cyclist to provide a visual cue with 225° of 
horizontal and 55° of vertical field of view. A rear screen was 
placed behind the bicycle to allow a rear-view if the cyclist 
needs to turn around. The audio cue is simulated by software 
with the use of an audio system consisting of four speakers 
and a subwoofer reproducing the sound of the rolling tires 
(using speed), wind (using speed) and traffic. The simulator is 

equipped with gear, clutch and braking pedals. Fig. 2 shows 
the different features of the bicycle simulator.  

B. Participants 

      Ten subjects (6 male; mean age=28.17, SD=3.76 and 4 
females; mean age=25.25, SD=2.06) participated in this 
experiment. All had normal or corrected-to-normal vision. 
The mean cycling experience of the participants was 12.9 
years. The average number of cycling kilometers per month 
was 62.   

 

C. Scenario 

The experiment took place in a simulated urban 
environment. The road consisted of two straight sections: the 
first was a bicycle-bus shared lane, the latter a separate bicycle 
lane. Traffic was generated in the same and opposite direction 
of the cyclist and buses were passing the cyclist from time to 
time. The participants were asked to take a pre-ride in order to 
familiarize themselves with the simulator. They were asked to 
maneuver with the simulator and use the different features, 
such as: handlebar, pedals, gear and brakes. Following the pre-
ride, the participants were asked to go for a ride on the bicycle 
simulator along the virtual street. 

The duration of the experiment was around 10 minutes, 
which we considered long enough to test all the features of the 
simulator, collect enough date for post-analysis and not 
exhausting for the participants. The results of the simulation 
are used to validate the theoretical and the physical model of 
the bicycle simulator. 

At the end of the experiment, the participants filled three 
questionnaires. The first questionnaire consisted of general 
information and cycling experience of the participants in real 
life and using the simulator, followed by the Simulator 
Sickness Questionnaire (SSQ) [12]; the participants evaluated 
their experience, through 16 questions, indicating on a scale 
of four steps (None, Slight, Moderate and Severe) the 
occurrence of different symptoms during the experiment. The 
third questionnaire, NASA Task Load Index (TLX) [13], was 
aimed at evaluating the overall workload of the cycling task, 
and the importance of each of the 6 work-load-factors under 
investigation. The questionnaires were available both in 
English and French as some participants speak only French. 

Figure 2. A subject during the experiments. 

Figure 1. Input/Outputs of the bicycle simulator. 
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D. Simulation  outputs 

Fig. 3 shows the speed profile of the bicycle simulator for one 

of the subjects measured through the incremental encoder 

attached to the rear wheel of the simulator. We could notice 

the acceleration and breaking phases at the beginning and end 

of the experiment.  

 

 
The steering angle of the bicycle simulator handlebar, 

shown in Fig. 4, is measured using an incremental encoder. It 
is noticed that the steering angle ranges between +\- 4, which 
is relatively small. This could be explained due to the 
straightness of the virtual road as noticed in the trajectories 
and global position (Fig. 5 and 6).   

 

 
 

 

 

 
The estimated friction force calculated using Eq. (1) is 

shown in Fig. 7. 

 

Figure 3. Speed profile of one of the participants in km/h. 

Figure 4. Steering angle of the simulator handlebar. 

Figure 5. Global position of the simulator extracted from the virtual 

environment. 

 (a) 

Figure 6. (a) The longitudinal and (b) the lateral trajectory of the simulator 

extracted from in reference to the virtual environment coordinates.  

 (b) 

Figure 7. Estimated friction force (N). 
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IV. SUBJETIVE VALIDITY  RESULTS 

A. Cycling Experience Questionaire 

The results of the first questionnaire are summarized in 
Appendix 1. As noticed in the last column, the average 
evaluation of the similarity to cycling in real environment 
ranges between 4 and 8 on scale of 10 (mean= 6.1, SD= 1,6). 
Assessing the realism of the simulator, participants mentioned 
the good design of the virtual road, pedaling, traffic and other 
sensory ques, such as the wind and the sound of the passing 
traffic. As suggestions for improvement, most participants 
agreed they expect higher speed compared to the cycling 
effort.  

 

B. Simulator Sickness Questionaire (SSQ) 

The analysis of the simulator sickness questionnaire listed 
in Table 1 shows that the average total severity of all 
participants is around 32.5. By comparing this number to the 
possible scores listed in Table 2, we could see that the total 
severity of the simulator is slight (less than 78.5). It is also 
noticed that participants wearing lenses experienced the 
highest total severity (participant #6 has 115.9 and participant 
#10 has 71). The affected participants showed high 
disorientation symptoms. 

 

TABLE I.  ANALYSIS OF THE SIMULATOR SICKNESS 

QUESTIONNAIRE (SSQ). 

Participant  

number 

Total 

severity  Oculomotor  Nausea Disorientation  

1 7.48 0 7.58 13.92 

2 33.66 9.54 37.9 41.76 

3 7.48 9.54 7.58 0 

4 0 0 0 0 

5 14.96 9.54 22.74 0 

6 115.94 114.48 37.9 194.88 

7 63.58 38.16 53.06 83.52 

8 11.22 9.54 7.58 13.92 

9 0 0 0 0 

10 71.06 38.16 68.22 83.52 

mean 32.538 22.896 24.256 43.152 

SD 36.80 35.18 23.92 62.75 

Min 0 0 0 0 

Max 115.94 114.48 68.22 194.88 

 

 

TABLE II.  POSSIBLE SCORE RESULTS OF SSQ. 

 Nausea Oculomotor Disorientation 

Total 

Severity 

none 0 0 0 0 

slight 66.8 53.1 97.4 78.5 

moderate 133.6 106.1 194.9 157.1 

severe 200.3 159.2 292.3 235.6 

 

     The average exposition to different symptoms during and 

after riding the bicycle simulator are reported in the radar chart 

view (see Fig. 8) 

C. NASA Task Load Index (TLX) 

The Nasa Task Load index is used to collect subjective 
workload assessments for different simulators [13]. Table 3 
shows the weighted ratings of the NASA TLX. The first 
column shows the scales under assessment, the second 
represents the average weight of each scale according to the 
personal opinion of the participant. The scorer chooses 
different factors on an evaluation cards according to its 
importance, while the weight of each factor is the number of 
times it was circled. The third column is the average raw rating 
taken from the TLX questionnaire, where the participants 
evaluated each factor on a scale of 100. The last column 
represents the adjusted weighting, which is the multiplication 
of the weight and raw rating of each factor. It is noticed that 
the physical demand was highly weighted affecting the overall 
work load (87.4 on a scale of 100), while the raw rating shows 
a moderate overall workload. 

 

TABLE III.  WEIGHTED RATING OF TLX. 

Scale title Weight Raw Rating Adjusted rating 

Mental Demand 3 27.78 83.33 

Physical Demand 4 47.78 191.11 

Temporal Demand 2 31.11 62.22 

Performance 1 42.22 42.22 

Effort 3 34.44 103.33 

Frustration 2 21.11 42.22 

Overall workload 34.07 87.41 

 
 

Figure 8. Mean scores observed in each item of the exposure of simulator 
sickness questionnaire. 
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Fig. 9 shows the weighted average of each work load 
factor; the width of each column represents the weight of each 
factor. We notice the performance was weighted the least, this 
could be explained because the required task was simple and 
easy to accomplish, so the participant chose not to give it a 
high raring. 

Figure 9. Graphic representation of the composition of a weighted 

workload score. 

V. CONCLUSION  AND FUTURE WORK 

The bicycle simulator enables us to put cyclists in a riding 
situation and accurately measure their effective behavior, 
while controlling the variables at play and avoiding the risks 
associated with a real environment. 

After analyzing the different questionnaires, it is possible 
to verify the reliability and to subjectively validate the 
simulator. The results show low simulator sickness and 
relatively high workload, which could be explained by the 
effort done by the cyclist.  

Further development was applied to the simulator 
including mathematical model improvements, development of 
the virtual environment and installment of new devices to 
simulate the interaction between the infrastructure and the 
bicycle. An additional experiment, including 36 subjects, was 
conducted in order to validate the new model physically and 
subjectively. The results of the new experiment will be 
published in an upcoming paper. 
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APPENDIX I : PARTICIPANTS RESPONSES TO CYCLING EXPERIENCE QUESTIONNAIRE. 

Participant Number Gender Vision Age 
 Avg. cycling per month  

(km) 

Cycling experience  

(years) 

Realism of simulator*  

(Scale of 10) 

1 M Normal 26 20 20 4 

2 F Glasses 27 3 3 4 

3 M Normal 27 21 21 8 

4 M Normal 30 6 6 6 

5 M Normal 35 7 7 7 

6 F Lenses 23 10 10 6 

7 F Normal 27 20 20 7 

8 M Normal 26 16 16 8 

9 M Normal 25 10 10 7 

10 F Lenses 24 16 16 4 
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Abstract— Researchers are using driving simulators to design 
and assess the automated driving and driver assistant systems, 
due to the safe nature of experimentation in the virtual 
environment. The motion cues and accelerations felt by the 
drivers are essential for an accurate perception of the events and 
the response of the drivers.  In this paper, the vehicle dynamic 
model and the Motion Cueing Algorithm used for the simulation 
is described in detail, then driver’s performance and subjective 
assessments was studied for the braking, chicane and overtaking 
maneuver in the 3 different gear shifting scenario. The study 
demonstrates that the presence of the motion cueing feedback in 
the driving simulation was satisfactory and gave realistic cues 
for the participants independent of the gear shifting system, 
however no significant effect was found from the driver’s 
behavior due to different gear shifting system. 

Keywords-Motion Cueing; Driving Simulator; Driver 
Behaviour; Gear Shift Response; Vestibular Cues. 

  INTRODUCTION  

Driving simulators provide a repeatable safe environment 
for a wide range of research and industrial applications. The 
virtual environment in the driving simulator may not be 
identical to real-world scenarios but should provide the 
necessary information for the driver to control the vehicle. 
Most of this information is provided by the visual. However, 
vestibular stimuli are also found decisive in the perception of 
distance and steering for the drivers [1][2].   

Driving task requires perceptual, cognitive, and sensory 
systems, which provide information on the traffic and road 
infrastructure. Therefore, various cueing systems in the 
driving simulator have to ensure that the participant perceives 
the correct cues and feedback for driving. Visual cues provide 
the driver with the information required to detect the road, 
obstacles, road width and markings, that enables the driver to 
guide the vehicle during the simulation and generally agreed 
upon as the primary sensory feedback. However, the driving 
experience is dominated by the sensation of the motion, 
which, by providing the correct vestibular cue, can enhance 
driver immersion in the driving simulator. This feedback 
offers essential information for vehicle guidance, collision 
avoidance and road condition [1]. The vestibular cues in 
driving simulator were found to be crucial for accurate vehicle 
speed and distance perception in the driving simulator [2]. A 
study of the motion scaling for the slalom driving task using 
the human perception limitation of self-motion perception 

found that reduced or absence of the motion cues significantly 
degrades driving performance [3]. 

Motion is the feedback from the simulated vehicle in the 
virtual environment. The motion feedback can improve driver 
engagement in the virtual environment by providing motion 
stimuli on the vehicle states for the driver, while the driver 
may feel the absence of motion that cause even motion 
sickness, due to the impaired visual and motion cues for the 
human vestibular system.  

Various types of motion platform can be used to reproduce 
the movement in driving simulation, but the reproduction of 
the real vehicle movement needs large movements, and 
therefore, Motion Cueing Algorithm is being used to control 
the movements within the platform operative limits. Motion 
Cueing Algorithm used in the simulator should be selected 
according to the motion platform architecture and the intensity 
of the required motion. For example, a classical Motion 
Cueing Algorithm is used in the 6 Degrees of Freedom (DOF) 
Renault driving simulator for motion with low frequency, but 
not including vibrations [4]. While an adaptive Motion Cueing 
Algorithm is implemented on a low-cost driving simulator 
with 2 DOF with longitudinal and seat rotation [5]. Other 
studies suggest using optimized Motion Cueing Algorithm [6] 
in order to investigate different Motion Cueing Algorithm for 
driving simulators.  Another important cueing system in the 
simulator is the proprioceptive cue that provides the driver 
with the control load and feedback on the steering wheel, 
pedals, and gear change. Investigation in the steering feedback 
showed that the proprioceptive cue from the steering, gives 
drivers information about the road and tire dynamics, which 
helps them in curve negotiation.   

The gear shifting behavior studied in the literature was 
mostly for fuel consumption, since the correct gear 
significantly influences the combustion engine speed and CO2 
emission. The gear shift operation indicates as optimal when 
the driver senses a comfortable shifting event [7]. 

In this paper, a low-cost 2DOF motion simulator is used 
to investigate the driver response. Three gear shifting scenario 
have been implemented in the  driving simulator  in order to 
investigate the effect of the gear changing strategy on users   
Driver control inputs, such as steering angle, braking pedal, 
acceleration pedal and gear changed have been observed 
during the simulation. The motion feedback of the platform 
evaluated by participants with the use of a questionnaire and 
objective measures were compared using statistical analysis. 
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The paper is organized into five sections. Section II 
describes the microsimulation modelling of the vehicle, 
followed by Section III, where the simulation scenario and the 
driving task are presented and discussed. The registered 
variables and questionnaire are reported with the statistical 
analysis in section IV, and finally, in last section, some 
conclusions and possible future applications are given.   

 METHODOLOGY  

The methodology section describes the "Simu-Lacet" 
driving simulator model and motion cueing algorithms. 

A. Driving simulator Simu-Lacet  

The “Simulacet” driving simulator is designed with a 2 
DOF motion cueing platform to study the yaw motion vehicle 
control and simulator sickness in the virtual environment, in 
PICS-L Lab (Université Gustave-Eiffel) [8]. The choices of 
the structure and motion platform are motivated by the 
necessity to produce sufficient motion and while considering 
financial constraints to develop a low-cost driving simulator. 
The simulator is designed as a two degree of freedom in 
motion platform. The cabin consists of a real car dashboard, 
steering wheel, clutch, brake, throttle pedal, gears change 
handle, hand break, blinking handle, and a switch. The 
steering wheel feedback is added with the steering wheel. The 
cabin provides information such as vehicle speed, engine 
round per minutes (rpm), fuel indicator and other vehicle 
states on the dashboard. 

The visual image is provided to the driver in the cabin by 
the means of three fixed screens in front of the driver’s seat. 
The visual system provides 4K resolution with a capacity of 
100 Hz, with 180 degrees of horizontal and 36° of vertical 
field of view, for the participant in the simulator cabin. A rear-
view mirror and two side-view mirrors is implemented on 
each screen with a frame to isolate the screen from the front 
view. Visual rendering unit consists of three computers 
connected and broadcasts the displayed images on three 
mounted screens. The sound cue is provided by a sound 
system with four speakers 30 W (50 Hz), reproducing the 
engine noise, wind sound, rolling noise and other traffic with 
the possibility to regulate the audio cue intensity. 

The acquisition system is composed of an industrial 
input/output board with the bidirectional information 
exchange of 1000 Hz. This board is transmitting data in real-
time between the cabin and the computer in charge of the 
vehicle dynamics simulation (XPC Target). The XPC target 
PC also controls the actuators in the desired position and 
communicates the position of the vehicle to the visual 
rendering system.  The Traffic simulation PC launches the 
visual scenario according to the position of the vehicle and 
simulates the road traffic using Archisim multi-actors traffic 
simulation model [9]. 

The motion cueing platform is composed of two separate 
structure and drivers: the longitudinal rail and the rotating 
circular platform. The longitudinal upper structure can move 
linearly along the rail, which is mounted, on the rotating 
structure. A pulley-belts system is used to move the cabin with 
a brushless servo motor (SMB 80). The rotating structure 
provides yaw angle cabin rotation by using a circular platform 

in which the servomotor directly rotates the upper structure 
with wheel support in the front of the cabin. 

The vehicle model is implemented in MATLAB-
SIMULINK, which calculates the vehicle states in real-time 
using the inputs from the cabin (steering wheel, pedals) [1] 
[10]. In order to compute the engine torque, we use the 
measures on throttle pedal percentage and the engine rotation 
frequency, which is provided from an instrumented vehicle 
(Peugeot 406) , as shown in Figure 1 [11].  

TABLE I. GEAR NUMBER AND THE TRANSMISSION GAIN 

Gear one two  three four Five 
Transmission Gain 3.25 1.78 1.19  0.87 0.70 

 
 

 
 
 
 
 
 
 
 
 
 

Figure 1.  Engine Torque cartography used in vehicle model 

The gear shifting system of the vehicle is implemented as 
a hybrid model that can be used with automatic or manual gear 
transmission mode. The gear number will apply a gain factor 
on the torque from the engine model as shown in Table 1. 

The calculated torque was then transmitted to the wheels. 
The angular velocity of the wheel is calculated as follows: 

𝐽௪𝜔̇௜ = (𝑇௜ − 𝑇௕௜) − 𝐹௜௫ ∙ 𝑅௘                        (1) 
where T୧  is traction torque from the engine, Tୠ୧  is the 

breaking Torque,  J୵ is the wheel rotation inertia, Rୣ effective 
rolling radius of the wheel, F୧୶   friction force and ω̇୧  is the 
wheel angular acceleration. The wheel slip coefficient was 
found using Burckhardt formula [12]: 

𝑆௅ =
𝜔௜ ∙ 𝑅௘ 𝑐𝑜𝑠(𝛼௜) − 𝑣௜

𝑣௜

   ∀ (𝑣௜௫ > 𝜔௜௫ ∙ 𝑅௘)               

𝑆ௌ =
𝜔௜ ∙ 𝑅௘ 𝑠𝑖𝑛𝑎(𝛼௜)

𝑣௜

    ∀ (𝑣௜௫ > 𝜔௜௫ ∙ 𝑅௘)               

𝑆௅ =
𝑣௜ − 𝜔௜ ∙ 𝑅௘ 𝑐𝑜𝑠(𝛼௜)

𝑣௜

   ∀ (𝑣௜௫ < 𝜔௜௫ ∙ 𝑅௘)        (2) 

𝑆ௌ = 𝑡𝑎𝑛(𝛼௜)       ∀ (𝑣௜௫ < 𝜔௜௫ ∙ 𝑅௘)               

𝑆 =  ට𝑆௅
ଶ + 𝑆ௌ

ଶ                                  

with S୐ and  Sୗ are the side sleep and longitudinal wheel 
slip and  S୲୭୲ is Burckhardt friction coefficient, ω୧  is the 
wheel velocity and v୧  is the wheel contact speed. The tire 
forces shown in (3) are calculated by using Burckhardt model 
for each wheel(i):  

𝜇௜ = (𝐶ଵ ∙ (1 − 𝑒ି஼మ∙ௌ) − 𝐶ଷ ∙ 𝑆)                        (3) 
𝐹௫௜ = 𝐹௭௜ ∙ 𝜇௜ 
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where (C1=1.28, C2=23.99, C3=0.52) are dry asphalt 
coefficients and F୸୧ is the normal force on each wheel. 

The “single-track” model or “bicycle model” is used for 
lateral vehicle behavior [12].  The equilibrium must hold in 
lateral, longitudinal and yaw direction with the force applied 
on tires and the moment acting on the vehicle, therefore (4) 
derived from equilibrium: 

 
𝑚(𝑢̇ − 𝑣. 𝑟) = 𝐹௫௙ + 𝐹௫௥                                     
𝑚(𝑣̇ + 𝑢. 𝑟) = 𝐹௬௙ ∙ 𝑐𝑜𝑠 𝛿 + 𝐹௬௥                (4) 
𝐽௭ ∙ 𝑟̇ = 𝑙ଵ ∙ 𝐹௬௙ − 𝑙ଶ ∙ 𝐹௬௥                                   

Where 𝐹௫௙ , 𝐹௫௥  are the front wheel and rear wheel 
longitudinal force, 𝐹௬௙ and 𝐹௬௥ the front wheel and rear wheel 
lateral force, 𝑙ଵ  distance from  COG to front axle, 𝑙ଶ distance 
from COG to rear axle and m is the mass of the Peugeot 406. 

𝛼ி = 𝛿 − ൬
𝑣 + 𝑟̇

𝑢
൰                                    

𝛼ோ = − ൬
𝑣 − 𝑟̇

𝑢
൰                                (5) 

𝛽 = 𝑎𝑟𝑐𝑡𝑎𝑛 ቀ
𝑣

𝑢
ቁ                                        

where 𝛿 is the steering angle, 𝛼ி front side slip angle, 𝛼ோ 
rear side slip angle, 𝛽 body slip angle, 𝑟 ̇is the yaw rate, v and 
u are respectively longitudinal and lateral speed. 

TABLE II.  VEHICLE MODEL PARAMETERS  

Vehicle parameters Value Unit 

                       m 1714 Kg 
lଵ 0.944 m 
lଶ 1.756 m 
J୸ 3015 Kg.m2 

The outputs of the vehicle acceleration and rotation in the 
center of gravity coordinate are used to reproduce the 
longitudinal movement and rotation of the cabin, in real-time, 
with the use of the Motion Cueing Algorithm. In Figure 2, the 
inputs of the vehicle dynamic model (pedal, gear, and Steering 
angle) from one driver during the experiment is shown and in 
Figure 3, some output of the vehicle model, such as vehicle 
speed, longitudinal acceleration, and yaw rate are represented. 

 
 
 
 
 
 
 
 

 
 
 
 

 
 

Figure 2. Input of the vehicle dynamic model 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Output of the vehicle dynamic model 

B. Motion Cueing Algorithm (MCA) 

Motion Cueing Algorithms (MCA) reproduce the motion 
cues of the simulated vehicle from the accelerations and 
rotations. However, since the motion cueing platform has 
limitations, MCA has to filter the movements and reproduce 
some movement that gives the driver the perception of the 
movement. Therefore, during the simulation, The MCA goal 
is to: 

 Keep the platform within the physical limitations. 

 Reproduce movement. 

 Return the motion platform to zero position for the 
next movement  

In Table III, the limitations of the platform and the actuators 
are shown. 

TABLE III. MOTION PLATFORM AND ACTUATOR LIMITATIONS 

In order to produce the motion cues, the classical Motion 
Cueing Algorithm is used (Figure 4).  The developed MCA 
reproduces transient components of the vehicle acceleration 
with the use of the high pass filters. The tilt rotation is not used 
due to the platform architecture. The Motion Cueing 
Algorithm takes as inputs the longitudinal acceleration, yaw 
rate rotation, and calculates the position of the actuators, 
which are responsible for reproducing yaw rotation and 
longitudinal motion of the platform.    
 
 
 
 
 
 

 
Figure 4. Classical Motion Cueing Algorithm 

Motion 
cue 

Maneuver 
Limits 

Maximum 
Speed  

Maximum 
Acceleration 

Surge ±0.3 m 2.45 m/s 0.41 g  
Yaw ±23°  29.07 °/s 51.15  
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𝑥௦̈(𝑠)

𝑎௫(𝑠)
=

𝑠ଷ

(𝑠ଶ + 2𝜉ଵ𝜔ଵ +  𝜔ଵ
ଶ) ∗ (𝑠 + 𝜔ଶ)

            (6) 

 
The Motion Cueing Algorithm is developed for 

longitudinal and yaw motion cue with the use of two high pass 
filters (third order). The cutting frequency “ 𝜔ଵ ” in this 
algorithm controls the acceleration or yaw rate frequency to 
be filtered with damping coefficient “ζ1“, while the cutting 
frequency “𝜔ଶ” regulates the speed of the platform to return 
to the initial position, which is essential for the reproduction 
of the next motion. The parameters for the experiment are 
shown in Table IV. 

TABLE IV.  MOTION CUEING ALGORITHM PARAMETERS 

MCA 𝝎𝟏 𝝎𝟐 𝝃𝟏 
Surge 2.65 0.2 3 
Yaw 0.1 0.25 1 

 SIMULATION EXPERIMENT 

The experiment is carried out with 19 subjects (16 male 
and 3 female) with an average age of 32 (SD= 10). All 
participants had a valid driving license, five of them have 
experience with a car featuring an automatic gear change 
system and they had on average driving experience of 11 years 
(SD = 9) and drive 4600 km/year on average (SD= 6300). Six 
of the participants were affected at least once by motion 
sickness on car, bus, or boat. 

A.  Familiarization 

The familiarization took ten minutes for each participant. 
In the first five minutes, the subjects familiarize with the 
motion of the simulator and cabin controls. The participants 
asked to try brake and acceleration pedals and to get familiar 
with the visual, auditory, and motion cues. The subjects are 
also asked to overtake some cars in the scenario and to 
familiarize with the yaw motion. The second familiarization 
is dedicated to experiment the scenario, which lasts 5 minutes. 

B. Driving task and scenario  

In order to study the driver’s behavior and response to the 
gear shifting system, three different gear-shifting scenarios 
were implemented: 

a) Manual gear Change 
b)  Sound Assisst  Gear change 
c) Automatic Gear shift  

The manual gear change scenario was a five-gear shifting 
system, which the user had to use the clutch for changing the 
gears. The sound assisted gear shift session aimed to assist the 
driver when the wrong gear is being used based on the rpm. 
Therefore, if the driver is using low gear with rpm value more 
than 4800, a warning sound is sent to the driver, asking him to 
upshift the gear. In the automatic gear scenario, the driver does 
not need to change the gears and only use accelerator and 
braking pedal. 

The driving task was implemented in a two-lane motorway 
section, with 3.5 meters width and an emergency line. At the 
beginning of the simulation, the driver was located in the 

highway as shown in Figure 5, with a lead vehicle in front, 
located at 70 meters of distance. Vertical cones placed along 
the road at every 15 meters that prevent the driver from taking 
over the lead vehicle. Driving task includes three braking 
phases with different speeds in section A. The participants 
asked to follow the lead vehicle and brake or accelerate while 
maintaining a safe distance with the lead vehicle. 

After the third braking phase, the participants were asked 
to take over the lead vehicle in section B, by a takeover 
command that pops up on the screen. As it is shown in figure 
6, in this section, there was two ISO chicane implemented in 
the scenario with vertical cones. Before the chicane, two 
trucks with amber lights and direction sign are implemented 
in the scenario in order to guide the vehicle through the 
chicane. The participants were asked to perform the chicane 
at speed of 50 km/h. 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Simulator Cabin and Visual  

 
 
 
 
 
 

Figure 6. Driving task and sections 

An example of the motion platform feedback for the yaw 
angle and longitudinal motion platform position is shown in 
Figure 7. The cabin reaches the minimum platform limitations 
at the end of each braking phase and returns to the zero 
position for the next maneuver. 
 
 
 
 
 
 
 
 
 

Figure 7. Simulator motion platform position 

C. Driving task and visual scenario 

The participants evaluated the simulation session with 
reference to motion cueing feedback using a set of 
questionnaires. The first one asked the participants to specify 
their satisfaction level for the motion cues, during specific 
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maneuvers. Then, participants filled in a simulator sickness 
questionnaire developed by Kennedy [13], in order to 
investigate motion sickness on the participants. The 4-point 
Likert scale used for the simulator sickness questionnaire and 
the 5-point Likert scale for driving simulation session 
evaluation are shown in Table V. 

TABLE V. LIKERT SCALE   

Simulator Sickness 
Questionnaire 

Driving simulation evaluation 
questionnaire 
 

None: 0 Totally Disagree: 1 
Slight: 1 Disagree: 2 
Moderate: 2 Undecided: 3 
Severe: 3 Agree: 4 
- Totally Agree: 5 

 RESULTS 

The results of the experiment are presented in three 
sections. The first two sections are the results of two 
questionnaires. While in the last section, simulated vehicle 
data and motion platform cues were used to compare 
participants’ gear shifting behavior. 

A.  Participants Simulation Evaluation Questionnaire 

The driving simulation evaluation questionnaires with 14 
questions and the median of the answer to the 5-point Likert 
scale are shown in Table VI. The questionnaire designed to 
evaluate the subject’s motion perception in the driving task, 
which may be subjective to the experience and expectation of 
the drivers. The answers to the session evaluation 
questionnaires shows that the participants were satisfied with 
the motions in the simulator for the automatic session, while 
for the movement on the second chicane higher speed and 
helping the control of the vehicle for the manual and assisted 
scenario most of the users were undecided. 

TABLE VI. SIMULATION EVALUATION QUESTIONNAIRE 

Questions session 
1 2 3 

1. I had a realistic driving experience 4 4 4 
2. I drove as I normally would 4 4 4 
3. Cabin movements were realistic 4 4 4 
4. Cabin movements helped control the car 3 3 4 
5. In the overtaking maneuver, the movements of the cabin 
were realistic 

4 4 4 

6. The movements of the cabin did not cause me any 
problem when I had to go back to the straight line after the 
chicane 

4 4 4 

7. The movements of the cabin in the first chicane were 
realistic 

4 4 4 

8. The movements of the cabin in the second chicane were 
realistic 

3 3 4 

9. The movements of the cabin in turning were not 
exaggerated compared to those of a real car 

4 4 4 

10. While accelerating, the movements were realistic 4 4 4 
11. While braking, the movements were realistic 4 4 4 
12. When accelerating and braking immediately, the cabin 
movements were realistic 

4 4 4 

13. When braking and accelerating immediately, the cabin 
movements were realistic 

4 4 4 

14. The movements were pleasant and not troublesome 4 4 4 

B. Motion Sickness 

The registered the simulator sickness questionnaire (SSQ) 
calculated with SSQ scoring described by Kennedy [14] are 
shown in Table VII, where the sub scores for three sickness 
symptoms of Nausea(N), Oculomotor disturbances(O), 
Disorientation (D) is shown together with the Total Score 
(TS). All Sessions belongs to no symptom’s category 
regarding the median. Considering the mean, the, “Assisted” 
and “Automatic” Sessions makes negligible symptoms, 
whereas the “Manual” session illustrates more simulation 
sickness symptoms. 

TABLE VII. SIMULATOR SICKNESS QUESTIONNAIRE  

Manual 
Score N O D TS 
Mean 9.04 9.57 19.8 13.6 
Median 0 0 0 0 

Assisted 
Score N O D TS 
Mean 5.02 3.19 2.93 4.33 
Median 0 0 0 0 

Automatic 
Score N O D TS 
Mean 2.01 1.20 2.20 1.97 
Median 0 0 0 0 

C.  Vehicle dynamics and motion platform results 

The simulated vehicle data are used to investigate the 
effect of different gear change scenario for the requested 
driving task. The within-group variation analysis conducted 
by disregarding the outliers for braking, take over and chicane 
maneuver. Figure 8 shows the revolutions per minute (RPM) 
of the engine when the vehicle is entering to the chicane, 
although there is no significant difference using Wilks 
Lambda test (Table VIII). The variations of the rpm is much 
lower in automatic gear shifting system comparing to the other 
sessions. However, the Wilks’ lambda test is not showing a 
significant difference between sessions. 

TABLE VIII. MAXIMUM ENGINE RPM IN SECTION B 

Variable 
Within subjects (Wilks’ Lambda) 

DF e. DF F Sig. 

Max engine rpm 2 16 1.698 0.214 

Figure 8. Maximum engine RPM in section B 

The maximum deceleration in the first braking phase was 
found significantly different between the scenarios as shown 
in Table IX with the Wilks Lambda test. The results suggest 
that the maximum deceleration is different in the first braking 
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phase (Fig. 9). Therefore, the participants brake harder when 
using automatic gear change in the first braking phase, but 
then user adopts to the vehicle, and therefore for the other 
braking phases the maximum deceleration is not different and 
remain in the same range. 

TABLE IX. MAX LONGITUDINAL DECELERATION IN SECTION A 

Variable Phase 
Within subjects (Wilks’ Lambda) 
DF e.DF F Sig. 

Maximum 
deceleration 

1 2 17 3.870 0.044 
2 2 13 2.464 0.124 
3 2 15 1.036 0.379 

 
 
 
 
 
 
 
 
 

Figure 9. Maximum deceleration in braking in Section A 

The maximum lateral acceleration in section B with 
chicane maneuver investigate using the within-subject Wilks’ 
Lambda test (Table 10). However, in this case, no significant 
difference observed between sessions. Figure 10 shows the 
maximum lateral acceleration and variations during the 
chicane maneuver at section B. 

TABLE X. MAXIMUM LATERAL ACCELERATION IN SECTION B 

Variable 
Within subjects (Wilks’ Lambda) 

DF e. DF F Sig. 

Lateral acceleration 2 10 1.406 0.29 

 

 
 
 
 
 
 
 

Figure 10. Maximum lateral acceleration at chicane in Section B 

 CONCLUSION AND FUTURE WORK 

The increasing demand for driving simulation in the 
design of vehicle and driver assistant systems needs powerful 
simulators that can provide full stimuli for the drivers. This 
study aimed to investigate the motion cueing feedback in the 
driving simulator with different gear changing system. The 
developed vehicle dynamics model in MATLAB-Simulink 
described in detail together with the specifications of the 
2DOF simulator and the Motion Cueing Algorithm. 

Driving simulator experimentation with 19 participants 
was conducted in the car following/braking scenario, 
overpassing and chicane maneuver. The subjective evaluation 

of the motion feedback on participants is carried out with the 
use of the simulator evaluation questionnaire and the 
simulator sickness questionnaire. The simulator sickness 
scores showed no symptoms of sickness during the sessions, 
and the result of the session evaluation questionnaire showed 
that the motion cueing feedback was favorable by most of the 
participants and increased the immersion in the virtual 
environment.  

The investigation of the motion platform accelerations 
showed no significant difference in driver control input and 
output of the vehicle model with different gear shifting 
scenario. Only the maximum deceleration for the first braking 
phase found different by comparing three scenarios. But this 
effect did not continue over the whole simulation. From the 
results of this study, one may conclude that different gear 
change system did not significantly affect the driver’s 
behavior and the perception of the motion cueing feedback. 

REFERENCES 
[1] R. Lobjois, I. A. Siegler, and F. Mars, “Effects of visual roll on 

steering control and gaze behavior in a motorcycle simulator,” 
Transp. Res. Part F Traffic Psychol. Behav., vol. 38, pp. 55–
66, 2016. 

[2] A. Kemeny and F. Panerai, “Evaluating perception in driving 
simulation experiments,” Trends Cogn. Sci., vol. 7, no. 1, pp. 
31–37, 2003. 

[3] A. Berthoz, W. Bles, H. H. Bülthoff, B. J. Correia Grácio,  P. 
Feenstra,  N. Filliard et al., “Motion scaling for high-
performance driving simulators,” IEEE Trans. Human-
Machine Syst., vol. 43, no. 3, pp. 265–276, 2013. 

[4] G. Reymond and A. Kemeny, “Motion Cueing in the Renault 
Driving Simulator,” Veh. Syst. Dyn., vol. 34, no. 4, pp. 249–
259, 2000. 

[5] L. Nehaoua, H. Arioui, S. Espié, H. Mohellebi “Motion Cueing 
Algorithms for Small Driving Simulator" , pp. 3189–3194, 
2009. 

[6] D. Cleij, J. Venrooij, P Pretto, M. Katliar, H.H. Bülthoff , D. 
Steffen et al., “Comparison between filter- and optimization-
based motion cueing algorithms for driving simulation,” 
Transp. Res. Part F Traffic Psychol. Behav., pp. pp. 53-68, 
2016. 

[7] A. Haj-Fraj and F. Pfeiffer, “Simulation of Gear Shift 
Operations in Automatic Transmission,” IFAC Proc. Vol., vol. 
31, no. 27, pp. 85–90, 1998. 

[8] F. Vienne, S. Caro, L. Désiré, J. Auberlet M, F. Rosey, and E. 
Dumont, “Driving simulator: an innovative tool to test new 
road infrastructures,” pp. 10p, 2014. 

[9] S. Espié and J. M. Auberlet, “ARCHISIM: a behavioural multi-
actors traffic simulation model for the study of a traffic system 
including ITS aspects,” Int. J. ITS Res., vol. 5, pp. 7–16, 2007. 

[10] N. Ghasemi, H. Imine, A. Simone,C. Lantieri , V. Vignali V.,K. 
Finamore, Longitudinal motion cueing effect on driver 
behaviour: a driving simulator study, Adv. Transp. Stud., pp. 
91-102, 2019. 

[11] A. Simone, M. Carpinone, C. Lantieri, and H. Imine, 
“Development and validation of a powertrain model for low-
cost driving simulators,” Adv. Transp. Stud., pp 85-100, 2017. 

[12] J. P. Pauwelussen, Essentials of vehicle dynamics, 
Butterworth-Heinemann, 2015.  

[13] R.S. Kennedy, J. M. Drexler, D. E. Compton, K. M. Stanney, 
D. S. Lanham, , D. L. Harm, “Configural scoring of simulator 
sickness, cybersickness and space adaptation syndrome: 
similarities and differences,” Virtual Adapt. Environ. Appl. 
Implic. Hum. Perform, pp. 247–278, 2003. 

 

m
 / 

s2 

 

m
 / 

s2 

83Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-795-5

VEHICULAR 2020 : The Ninth International Conference on Advances in Vehicular Systems, Technologies and Applications

Powered by TCPDF (www.tcpdf.org)

                            92 / 92

http://www.tcpdf.org

