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Foreword

The Twelfth International Conference on Building and Exploring Web Based Environments (WEB
2024), held between March 10 – 14, 2024, continued the inaugural conference on web-related
theoretical and practical aspects, focusing on identifying challenges for building web-based useful
services and applications, and for effectively extracting and integrating knowledge from the Web,
enterprise data, and social media.

The Web has changed the way we share knowledge, the way we design distributed services and
applications, the way we access large volumes of data, and the way we position ourselves with our
peers.

Successful exploitation of web-based concepts by web communities lies on the integration of
traditional data management techniques and semantic information into web-based frameworks and
systems.

We take here the opportunity to warmly thank all the members of the WEB 2024 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to WEB 2024. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the WEB 2024 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that WEB 2024 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of Web-based
environments.

We are convinced that the participants found the event useful and communications very open.
We also hope that Athens provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city.
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Taketoshi Ushiama, Kyushu University, Japan

WEB 2024 Publicity Chairs
Sandra Viciano Tudela, Universitat Politecnica de Valencia, Spain
José Miguel Jiménez, Universitat Politecnica de Valencia, Spain

                             2 / 13



WEB 2024

Committee

WEB 2024 Steering Committee
Michel Jourlin, Jean Monnet University, Saint-Etienne, France
Daniela Marghitu, Auburn University, USA
Erich Schweighofer, University of Vienna - Centre for Computers and Law, Austria
Mariusz Trzaska, Polish-Japanese Academy of Information Technology, Poland
Taketoshi Ushiama, Kyushu University, Japan

WEB 2024 Publicity Chairs
Sandra Viciano Tudela, Universitat Politecnica de Valencia, Spain
José Miguel Jiménez, Universitat Politecnica de Valencia, Spain

WEB 2024 Technical Program Committee

Muhammad Abulaish, South Asian University, New Delhi, India
Jamal Al Qundus, Middle East University, Jordan
Ali A. Alwan Al-juboori, Ramapo College of New Jersey, USA
Jesús M. Almendros-Jiménez, University of Almería, Spain
Leonidas Anthopoulos, University of Thessaly, Greece
Leandro Antonelli, Lifia | Universidad Nacional de La Plata (UNLP), Argentina
Hammache Arezki, Mouloud Mammeri University, Algeria
Vahid Ashrafimoghari, Stevens Institute of Technology, USA
Sofia Athenikos, Vericast, USA
Ismail Badache, LIS INSPE Aix-Marseille University, France
Maxim Bakaev, Novosibirsk State Technical University, Russia
Efthimios Bothos, Institute of Communications and Computer Systems (ICCS), Athens, Greece
Christos J. Bouras, University of Patras, Greece
Tharrenos Bratitsis, University of Western Macedonia, Greece
Rodrigo Capobianco Guido, São Paulo State University (UNESP), Brazil
Danilo Cavaliere, Università degli Studi di Salerno, Italy
Dickson Chiu, The University of Hong Kong, Hong Kong
Stefano Cirillo, University of Salerno, Italy
Toon De Pessemier, Ghent University, Belgium
Mohd Fazil, Madanapalle Institute of Technology & Science, India
Annamaria Ficara, University of Palermo, Italy
Giacomo Fiumara, Università degli Studi di Messina, Italy
Raffaella Folgieri, Università degli Studi di Milano, Italy
Piero Fraternali, Politecnico di Milano, Italy
Marco Furini, University of Modena and Reggio Emilia, Italy
Jose Garcia-Alonso, University of Extremadura, Spain
Dion H. Goh, Nanyang Technological University, Singapore
Ramesh Gorantla, Arizona State University, USA
Denis Gracanin, Virginia Tech, USA

                             3 / 13



Tor-Morten Grønli, Kristiania University College, Norway
Zhen Guo, Virginia Tech, USA
Allel Hadjali, LIAS/ENSMA, Poitiers, France
Yuntian He, The Ohio State University, USA
Sebastian Heil, Technische Universität Chemnitz, Germany
Tzung-Pei Hong, National University of Kaohsiung, Taiwan
Hamidah Ibrahim, Universiti Putra Malaysia, Malaysia
Yuji Iwahori, Chubu University, Japan
Ivan Izonin, Lviv Polytechnic National University, Ukraine
Girish Nath Jha, School for Sanskrit and Indic Studies - JNU, New Delhi, India
Hermann Kaindl, Technischen Universität Wien, Austria
Roula Karam, Antares Vision, Italy
Sotirios Karetsos, Agricultural University of Athens, Greece
Hassan A. Karimi, University of Pittsburgh, USA
Sang-Wook Kim, Hanyang University, Korea
Pinar Kirci, Istanbul University-Cerrahpasa, Turkey
Fotis Kokkoras, University of Thessaly, Greece
Samad Kolahi, UNITEC, New Zealand
Anirban Kundu, Netaji Subhash Engineering College (under MAKAUT) / Computer Innovative Research
Society, West Bengal, India
Yicong Li, University of Technology Sydney, Australia
Bingyan Liu, Peking University, Beijing, China
Claudio Lucchiari, Università degli studi di Milano, Italy
Avinash Malik, UniversityofAuckland, New Zealand
Antonio Mallia, New York University, USA
Daniela Marghitu, Auburn University, USA
Abdul-Rahman Mawlood-Yunis, Wilfrid Laurier University, Waterloo, Canada
Michele Melchiori, Università degli Studi di Brescia, Italy
Amin Mesmoudi, LIAS/ University of Poitiers, France
Manfred Meyer, Westfälische Hochschule - University of Applied Sciences, Bocholt, Germany
Héctor Migallón, Miguel Hernandez University, Spain
Li Mingming, JD.com Beijing, China
Elvismary Molina De Armas, PUC-Rio University, Brazil
Debajyoti Mukhopadhyay, Mumbai University, India
Prashant R. Nair, Amrita Vishwa Vidyapeetham University, India
Mai Neo, Multimedia University, Malaysia
Alexey Noskov, Philipps University of Marburg, Germany
Mahda Noura, Technische Universität Chemnitz, Germany
Guadalupe Ortiz, University of Cadiz, Spain
Giuseppe Palestra, HERO srl, Rome, Italy
Roberto Panerai Velloso, Universidade Federal de Santa Catarina, Brazil
Giuseppe Patane’, CNR-IMATI, Italy
Vladia Pinheiro, University of Fortaleza, Brazil
Laura Po, University of Modena and Reggio Emilia, Italy
Agostino Poggi, DII - University of Parma, Italy
André Pomp, University of Wuppertal, Germany
Junaid Rashid, Sejong University, South Korea
Marek Reformat, University of Alberta, Canada

                             4 / 13



Tarmo Robal, Tallinn University of Technology, Estonia
Christophe Roche, Université Savoie Mont-Blanc, France
Federica Rollo, University of Modena and Reggio Emilia, Italy
Marek Rychly, Brno University of Technology, Czech Republic
Dheeman Saha, The University of New Mexico, USA
Fayçal Rédha Saidani, University of Mouloud Mammeri, Tizi-Ouzou, Algeria
Demetrios Sampson, University of Piraeus, Greece / Curtin University, Australia
Suzanna Schmeelk, St. John's University, USA
Mirco Schönfeld, University of Bayreuth, Germany
Cogan Shimizu, Wright State University, USA
Valentin Siegert, Technische Universität Chemnitz, Germany
Evangelos Stathopoulos, Institute Centre for Research and Technology Hellas (CERTH), Greece
George Tambouratzis, Institute for Language and Speech Processing - Athena R.C., Greece
Mariusz Trzaska, Polish-Japanese Academy of Information Technology, Poland
Taketoshi Ushiama, Kyushu University, Japan
Costas Vassilakis, University of the Peloponnese, Greece
Krzysztof Walczak, Poznan University of Economics, Poland
Xiaojie Wang, Amazon.com Inc., USA
Liang Wu, Airbnb, USA
Jasy Liew Suet Yan, Universiti Sains Malaysia, Malaysia
Yin Zhang, Texas A&M University, USA

                             5 / 13



Copyright Information

For your reference, this is the text governing the copyright release for material published by IARIA.

The copyright release is a transfer of publication rights, which allows IARIA and its partners to drive the

dissemination of the published material. This allows IARIA to give articles increased visibility via

distribution, inclusion in libraries, and arrangements for submission to indexes.

I, the undersigned, declare that the article is original, and that I represent the authors of this article in

the copyright release matters. If this work has been done as work-for-hire, I have obtained all necessary

clearances to execute a copyright release. I hereby irrevocably transfer exclusive copyright for this

material to IARIA. I give IARIA permission or reproduce the work in any media format such as, but not

limited to, print, digital, or electronic. I give IARIA permission to distribute the materials without

restriction to any institutions or individuals. I give IARIA permission to submit the work for inclusion in

article repositories as IARIA sees fit.

I, the undersigned, declare that to the best of my knowledge, the article is does not contain libelous or

otherwise unlawful contents or invading the right of privacy or infringing on a proprietary right.

Following the copyright release, any circulated version of the article must bear the copyright notice and

any header and footer information that IARIA applies to the published article.

IARIA grants royalty-free permission to the authors to disseminate the work, under the above

provisions, for any academic, commercial, or industrial use. IARIA grants royalty-free permission to any

individuals or institutions to make the article available electronically, online, or in print.

IARIA acknowledges that rights to any algorithm, process, procedure, apparatus, or articles of

manufacture remain with the authors and their employers.

I, the undersigned, understand that IARIA will not be liable, in contract, tort (including, without

limitation, negligence), pre-contract or other representations (other than fraudulent

misrepresentations) or otherwise in connection with the publication of my work.

Exception to the above is made for work-for-hire performed while employed by the government. In that

case, copyright to the material remains with the said government. The rightful owners (authors and

government entity) grant unlimited and unrestricted permission to IARIA, IARIA's contractors, and

IARIA's partners to further distribute the work.

                             6 / 13



Table of Contents

Transparency in Privacy Policies
Bianca Bartelt and Erik Buchmann

1

Powered by TCPDF (www.tcpdf.org)

                               1 / 1                             7 / 13



Transparency in Privacy Policies
Bianca Bartelt

Fraunhofer Institute for Computer
Graphics Research (IGD), Darmstadt, Germany

Email: bianca.bartelt@igd.fraunhofer.de

Erik Buchmann
Dept. of Computer Science, Leipzig University

Center for Scalable Data Analytics and Artificial
Intelligence (ScaDS.AI) Dresden/Leipzig, Germany

Email: buchmann@informatik.uni-leipzig.de

Abstract—Privacy policies are a fundamental concept of the
General Data Protection Regulation (GDPR). A privacy policy
informs the customers how the organization collects, uses, stores,
and shares personal information, and which privacy rights exist.
However, a privacy policy can only fulfill this purpose if it is
transparent for the customer. In this paper, we analyze 534
privacy policies from the German Top-100 web shops over 7
years, starting in 2016. We want to find out whether changes in
data protection regulations and related events had an impact
on transparency in privacy policies. Furthermore, we want
to compare our results with international findings. We define
transparency as readability and discoverability of mandatory
information. We observed that the GDPR has increased the
length of German privacy policies, but also the discoverability
of mandatory information. However, the GDPR has not made
the policy texts easier to read. This is in line with international
studies, that used a different approach to analyze transparency.

Index Terms—Privacy Policy, Transparency, GDPR

I. INTRODUCTION

Privacy policies are essential for any digital service. Such a
policy demonstrates the service’s commitment to the responsi-
ble handling of customer data by explaining how personal data
is collected, used, stored and/or shared with another company
or organization. It empowers customers to control their data,
by outlining fundamental customer rights, such as the right to
access, correct, or delete information. Finally, privacy policies
allow the customers to assess their risks associated with data
breaches, misuse, or unauthorized access.

The content of a privacy policy depends on the organi-
zation, its activities, and legal requirements of the country
it operates in. Important information for the customers can
be represented in various ways and different places. For this
reason, the General Data Protection Regulation (GDPR) [1]
defines transparency as a requirement for privacy policies.

We want to quantify how transparency has changed in the
privacy policies of web shops over time. Transparency has
many different aspects and definitions [2]. We define it as
(a) the readability of the text body of the policy and (b) the
discoverability of information that are mandatory for privacy
policies according the GDPR. Other aspects of transparency,
e.g., correctness, completeness or the use of technical terms,
would require internal knowledge of the organization that
published the policy, or do not make sense for privacy policies.

Anecdotal evidence indicates that privacy policies have
become longer and more structured in the last years, but
it remains unclear whether this has led to more or less
transparent policies. In order to explore this, we have collected

534 privacy policies from the German Top-100 web shops
from 2016 to 2022, and we analyzed them with text statistics
and Natural Language Processing (NLP).

The work closest to us is [3], which investigates the impact
of the GDPR on EU privacy policies from 2016 and 2019.
With 470 participants from Amazon mechanical turk, the study
manually assessed the visual improvement of privacy policies
after the GDPR became active. It shows that in general, the
visual appearance of EU privacy policies has indeed improved
from a subjective user perspective. However, the EU consists
of many regions with distinct cultural and juridical attitudes.
Thus, we strive to find out whether this also applies for
German privacy policies, and whether such an analysis can
be automated. We make the following contributions:

• We describe an approach to fetch and clean privacy
policies from public sources, such as the Internet Archive.

• We measure transparency as readability and discoverabil-
ity, using readability metrics and NLP.

• We compare our findings with previous work on interna-
tional privacy policies.

We learned that the GDPR has increased the median length
of the policies by 325%, but did not reduce the high demands
on the reading skills required. However, the GDPR had a pos-
itive impact on the discoverability of important information.
In comparison with international studies, we found that the
GDPR indeed not only standardized the content of the privacy
policies, but also the readability and discoverability.

Paper structure: Section II reviews related work. Sec-
tion III outlines data selection and cleansing. The Sections IV
and V analyze readability and discoverability. Section VI
summarizes our findings, and Section VII concludes.

II. RELATED WORK

This section introduces transparency, readability and NLP.

A. Transparency and the GDPR

Art. 5 GDPR [1] and the corresponding Recital 39 state that
lawful and fair processing of personal data requires transparent
information to the persons concerned, and makes transparency
a fundamental principle. Recital 58 defines transparency as
“any information (· · · ) be concise, easily accessible and easy
to understand, and that clear and plain language (· · · ) be
used.” Thus, it is important, that the information is presented in
a clear language. It must also be easy to find, without browsing
the small print of a lengthy privacy policy.

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-143-5
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Art. 12ff. GDPR specifies which information must be made
transparent. This is (i) how personal data is collected and
handled, and (ii) the privacy rights of the data subject. (i)
includes which categories of data are collected, the purpose
of processing of the collected data and the time after which
the data is deleted. If the data is transferred to third parties,
the recipients must be made transparent. In addition, contact
information of the organization, its representatives and (if
present) its privacy officer must be made public. (ii) includes
the rights to access (Art. 15), to rectification (Art. 16), to
erasure (Art. 17), to restriction of processing (Art. 18), to
be notified (Art. 19), to data portability (Art. 21), to object
(Art. 22) and to involve an authority (Art. 77). If the data
processing depends on a consent, it must be clear how to
withdraw the consent (Art. 7).

B. Text Features and Readability Metrics

Understandability is an important aspect of transparency.
Readability metrics quantify understandability by calculating
an index value from statistical text features. Such features
are different for each language. Thus, the parameters are
gauged for each language, based on reference texts. The
Flesch-Reading-Ease (FRE ) maps the average length of a
sentence ASL and the average number of syllables per word
ASW to a scale: FRE = 180 − ASL − (ASW · 58.5).
Numbers below 30 indicate texts that are very difficult to
read [4]. The 4th. “Wiener Sachtextformel” (WSF ) has been
specifically designed for German texts. Besides ASL, it also
considers the percentage of three- and polysyllabic words
(MS) [5]: WSF = 0.2744 · MS + 0.2656 · ASL − 1.693.
The resulting value represents a reading competence between
the 4th and 15th grade of a (hypothetical German) school, i.e.,
low numbers indicate better readability.

TABLE I
READABILITY METRICS.

Readability FRE WSF
very hard 0-30 13-15

hard 30-50 12
rather hard 50-60 11

medium 60-70 9-10
rather simple 70-80 7-8

simple 80-90 6
very simple 90-100 4-5

Table I maps the index values to reading competences. Other
metrics produce comparable results, e.g., the Lasbarhetsin-
dex [6] or the Gunning Fog Index [4].

C. Natural Language Processing

A broad range of NLP technologies has been proposed
to automatically process natural language [7] [8]. Typically,
the first processing step of NLP is Tokenization [9], which
separates the text body into entities, such as words, punctua-
tion, dates or symbols. Those tokens can be further processed,
e.g., with Part-of-Speech (PoS) tagging [10]. PoS tagging
assigns labels to tokens that tell if a token is a noun, verb,

adverb, conjunction word, etc. PoS taggers use models that
are gauged or trained for the sentence structure of a language.
Lemmatization [11] derives the base forms of words, e.g.,
translates a token “Transferral” to “transfer”. Stemming [12]
goes beyond that, by removing and replacing suffixes to obtain
the root form of a word. The root of “Transferral” would be
“transferr”. Both approaches can be used to normalize a text.

The term frequency–inverse document frequency (TF-IDF)
quantifies how well a word distinguishes a certain text from
a set of other texts [13]. For example, the token “privacy”
appears frequently in all privacy policies, and does not allow
to tell them apart. But it might be suitable to distinguish a
privacy policy from security specifications. TF-IDF computes
the relative frequency of a term within a document, multiplied
with the logarithmically scaled inverse fraction of the docu-
ments that contain the term.

III. DATA SELECTION AND CLEANSING

Our research objective is to assess the development of
transparency in privacy policies. We are interested to see
whether changes in the legislation or events with a large impact
on the customer’s attitudes towards privacy have led to more
or less transparent policies. Such events include the EU-wide
activation of the GDPR in 2018 [1], the cancellation of the
EU-US Privacy Shield [14] in 2020, and in Germany the
data leakages connected with Facebook and Covid 19 tests in
2021 [15]. Furthermore, we want to find out to which extent
it is possible to do this automatically, to evaluate a large
number of policies. Our research approach consists of five
steps: Data Collection, Data Cleansing, Readability Analysis,
Discoverability Analysis and Transparency Evaluation.

A. Data Collection

Observations show that the perception of privacy risks and
the everyday implementation of privacy regulations depend
on the society. We focus on privacy policies from German
web shops, because we are familiar with the social events and
trends necessary to interpret our analysis results. We are inter-
ested in policies from 2016-2022. This allows us to compare
our findings with an international study [3], which analyzed
policies from 2016 and 2019. In this study, participants from
Amazon mechanical turk manually assessed privacy policies
collected in the EU, i.e., across different societies.
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Figure 1. Privacy policies per year.
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To fetch the privacy policies from different years, we
implemented a Python script that downloads policies not only
from the Internet, but also from the Internet Archive [16].
An input parameter of this script is a list of links to privacy
policies. We obtained this list from a Top-100 ranking of
German business-to-consumer web shops with the highest
revenues [17]. Because some web shops have modified the
URLs to their privacy policies over the years or generate the
policy depending on user interactions on the fly, our script
failed to download some policies. Figure 1 shows the number
of downloaded policies per year. We obtained a complete set
of policies over the entire study period for 32 web shops. For
28 further web shops, the policy from one year of the study
period could not be downloaded. In total, we obtained a body
of 534 policies.

B. Data Cleansing

The privacy policies were downloaded in a HTML format.
They must be cleansed and filtered for further analyses. We
used the Python library “BeautifulSoup” [18] to parse the
HTML code, and we removed header, footer, navigation bars,
menu entries and any HTML tags that are not necessary to
analyze the structure and contents of a privacy policy. This
reduced the size of the data set by 70%. Figure 2 provides a
running example of such a cleansed privacy policy.

1 <body>
2 <div id=”content”>
3 <h1>1. Data We Are Gathering About You</h1>
4 When you sign up for a service, we collect your

contact information. We collect and use account
data to process payments.

5 </div>
6 </body>

Figure 2. Cleansed privacy policy.

Note that we we have translated this example to English for
better understanding – our policies were written in German.
Further processing steps need to be different for the assessment
of readability and discoverability.

IV. READABILITY OF PRIVACY POLICIES

In this section, we want to quantify the readability of the
policies with text statistics and readability metrics. We there-
fore need to pre-process our data set. We filtered out any text
that is not a full sentence, e.g., headlines and enumerations,
by using BeautifulSoup and regular expressions.

1 When you sign up for a service, we collect your contact infor−
2 mation. We collect and use account data to process payments.

Figure 3. Pre-processed policy for readability analyses.

Figure 3 illustrates the result with our running example.
This reduced the size of the downloaded data set to 42%.
Some policies were not parsable, e.g., due to texts generated

by JavaScript. This resulted in texts too short for a meaningful
statistical analysis. We removed any policy from our data set
that had less than 500 characters left. A threshold of 500
characters corresponds to 6-8 German sentences on average.
At the end, we obtained 439 cleansed, pre-processed and
filtered policies for our analyses.

We start with text statistics. In general, a policy that contains
the same mandatory information with less or shorter words and
less or shorter sentences is more readable and therefore more
transparent, than a long text with long words. Figures 4 and
5 show the number of words and the number of sentences of
our privacy policies (without headlines and enumerations) for
each year between 2016 and 2022. The boxes show the 25%
and 75% quartiles and the median values. The whiskers end at
last value equal or smaller than 1.5 interquartile range. Dots
represent outliers.
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Figure 4. Words.
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Figure 5. Sentences.

The figures show a significant increase both in the number
of words and the number of sentences in 2018, the year of
the activation of the GDPR. The median number of words
more than doubled, the median number of sentences more than
tripled. We also see that the spread between the first and third
quartile increased, presumably due to different interpretations
of the level of detail needed to publish mandatory information.
We also see a smaller increase in the values in 2021. In
this year, the cancelled EU-US Privacy Shield [14] had to
be replaced. Furthermore, 2021 was notorious in Germany for
its data privacy scandals [15].
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Figure 6. Words per sentence.
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Figure 7. Characters per word.

Typically, German public media use 12-15 words per sen-
tence, and 6-8 characters per word on average [19]. Figures 6
and 7 show the number of words per sentence and the number
of characters per word for our policies. To our surprise, the
median of the number of characters per word did not change
over years, and remained in the typical range for public media.
Furthermore, we observed that the activation of the GDPR
resulted in shorter sentences, which are more readable than
long sentences. Observe that the median number of sentences
rises each year to a similar extent as the median number of
words per sentence falls, i.e., even if the policies tend to grow,
the length of the sentences decrease.
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Year
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Figure 8. Flesch Reading Ease.

Finally, we compute the readability metrics. Figure 8 shows
the FRE for our policies. We have observed similar results with
the “Wiener Sachtextformel”. Both metrics were calculated
with the “Textstat” library [20]. Surprisingly, the median of

the required reading skills hardly changes over the years.
According to Table I, the FRE indicates that the median policy
is “hard” to read, close to “very hard”. A FRE below 30
corresponds to the reading competence of an academic.

In addition, the range between the 25% and the 75% quar-
tiles increased with the activation of the GDPR. In particular,
the lower quartile expanded significantly. Since lower numbers
indicate less readable texts, this means that with the activation
of the GDPR, a significant share of the policies have been
rewritten in a less readable, less transparent manner. This
situation has even worsened in 2021.

V. DISCOVERABILITY

In this section, we analyze the discoverability of mandatory
information in privacy policies. Recall that we do not assess
correctness or completeness. Table II lists the six classes of
information we are focusing on (cf. Section II):

TABLE II
CLASSES OF INFORMATION.

Class Description
1 Storage period
2 Categories of data
3 Purpose of processing
4 Recipients of data
5 Contact information
6 Rights of the data subject

This information must not be hidden within the text body,
but highlighted to some extent. Thus, we pre-process our
policies by filtering the HTML tags for headlines (h1, h2,
h3, h4, h5, h6) and bold texts (b, strong) with BeautifulSoup,
as shown in Figure 9. Note that there might be options to
highlight text in HTML, which we cannot recognize with this
procedure, e.g., by using JavaScript or style sheets to create
or re-purpose tags that are non-highlighting by default.

1 1. Data We Are Gathering About You

Figure 9. Pre-processed policy for discoverability analyses.

We did not find pre-trained NLP classifiers that produce
accurate results on German privacy policies. Thus, we had to
build our own classification toolchain. Therefore, we tokenized
the highlighted lines of text first, and we used Part-of-Speech
tagging [10] from the Textstat library [20] to remove any
characters except nouns and verbs.

1 data; gather

Figure 10. After tokenization, filtering and lemmatization.

We reduced the remaining words to their basic forms
(Lemmatization), and removed duplicats if present. Figure 10
illustrate the result of this pre-processing. Finally, we removed
any words with no meaning for our classification, e.g., “privacy
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Figure 11. Discoverability of mandatory information.

policy” or “cookie”. In total, we obtained 327,782 highlighted
lines of text with an average length of 27 characters.

To classify our tokenized, filtered and lemmatized lines,
we manually generated a reference data set of the 250 most
frequent combinations of tokens. We labeled them manually
with the classes shown in Table II. For example, {data; gather}
would be labeled with “Categories of data”, because such a
headline in a privacy policy announces an explanation on the
data collected. We used the Python library “scikit-learn” [21]
for the classification. In particular, we computed the cosine
similarities between the term TF-IDF vectors of our labeled
reference data set and our highlighted lines of texts. We
assigned a highlighted text with a class label, if the cosine
similarity set was better than 0.75. With this threshold, we
obtained a classification accuracy of 90%.

Figure 11 shows the percentage of classes identified in
the highlighted lines of our 439 privacy policies. A 86% in
Figure “Contact information” for 2021 means, that in 86% of
all inspected privacy policies fom 2021 a highlighted line of
text exists that addresses options to contact the data collector.
The numbers represent lower bounds, because we do not have
100% accuracy and cannot find texts highlighted with unusual
tags. Nevertheless, it shows tendencies:

Because the GDPR requires to make certain information
visible, there is a significant increase in 2018 over all classes.
There exist classes of information that are easy to find in
almost all privacy policies. In particular, this is contact data
and the enumeration of the rights of the data subject. These
rights can be copied from the GDPR and are the same for every
organization. Observe that policies from before 2018 had to
grant corresponding rights from the national predecessor of
the GDPR (“Bundesdatenschutzgesetz” [22]).

There are classes of mandatory information that potentially
conflict with the business interests of a company, e.g., for how
long personal data is stored and which categories of data are
collected. Figure 11 shows that such information indeed is less
likely to be discoverable in a German privacy policy.

Figure 12 provides a heatmap of discoverable information.
The fields count the privacy policies that show a certain

number of mandatory information easily discoverable in a
certain year. For example, consider the “18” in the field for 3
classes of discoverable information in 2020. This means that
from our body of downloaded privacy policies a total of 18
announced 3 different classes of mandatory information in a
highlighted part of the policy text.
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Figure 12. Discoverable information.

The figure shows an increase of +18% to +34% in discov-
erable information due to the activation of the GDPR, and an
ongoing tendency to highlight more information.

VI. TRANSPARENCY IN PRIVACY POLICIES

In this section, we discuss our findings on transparency
on German privacy policies, and we compare them with
international studies.

We have defined transparency for privacy policies from
the external perspective of the intended auditory. From this
perspective, transparency can be understood as readability and
discoverability of information on data handling practices and
on rights of the data subject. The GDPR makes it mandatory
for each organization to lay open such information, if personal
data is handled.

Our readability analysis has shown, that German privacy
policies require a reading competence on high school level.
The effect of the GDPR was that the required reading level
for a part of policies went to the level “academic”, while
the median level did not change, and the policies generally
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became much longer. We also see an increase in the length of
the privacy policies in 2021. In this year, companies had to
circumvent the cancelled EU-US Privacy Shield [14] and many
data privacy scandals [15] gained public attention. Since this
had no impact on the reading levels, we assume that additional
statements were added to the policies that specifically address
these privacy issues.

Our discoverability analysis is more positive. It shows that
the GDPR has led to a large increase of the discoverabil-
ity of important privacy rights. Even the discoverability of
information that might be in conflict with business interests
has increased. The effect of other privacy-related events on
discoverability seems to be negigible. We conclude that the
GDPR makes a very positive contribution to the transparency
of privacy policies, and that organizations indeed react on
privacy issues that are of concern for its customers.

Past studies analyzed privacy policies from English-
speaking countries for their length [23], readability [24] [25]
or content and visual appearance [3]. The studies have a
broad focus, i.e., do not specifically analyze transparency and
consider a mixed set of privacy policies that includes different
cultural and juridical attitudes. The studies show that the length
of English policies also increased significantly due to the
activation of the GDPR. Similarly, the studies observed that
policies in general are difficult to read. We observed a FRE
median value of 33.4. A readability analysis [23] reports an
average FRE of 32.8 in the EU for 2018, and points out that
the average FRE for privacy policies worldwide in the same
year is 39.8 (still level “hard”, but slightly less demanding).

To the best of our knowledge, an international study on
discoverability does not exist. However, participants of a
study [3] found that the visual appearance of privacy policies
has been improved with the GDPR. This might indicate that
important information are easier to find, so that the policies
could be more transparent. We conclude that the GDPR not
only successfully standardized the content of privacy policies
through Europe, it also ensured that privacy policies became
more transparent, regardless of the languages used.

VII. CONCLUSION

The General Data Protection Regulation requires that pri-
vacy policies declare the handling of personal data and the
rights of the data subject in a transparent way. We have defined
transparency as (a) the readability of the policy texts and (b)
the discoverability of mandatory information in the policy. To
this end, we have analyzed 434 privacy policies from the
German Top-100 web shops from 2016 to 2022 with text
statistics, readability metrics and natural-language-processing.

We observed that the GDPR has increased the median
number of sentences by 325%. The GDPR increased the
discoverability of mandatory information, but it did not reduce
the high demands on the reading skills required. By comparing
our findings with studies on privacy policies in the EU and
globally, we found that the GDPR has not only standardized
the content of privacy policies, but also aligned their readabil-
ity and the information that needs to be highlighted.
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