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The fourth edition of the International Conference on Information, Process, and Knowledge
Management (eKNOW 2012) was held in Valencia, Spain, on January 30th – February 4th, 2012.
The event was driven by the complexity of the current systems, the diversity of the data, and
the challenges for mental representation and understanding of environmental structure and
behavior.

Capturing, representing, and manipulating knowledge was and still is a fascinating and
extremely useful challenge from both theoretical and practical perspective. Using validated
knowledge for information and process management and for decision support mechanisms
raised a series of questions the eKNOW 2012 conference was aimed at.

eKNOW 2012 provided a forum where researchers were able to present recent research results
and new research problems and directions related to them. The topics covered aspects from
knowledge fundamentals to more specialized topics such as process analysis and modeling,
management systems, semantics processing and ontology.

We take this opportunity to thank all the members of the eKNOW 2012 Technical Program
Committee as well as the numerous reviewers. The creation of such a broad and high-quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors who dedicated much of their time and efforts to contribute to the eKNOW
2012. We truly believe that, thanks to all these efforts, the final conference program consists of
top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the eKNOW 20102 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that eKNOW 2012 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in knowledge
management research.

We also hope the attendees enjoyed the beautiful surroundings of Valencia, Spain.

eKNOW 2012 Chairs
Jaime Lloret Mauri, Polytechnic University of Valencia, Spain
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Abstract— The evolution of static intranets to dynamic web 2.0 

based information systems is one way to provide space for the 

collaborative production of knowledge within an enterprise. 

Despite the fact that social software is now commonly provided 

for intra-company usage, this usage is below expectations in 

many cases. This paper, based on an exploratory case study in 

an international bank, shows the drawbacks as well as the 

drivers for the participative generation of knowledge using 

web 2.0 tools within an intranet. The findings, against the 

background of recent technology-oriented research, are three 

groups of possible barriers which are intertwined and 

therefore influence each other, namely organisational, cultural 

and technological barriers. Above all, the results of the case 

study suggest it is less meaningful to discuss if and how social 

software may or may not change organisations but to interpret 

the findings in a social science-based framework by taking the 

work of Boltanski & Chiapello and their understanding of the 

new forms of work organisation into consideration. This 

interpretation, while preliminary, suggests that employees 

using Web 2.0 software for knowledge production struggle 

with the ambiguity between the demands of these new forms of 

work and the existing, traditional organisational structures. 

Keywords - Intranet 2.0; Collaboration; Knowledge 

Production; Barriers; Enterprise 2.0  

I. INTRODUCTION 

Implementing interactive Web 2.0 based software for 
organisation internal usage is often accompanied by diffuse 
expectations, such as better knowledge management or 
increased productivity. However, current data shows that 
investment in collaboration software in many cases does not 
fulfill these intentions, as the usage of the tools is below 
expectations [1]. Nevertheless, social software based on web 
2.0 principles [2] [3] is widespread in enterprises [4] [5] [6] 
[7] [8]. Placing the focus on the internal usage of web 2.0 
based software, enterprises are now leaving the 1.0 era of 
intranets and turning to social intranets, providing blogs, 
wikis and features for social networking, such as user 
profiles, activity streams and microblogging [9]. Such 
intranet 2.0 platforms [10] are to be used by employees for 
information exchange, communication, networking, 
coordination and the collaborative production of knowledge. 
Driven by an IT industry hype, these projects focus on 
currently discussed Enterprise 2.0 concepts such as open 

communication, open information access, enhanced cross-
departmental collaboration and open innovation. However, 
the realisation of these aspects is below expectations [8]. 
Intranet 2.0 in the above sense is a subset of Enterprise 2.0 
aiming at the organisation´s internal communication and 
collaboration. Therefore findings of the current Enterprise 
2.0 discussion are highly relevant for intranet 2.0 projects.   

The term Enterprise 2.0 was proposed by McAfee [11] as 
“the use of emergent social software platforms within 
companies, or between companies and their partners and 
customers“. This marked the beginning of a lively and still 
ongoing discussion among researchers as well as 
practitioners about how enterprises may benefit from the 
usage of social media. The current discussion concerning 
“the deep impact on organisational and cultural changes“ of 
Enterprise 2.0 projects [12] considers the possible changes in 
the ways people communicate, share information, contribute 
and make decisions, due to the new active role of the users.  
But unfortunately these discussions are characterised by a 
lack of specific results and diffuseness. To date, there is little 
research into the interplay between the success rate of 
implementing Enterprise 2.0 initiatives, the organisation of 
work that manifests itself in the form of organograms, 
business process descriptions and standards within 
companies, and finally, norms and values which are rooted in 
a company’s corporate culture.  

The present paper, therefore, aims to fill part of this gap 
by presenting a case study on an intranet 2.0 project in an 
international bank: We analyse what the potential barriers as 
well as the potential drivers for the collaborative production 
of knowledge using social software are. Against the 
background of technology and business oriented research, 
we chose a more human-centred approach considering soft 
factors such as norms and values, attitudes and 
organisational paradigms that are all reflected in the rules 
and standards of the organisation. 

The paper is divided into five parts. In the introduction, 
the context is established and the problem as a gap is 
addressed. Section two begins by outlining the theory 
underpinning the research, and discusses how the term 
collaboration is embedded in the Enterprise 2.0 discussion. 
This part then reviews the literature concerning the 
organisational and cultural aspects of collaboration using 
social software and also considers a social science 
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perspective on work organisation in general. Since a 
substantial part of Enterprise 2.0 empirical research is 
documented in cases studies [13], we chose a case study 
approach, too. Our case study design and our research 
method in detail are described in section three. Section four 
focuses on the specific drivers and barriers as a result of the 
case study followed by a discussion of the results. The fifth 
and last section, the conclusion, discusses the consequences 
for future intranet 2.0 projects and includes an outlook for 
further research. 

II. COLLABORATIVE KNOWLEDGE PRODUCTION WITHIN 

THE INTRANET 2.0 

The amount of related literature that has been published 
on collaborative knowledge production within intranet 2.0 is 
very limited. For this reason, the more general question 
about whether the use of social software is adequate for 
knowledge workers to generate new knowledge was used as 
a starting point for the literature search: Levy [3] 
investigated how knowledge management could and should 
be enhanced in light of the Web 2.0 and states that the 
principles of Web 2.0 and Knowledge Management are very 
similar. Finally, she recommends adopting the participative 
nature of Web 2.0 for production and sharing of knowledge 
in organisations and suggests starting with wikis and blogs. 
Studies at Fraunhofer ISST [14] show that the use of Web 
2.0 in enterprises has its biggest impact on knowledge work, 
innovation and cooperation, although its potential is hardly 
exploited. Paroutis and Al Saleh [15] likewise state that 
blogs, wikis and other social software have distinct technical 
features that foster knowledge sharing. Stocker [16] as well 
shows in an empirical study that knowledge transfer within 
enterprises profits from wikis and blogs. Also current data on 
usage of Web 2.0 software in enterprises has shown benefits 
for knowledge management such as increasing speed of 
access to knowledge [4] and more efficient usage of explicit 
and tacit knowledge [6]. 

Looking closer at the development of “collaboration” as 
a term for people working together to reach a common goal, 
we find a close connection to the SLATES-concept of 
McAfee [11] that was extended to FLATNESSES by 
Hinchcliffe [17]. SLATES is an acronym for Search, Links, 
Authorship, Tags, Extensions, Signals and was created to 
provide a basic concept for Enterprise 2.0 software. The 
extensions added by Hinchcliffe [17] include Freeform, 
Network-oriented, Social, and Emergence. Software 
providing these features and characteristics empowers users 
to participate in and contribute actively to the information 
flow inside an enterprise and also across organisational 
borders, in the same way as they are used by social software 
platforms in the public web. By these means, Web 2.0 
principles such as transparency, accessibility and 
personalisation can find a way into an organisation. To sum 
up, electronic collaboration (E-Collaboration) can be seen as 
a special case of IT-supported cooperation to achieve a 
common goal with shared responsibility for the results [18] 
using software with its nucleus in Enterprise 2.0 strategies: 
Authoring (access to platforms to produce one’s own 

content), Social (not hierarchical, transparent) and Network-
oriented (Web-based, addressable  and reusable content). 

Enterprise 2.0 software enables freeform collaborative 
production of content without an imposed structure such as 
predefined business processes or hierarchical access rights 
[19]. According to Schachner and Tochtermann [20], the 
internal use of Web 2.0 software requires and/or leads to 
changes in the way people work together: self organisation 
instead of top down coordination in terms of spontaneous, 
mostly voluntary cooperation; open information flow instead 
of secretly working task forces; trust and openness to 
criticism instead of sanctioning mechanisms; and individual 
responsibility for “pulling” the necessary information. This 
goes hand in hand with a change in the mindset of the users, 
namely thinking in business models and solutions instead of 
concentrating on the technology. 

How Social Software Will Change the Future of Work is 
not only the subtitle of Cook´s book on Enterprise 2.0 [21] 
but also one of the central questions discussed in the 
Enterprise 2.0 community. On the one hand, the discourse is 
dominated by business consultants and analysts such as Don 
Tapscott [22], Dion Hinchcliffe [9] [17], Andrew McAfee 
[11] [19] and Niall Cook [21], many of who argue that social 
software is a driver of organisational and cultural changes. 
They believe that giving employees the technical possibility 
to collaborate eventually initiates the transformation of 
enterprises into, to some degree, non-hierarchical, self-
organised networked organisations with an open culture. On 
the other hand, authors with a knowledge management 
perspective suggest that an appropriate organisation and 
culture is a prerequisite for E-Collaboration rather than a 
consequence: Davenport [23] states in his blog that “the 
absence of participative technologies in the past is not the 
only reason that organisations and expertise are 
hierarchical”. Schneckenberg [24] also argues that 
organisational factors, such as adequate decision-making 
policies, corporate governance and value systems ingrained 
in the corporate culture, are preconditions for the acceptance 
and sustainable use of Web 2.0 technologies in companies. 
These findings suggest that flat hierarchies and transparency, 
either as a prerequisite or a consequence, are closely 
connected with successful E-Collaboration using social 
software as internal tools. 

For this reason, it seems useful to look closer at the aims 
and objectives behind fostering collaborative work and to 
also take the impact of the work organisation into 
consideration. In their major work “The New Spirit of 
Capitalism” [25], Boltanski and Chiapello reviewed 
management literature that influenced the thinking of 
executives and employees of companies over the last 
decades. They argue that the hierarchical Fordist work 
structure was abandoned from the middle of the 1970s 
onwards and a new network-based form of organisation 
came into existence. This new form of work organisation is 
founded on employee initiative and work autonomy.  

According to Boltanski and Chiapello [25], the “new 
spirit of capitalism” means self-fulfillment as a strategy to 
mobilise labour. The new highly flexible work force does not 
separate social life into a private and a professional part, but 
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lives and acts in a networked world with multitudinous 
contacts in projects as the main organisational unit. 
Everything can be a project – the construction or the 
closedown of a plant, the reorganisation of a company or a 
play in a theater [25]. 

The new work force is characterised by intrinsic 
motivation, self-organised effort, autonomy, self-
management, spontaneity, and communicative competence 
using social media. People are either self-employed (micro-
enterprises) or work as an employee competing in internal 
markets, with teamwork being highly important due to the 
rising numbers of projects and project like-tasks. These new 
work structures demand high flexibility and mobility 
together with permanent reachability.  

In this new form of work organisation activity is the new 
norm to measure the value of people and objects. Activity 
means starting projects and contributing actively to projects 
while using networks for contacting and getting information 
to eventually initiate new projects [25]. Consequently, the 
traditional norms efficiency and properly executed actions 
have been replaced. 

III. CASE STUDY 

In knowledge management research, the case study 
method is often applied since it has broad applicability. 
Hence, there are different kinds of case studies depending on 
the underlying research design [26] [27]. 

A. Case Study Design 

As mentioned before, little research has been done into 
how work organisation, a company’s corporate culture and 
the success rate of implementing Enterprise 2.0 initiatives 
interact with each other. In this early stage of research, when 
“…”how” questions are posed, the investigator has little 
control over events and the focus is on a contemporary 
phenomenon within a real-life context” [26], case studies are 
the preferred method. Yin [26] differentiates between three 
basic types: exploratory, explanatory, and descriptive case 
studies. Each of these approaches can either be single or 
multiple case studies.  

Our case was a single case study examined using an 
exploratory design, as data was first collected and then 
patterns in the data were identified. To achieve a more 
abstract view, the identified patterns were put in a theory 
based frame and a more general model was derived. 

B. The Case 

In May 2009, an international financial services provider 
based in Austria decided to build up a new intranet. The aim 
was to provide up-to-date information for the employees as 
well as to enhance collaborative work. In the following year, 
a pilot project using Microsoft® SharePoint® Server 2007 as 
a platform was implemented and more social software 
applications for rating, commenting, communicating in 
forums and wikis were added. One major task of the intranet 
2.0 project was the implementation of so-called “topic areas” 
on the SharePoint® Server. These areas were intended to be 
managed and used by specific employees, called “topic 
coordinators”. These were highly skilled specialists, e.g., 

software development specialists, who were responsible for 
the production and the enterprise-wide distribution of topic-
specific knowledge. The new topic areas were designed as 
future places for participative production and allocation of 
topic knowledge under the lead of the coordinators. The 
whole intranet 2.0 initiative was seen as a first step to 
becoming an Enterprise 2.0. 

In the pilot phase, about 200 intranet users were invited 
to participate. Although there were plenty of internal 
marketing activities for the new intranet, the usage of the 
new platform, measured by key performance indicators 
produced by the SharePoint® Server, e.g., usage statistics, 
fell short of expectations. In particular, the project leader was 
not satisfied with the low activity of users participating in the 
topic areas. The idea of providing a well-designed platform 
to enable employees to participate and give their input and 
comments on various topics simply did not work as intended. 

At this point of time, the authors of this paper were 
invited to analyse the situation, identify what was causing the 
unsatisfying key performance indicators and propose 
improvement measures based on the findings.  

C. Research Method 

First, the project leader of the bank was interviewed 
using a problem-centred interview technique to give 
orientation and facilitate generation of first assumptions. 
Based on the received data, a focus group consisting of 
selected topic coordinators was established, who also 
represented the users of the platform. A set of workshops 
with this group was designed to undertake an in-depth 
analysis of the situation. Finally, three workshop sessions 
moderated by the authors of this paper took place. Each 
workshop was followed by discussions within the research 
team and first assumptions about the roots of the identified 
barriers were generated. These assumptions were subject to a 
deeper, theory-based analysis and were again reflected on 
with the members of the focus group in the next workshop 
session.  

IV.  FINDINGS  

The researchers placed their main focus on identifying 
the barriers or drawbacks for the unsatisfying usage of the 
topic areas. However, the drivers for the collaborative 
knowledge production were also discussed: The members of 
the focus group identified the topic areas used as a central 
knowledge repository with a well structured file sharing and 
good search function as helpful. This knowledge repository 
was a storage for longer existing documents that had already 
passed a quality assurance process. Therefore, all employees 
who had access to this repository could be sure to get 
information that was up-to-date and confirmed by 
management. As a consequence, employees had less need to 
call the topic coordinators by phone in case of a specific 
question or to send them an email that induced a time relief 
for the specialists. Another factor influencing the usage of 
the new topic areas positively was the possibility to get 
automatic alerts when a document was changed. 
Nevertheless, the documents in the repositories were mostly 
static files with no need to update frequently.  
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A significant part of the analysis of the drawbacks was 
discussing the underlying causes. Consequently, three types 
of barriers were identified, each characterized by being 
embedded in the same context: 

• barriers rooted in the organisational culture (in the 
values and behavioural norms of the organisation) 

• barriers rooted in the organisation itself (in the 
organisational structure and the business processes) 

• barriers rooted  in the technology (in the 
implementation of applications). 

The following paragraphs explain the three barrier types 
as identified in the case study in detail followed by a 
discussion of the findings. 

A. Barriers rooted in the organisational culture 

Each organisation has its own internal values and often 
unspoken behavioral norms that may be contrary to 
Enterprise 2.0 paradigms such as open communication, self 
organisation or decentralized decisions. In the explored case 
study, the norm “valid knowledge has to pass a certain 
quality assurance process” was dominant due to compliance 
requirements of a financial service provider. Not 
surprisingly, this was one of the underlying reasons for the 
unsatisfying usage of the topic areas in the intranet 2.0. 
Furthermore, the identified attitudes regarding a “no blame 
organisation” were different among employees of the bank: 
some believed in the participation of many to produce 
knowledge of high quality (wisdom of crowds concept) 
whereas some adhered to the traditional belief in the 
expertise of a few, highly-skilled specialists. As part of the 
organisational culture, knowledge was seen as something 
owned by the organization that should be distributed within 
the organisation only carefully (similar to a company secret). 
Even IT knowledge that was found on the public web was 
affected by this approach. 

Furthermore, E-Collaboration and participation in 
knowledge production need an organisational culture, where 
self-organisation and sharing is desirable. The traditional 
hierarchical culture of the financial service provider in our 
case study, based on divisions and command and order, 
allowed only little room for acting autonomously and 
collaborating beyond the daily routine. In particular, the 
understanding and expectations of E-Collaboration varied 
between management, project management and the users. 

B. Barriers rooted in the organisation itself 

Among other things, an organisation is manifested in the 
structure or hierarchy of an enterprise. In the analysed case, 
the hierarchy of the organisation, represented in divisions, 
departments and sub-departments, was mapped in the 
intranet 2.0 applications and the corresponding access rights, 
thus restricting E-Collaboration and participatory production 
of content. But, what was most important, there was no 
organisational link between the daily work in the business 
processes and the content generation in the topic areas. In 
addition, employees lacked time to work on the topic areas 
besides their daily routine. The job descriptions of 
employees were not updated to accommodate the new tasks 
and responsibilities resulting from the usage of the new 

intranet. The internal organisational rules left marginal space 
for knowledge production besides the highly standardised 
quality assurance processes; there was nearly no possibility 
for open, dynamic and up-to-date ad-hoc generation and 
usage of content. It was also still unclear and under 
discussion who the potential users were and what usage the 
content stored in the topic areas was intended for. 

The former role of the topic coordinators before starting 
the intranet 2.0 project was that of a specialist collecting 
information, generating and distributing knowledge within 
the organisation (one-to-many communication). In the 
discussion with the coordinators, we found different attitudes 
about if and how this role had to be changed to foster 
participation of the other employees in knowledge 
production (many-to-many communication). One of the topic 
coordinators made the following point: he called the new 
role “E-Collaboration animator” expressing the feeling that 
in future his expertise may not been seen as his valuable skill 
but will be replaced by the need to be an experienced 
moderator of online communities. This statement suggests 
that the new role of the “proactive knowledge provider” was 
unclear and not defined in an organisational context. 

C. Barriers rooted in the technology 

The technology itself, in our case the SharePoint® Server 
plus the implemented add-on applications such as a wiki, a 
search function and a forum software, worked quite well. 
The identified technical barriers were some constraints such 
as a cumbersome document upload function with many 
compulsory tags for classification, and the search function 
lacking a document preview. Low usability due to extensive 
menu structures and slow performance were also commented 
on by the members of the focus group. As most content was 
stored in documents, users could not make quick ad-hoc 
updates of the information, i.e. the documents had to be 
down and uploaded to be changed. The members of the focus 
group also stated that in some knowledge areas on the 
SharePoint® Server there were either too many documents or 
too few. To summarise, the intranet 2.0 was not seen as the 
primary source of knowledge; the users still preferred to 
search on the internet. 

D. Discussion 

It is interesting to note that in our case barriers rooted in 
the organisation itself and in the culture seemed to have a 
greater impact on the collaborative production of knowledge 
in the topic areas than the ones caused by low usability or 
low functionality of the software. Consequently, initiatives to 
facilitate adoption of social software, such as training, 
project marketing, working with key users, getting 
management to use the tools actively by themselves, are not 
sufficient. In interpreting these findings, we have to consider 
the previous research of Pan and Scarbrough [28] that was 
undertaken already two decades ago. They developed a 
theoretical model with three major layers that were required 
for technological innovations (in their case, a knowledge 
management system) to be successful: Infrastructure (the 
hardware/software that enables the physical/ 
communicational contact between network members), 
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Infostructure (the formal rules, that govern the exchange 
between the participants in the network) and Infoculture (the 
stock of background knowledge that actors take for granted 
and that is embedded in the social relations surrounding 
work group processes). Pan and Scarborough called the latter 
also the cultural knowledge that defines constraints on 
knowledge and information sharing. Most importantly, their 
conclusion is that knowledge management systems 
“…involve more than technology but rather a culture in 
which new roles and constructs are created. It changes the 
communication patterns between individuals and teams, and 
also alters the design of the organisation by fostering new 
processes and structures” [28]. Interestingly, the three types 
of possible barriers we found in our case study seem to 
match in some way the three layers of Pan and 
Scarborough´s model. However, in our case (a social 
software based intranet) the effects of a technological 
innovation as stated by Pan and Scarborough could not be 
observed and there were no signs for alterations in the 
organisation. Consequently, it appears that the identified 
barriers rooted in the (knowledge) culture turned out to be 
the major constraints. 

In addition, our findings support the view that all three 
types of barriers are intertwined and therefore influence each 
other. In particular, the organisation itself - in a sense the 
actual business processes and the organisational structure - is 
mirrored in the IT applications and the corresponding access 
rights. On the other hand, the organisation itself is effected 
by the norms, values and paradigms of an enterprise, thus 
reflecting the organisational culture. For example, in our case 
the most important single barrier was the lack of alignment 
of the intranet 2.0 applications to the business process 
requirements. The business processes were implemented in 
the form of internal rules and standards. Furthermore, the 
organisational culture of the financial service provider in our 
case study may be characterised as being traditional and 
hierarchical and dominated by compliance requirements. 
Therefore, the internal standards defined an accurate quality 
assurance process for documents, with several confirmation 
steps on management level built-in. Despite this, the topic 
coordinators were asked to generate knowledge 
collaboratively which indicated the requirement to publish 
not-confirmed content as well. This is a clear example of 
how the organisational culture determined by a traditional 
hierarchical work organisation (division of work, control and 
command) may influence adoption of E-Collaboration 
software via business process regulations.  

These findings are also in accordance with our previous 
discussion about the “new spirit” in work organisations 
according to Boltanski and Chiapello [25]. As mentioned 
before, the new form of work organisation is replacing 
efficiency, the traditional measurement for employees and 
processes, with activity. From our perspective, activity in 
connection to knowledge production may be seen as an 
autonomous behavior of users, who act on their own 
initiative participating voluntarily and contributing 
interactively, as known from the production of user provided 
content on the public web. Hence, we presume that 
employees suffer from the ambiguity between the 

measurement of the quality of work in the “new spirit” [25] 
and the measurements in traditional structures. For instance, 
in our case study we observed the conflict situation of the 
topic coordinators: On the one hand, they were part of a 
hierarchical organisation, had to work efficiently (which was 
also implemented in the Management-by-Objectives), and 
were obliged to stick to the internal standards and rules. On 
the other hand, they were requested by the intranet 2.0 
project to collaborate autonomously, initiatively and 
spontaneously. Above all, we tend to believe that the 
ambiguity between the new norm activity and the traditional 
value efficiency is the unspoken but nevertheless underlying 
cause of the unsatisfying usage of the intranet 2.0 platform in 
our case. 

V. CONCLUSION 

Research into participative knowledge generation 
utilizing social software, especially with a focus on the 
organisation and its people is in the early stages. The case 
study presented in this paper has pinpointed some specific 
drivers and drawbacks for intranet 2.0 based E-
Collaboration. The latter have been grouped into three types 
of possible barriers, each type characterized by being 
embedded in the same context. More empirical data will 
need to be gathered to justify these types.  

For practitioners, the quintessence of the present paper is 
that activities aiming to support intranet 2.0 initiatives, 
especially those with focus on the collaborative production 
of knowledge, have to consider all three types of possible 
barriers. Only optimizing the underlying (information) 
technology is not enough - the probability of failure of the 
whole initiative will still prevail. For instance, the 
organisation itself must be prepared to empower employees 
to use social software appropriately, e.g., by allocating 
sufficient time resources or adjusting the job descriptions. 
Daily routine activities, i.e. those to do with the business 
processes must be linked to the intranet 2.0 software to 
ensure the intended usage. All this must be considered 
against the background of the internal norms and values. An 
organisation holding on to a strictly hierarchal culture may 
be a limiting factor for any intranet 2.0 initiative. 

On the whole we believe it is less meaningful to discuss 
if and how social software may or may not change 
organisations but to interpret the findings in a broader social 
science-based framework. Taking the work of Boltanski and 
Chiapello and their understanding of the new forms of work 
organisation into consideration, namely projects and 
networks, we believe that employees using social software 
for knowledge production struggle with the ambiguity 
between the demands of these new forms of work and the 
existing, traditional organisational structures. More research 
is needed to better understand the consequences of this 
development, especially how the discrepancy between 
traditional “tayloristic” organisations and the expected 
participation of the employees in the “Enterprise 2.0” may be 
bridged. 
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Abstract – The major objective of this paper is to provide 

further insights into the Information and Communication 

Technology (ICT) infrastructure for supporting e-maintenance 

processes in today’s manufacturing environments. To achieve 

this objective existing e-maintenance models were investigated 

and an appropriate model was selected based on (i) its 

currency, (ii) its relevance to the manufacturing industry, and 

(ii) an explicit role being played by the ICT for enabling 

various e-maintenance activities. The ICT component of the 

selected framework is then further expanded by identifying 

specific ICT component technologies that are currently 

available for supporting various e-maintenance activities 

within the framework. Therefore the major contribution of the 

current study includes (i) identification of an existing e-

maintenance framework with explicit focus on ICT, and (ii) to 

purposeful review of the current ICT literature in order to 

identify current ICT technology components that can be used 

in order to support various e-maintenance activities of the 

selected e-maintenance model.    

 
Keywords – manufacturing industry; maintenance; e-

maintenance; conceptual model; Information and 

Communication Technology (ICT) 

 

I. INTRODUCTION 

As a multidisciplinary field, e-maintenance is related to 
a variety of research fields ranging from operation & 
maintenance engineering, to software engineering, 
information systems, and business management [1]. As a 
result of such inter-disciplinary nature of e-maintenance, a 
variety of theoretical and research perspectives can be 
adopted I order to investigate the phenomena. The 
perspective adopted in the current study is the Information 
and Communication Technology (ICT) perspective. 

E-maintenance addresses emerging requirements of 
today manufacturing industry and provides various benefits 
in form of increased availability, reduced lifecycle and set 
up cost, facilitated the integration of maintenance support 
technologies with existing material and personal resources, 
increased customer-value, continuous improvement of 
maintenance management, improved decision making 
process [1], [2], [3], [4], [5]. 

The current study is presented in the form of a review 
paper, and as a result, its findings are synthesized from the 

existing literature on e-maintenance and ICT domains. One 
major motivation for conducting the current study has been 
a lack of sufficient insights into the existing ICT component 
technologies that can be used for both supporting as well as 
enabling various e-maintenance activities in today’s 
manufacturing environments. While practitioners have been 
busy with utilizing a variety of ICT technology components 
for supporting their e-maintenance activities, little academic 
research seem to have been conducted to provide a 
taxonomy-like knowledge representation of the current ICT 
technologies that can be used in today’s manufacturing 
sector. 

The current study extends existing work on e-
maintenance by providing an ICT classification scheme for 
e-maintenance activities by identifying specific ICT 
components from the current literature that provide required 
support. Findings of the study which is represented in an 
ICT classification scheme, can in turn serve as a supplement 
to the selected e-maintenance model, and collectively 
referred to as integrated e-maintenance architecture 
incorporating ICT components and e-maintenance activities. 
The ICT classification scheme is presented textually in the 
section titled “ICT Infrastructure for E-maintenance”.   

II. E-MAINTENANCE STRATEGIES/PROCESSES 

As a multi-disciplinary e-disciplinary research field, e-

maintenance is a combination of two e-domains: ‘e-

manufacturing’ and ‘e-business’ [6]. It is defined as 

“maintenance managed and performed by virtue of 

computing” [1], “it integrates ICT within the maintenance 

strategy to face the new challenges of supporting e-

manufacturing” [7], and “provision of maintenance support 

services remotely with the aid of ICT” [5]. In this section a 

review of literature is provided to further clarify the e-

maintenance side of the theoretical foundation of this study 

which primarily focuses on current e-maintenance 

strategies. The outcome of this review is identification of a 

recent ICT-oriented e-maintenance framework where ICT is 

given critical role of enabling and supporting various e-

maintenance activities. Such bias in reviewing the current 

literature has been deliberate and consistent with the overall 

aim of the study in one hand, and the enhanced role of ICT 

in e-maintenance activities, from having a ‘supporting’ role 

to having an ‘enabling’ role. Below is a summary of the 
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existing e-maintenance strategies adopted by today’s 

primarily knowledge-based manufacturing organizations:      

 

Remote maintenance: It is based on the notion of 

distance and transfers data from one site to another one 

remotely without the physical access to the item [8]. 

 

Predictive maintenance: It is concerned mainly with 

detecting hidden and potential failures and predicting the 

condition of the equipment [9]. 

 

Real-time maintenance: Maintenance operators can 

respond to any situation by the real-time remote monitoring 

of equipment status coupled with programmable alerts [10]. 

 

Cooperative maintenance: The work is divided to 

independent tasks, every actor assigned to a part of the 

resolution of the problem and the coordination is done 

during the assembly of partial results [10]. 

 

Collaborative maintenance: The work is synchronized 

and coordinated so as to build and to maintain a common 

vision of the problem [11]. 

 

Preventive maintenance: The objective of preventive 

maintenance is to decrease the probability of failure in the 

time period after maintenance has been applied [12]. 

 

Corrective maintenance: Corrective maintenance strives 

to reduce the severity of equipment failures once they occur 

[13]. 

 

On the other hand e-maintenance processes have been 

identified and classified by Kajko-Mattsson et al. [1] and 

Muller et al. [11] as (i) ‘diagnostics’, (ii) ‘prognostics’, (iii) 

‘planning and production control’, (iv) ‘documentation’ 

such as technical publications, (v) ‘electronic log books and 

technical records’, (vi) ‘repair order/work order’, and (vii) 

‘quality assurance and reliability analysis’.  

All above e-maintenance strategies and processes would 

require support from ICT in a variety of ways. For example, 

the ‘remote maintenance’ strategy would require ICT 

component technologies that maintain a ubiquitous 

environment for the maintenance workers whereas the 

‘predictive maintenance’ strategy would need strong ICT 

support in the areas of business intelligence and decision 

support systems and technologies. The current study 

provides a generic guide to the ICT component technologies 

without adhering to a specific strategy. This will facilitate 

identification of matching each of the proposed ICT 

component technologies with a particular strategy.    

III. E-MAINTENANCE FRAMEWORK 

A comprehensive architectural framework for e-

maintenance has been proposed by Han and Yang [6] and is 

widely used by researchers in the fields of management and 

ICT mainly because it assigns an explicit role for ICT as an 

enabling factor for supporting various maintenance 

activities. The current study adopts this framework and 

elaborates on the ICT component by exploring existing ICT 

component technologies that can be used in conjunction 

with the above conceptual framework.  

The framework mimics the traditional holistic 

maintenance shops in multi-division environments with a 

centralized maintenance centre and several local 

maintenance centers, and closely resembles the model that 

has been adopted by the Saudi Aramco where the author is 

employed.  

The maintenance center is a sharable platform that 

interconnects research groups, experts, repair shops, and 

manufacturing divisions via internet and communication 

techniques. The local maintenance centers provide routine 

services to their respective manufacturing sites that do not 

involve ad-hoc decision-making and/or fundamental 

changes to the existing local facilities. In the event when 

such needs arise the latter uses the shared facilities of the 

maintenance center both for problem-solving as well as for 

implementing change management and supporting relevant 

decisions. Maintaining an effective communication and 

coordination activities between the local and central 

maintenance centers is one major role of the ICT 

infrastructure that have been discussed in the next section. 

The lower part of Figure 1 represents the ICT 

infrastructure component of the architecture that supports 

activities within the e-maintenance framework, and is the 

focus of the current study. In the following section the latter 

part of the architecture is described in more detail through a 

review of the current literature. The identified ICT 

components have been selected from the literature on the 

basis of their relevance and appropriateness in relation to 

supporting various e-maintenance activities.  
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Figure 1 – Architecture of a hypothetical e-maintenance system; adopted from Han and Yang, 2006. 

IV. ICT INFRASTRUCTURE 

It is claimed that ICT infrastructure in e-maintenance 

must ensure that the level of service quality expected for the 

process execution is maintained for scalability and 

availability [14]. From the e-maintenance point of view the 

ICT infrastructure is composed of one or several networks 

with servers, workstations, applications, databases, smart 

sensors, PDA, and many more [14]. Furthermore, such role 

for ICT has also been characterized by its operating 

principles such as wireless infrastructure as well as 

deploying the right ICT related standards for presentation, 

storage, exchange, and process communication [15]. In the 

following section a summary of the most relevant categories 

of ICT technology components have been identified from 

the literature. Such categorization represents one major 

contribution of the current study.  

 New sensors such as smart sensors—MEMS (micro-sensor 

technology equipped with autonomous power, memory 

cells, analogue amplification, converter, etc. well adapted 

for vibration analysis, oil analysis), wireless sensors, and 

sensor networks. The sensors are the main factor for 

performing the basic e-maintenance activities which 

materialize the ‘‘Condition-Based Maintenance’’ concept 

(CBM). Therefore, these sensors support more than 

conventional capacities (such as CM, diagnosis, prognosis) 

[15], [14]. 

 RFID tag (passive and active; Radio Frequency 

Identification Device) is used for operator and component 

identification, storage of conventional data, and traceability 

of the past maintenance actions. In addition, for it can be 

used for geo-localization of the maintenance tools. 

 Global Positioning System (GPS) in a complementary 

technology to the RFID tags and is used for distinguishing 

location of an operator or the maintenance tools. 

 Wireless technologies lead to considerable savings in 

networking costs and provide high degree of flexibility that 

are not normally provided by wired systems. Wireless 

Personal Area Networks (WPAN) such as IEEE 802.11, 

802.15.4 ZigBee, 802.15.1 Bluetooth; Wireless Local Area 

Network (WLAN) such as WiFi, WiMax; GSM-UMTS 

(for long distance) are currently the main wireless 

technologies [15], [4], [17], [18]. 
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 Innovative communication equipment such as “virtual 

reality” for supporting man/machine or man/man 

exchanges for speaking, hearing, seeing, touch, and feel. 

 Tools for diagnostics and prognostics that support 

maintenance decision-making include E-CBM and remote 

sensing devices. These technologies are deployed for 

monitoring the condition and performance of physical 

assets [19], [20]. Furthermore, in an e-CBM-enabled 

environment data are transmitted through the Web to a 

secure site for analysis and decision making [20]. 

 PDA, SmartPhones, Graphic tablets, harden laptops, etc. 

(equipped with WiFi, Bluetooth, RFID Reader, Windows 

Mobile). 

 Specific standards for ensuring the integration between all 

the IT components and e-Maintenance solutions.  

 Web services (for monitoring, diagnosis, prognosis, 

scheduling) protocols and technical standards (Internet-

based technologies) used for exchanging data between 

applications within heterogeneous environments: SOAP 

(Simple Object Access Protocol) for message exchanging; 

WSDL (Web Service Description Language); UDDI for 

referencing the web services, etc. 

 Full Web-CMMS (e-CMMS) is a CMMS (Computerized 

Maintenance Management System) able to monitor and 

manage the preventive maintenance activities of the 

organization but by offering new functionalities such as 

ASP (Application Service Provider/Providing) over the 

Web; link with mobile technologies for retrieving data, 

loading maintenance action; workflow module, etc [19]. 

 

V. AN INTEGRATED FRAMEWORK 

According to the e-maintenance architectural framework 

of Figure 1 the ‘wireless’ component provides required ICT 

infrastructure for supporting various activities of the other 

architectural components. This study extends the model in 

Figure 1 by providing further insights into the ICT support 

of the e-maintenance. The argument raised in the study is 

that the identified ICT components when combined with the 

e-maintenance architectural framework of Figure 1 together 

provide an integrated framework for e-maintenance that can 

be used by today’s highly information-intensive 

manufacturing and service organizations for managing their 

e-maintenance processes.  

VI. SUMMARY AND CONCLUSION 

This paper reviewed current literatures in the areas of 

ICT and Manufacturing/Maintenance in order to provide 

further insights into the specific ICT requirements of the e-

maintenance process. A recent e-maintenance framework, 

representing the latest effort in the field, was selected on the 

basis of its relevance to the manufacturing as well as its 

explicit notion of ICT support as an enabler of e-

maintenance activities. The study expanded the ICT 

component of the framework by investigating current ICT 

components technologies as a supplement to the existing 

model, hence the name ‘integrated framework’; a 

framework that integrates a recent e-maintenance 

framework with specific ICT component technologies.  

In future the author intends to extend the current study 

by providing taxonomy for ICT support of e-maintenance 

activities and apply the framework to manufacturing 

industries with the aim of evaluating its suitability to 

various industries as a step towards developing a generic 

integrated e-maintenance framework.  
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Abstract—In this paper, we address schema pre-integration in 

the integration of modeling language independent behavioral 

schemata. In doing so, we propose and present a set of tasks 

that should be carried out not only to improve and clarify the 

meaning of a schema, but also to facilitate the resulting time 

consuming and error-prone phases in the integration process. 

Due to the complexity of schema pre-integration, domain 

experts and repositories (e.g. ontologies) are still important 

sources of knowledge and should therefore be involved during 

the whole integration process. As its main contribution, the 

paper offers new tasks to perform in the schema pre-

integration process as well as an adjusted and enriched work of 

previously presented tasks for schema pre-integration.   

Keywords-Schema Integration; Pre-integration; Behavioral 

schemata; Dynamic Schemata 

I.  INTRODUCTION  

When designing an information system, the designer and 
domain experts produce a set of conceptual schemata 
illustrating both the structural (static) and the behavioral 
(dynamic) aspects. During the development of larger 
proposed information systems or enterprise models, these 
models cannot be built at once into one schema. Often, 
initially different views are generated, which have to be 
merged afterwards into the proposed overall schema. Due to 
the fact that it is one information system, and not a set (cf. set 
of schemata) that is going to be developed, the conceptual 
schemata need to be integrated. In another integration 
scenario, separate information systems based on separate 
schemata already exist. However, due to various reasons 
(merging of enterprises, the need for consolidating federated 
databases for information retrieval etc.), these schemata have 
to be integrated in order to show the whole picture. Whereas 
the first scenario is often referred to as “view integration”, 
the second one is called “schema integration”. Since both 
integration scenarios are based on schemata (either final 
schemata or schema parts), we follow the definition given in 
[1] and will hereafter use the term “schema integration”. 
Schema integration is described by [1] as “the activity of 
integrating the schemas of existing or proposed databases 

into a global, unified schema.” (p. 323) and is by the same 
authors divided into four phases: pre-integration, 
comparison of the schemata, conforming the schemata and, 
merging and restructuring. We extend this definition only in 
the aspect that we do not only concentrate on databases. 
Databases are one application domain of the integration 
process. 

The focus of this paper is the first phase: pre-integration. 
The reason for focusing on pre-integration is its important 
impact on the integration step. In the literature, it is already 
shown that this process can influence how efficiently 
different schemata can be merged.  

This holds especially true if we do not focus on a specific 
modeling language but try to integrate schemata modeled in 
different languages for the same purpose. For instance, one 
schema could be modeled in the business process modeling 
notation (BPMN) [2] whereas another one could be modeled 
using ARIS event process chains [3]. In [4], it was shown 
that this can happen if the business process models of two 
enterprises that from now on will be in a consortium, must be 
merged.  

Hence, our approach is based on previous approaches on 
schema integration and particularly on schema pre- 
integration. The approach is novel, since it tries to introduce 
modeling language independent schemata, which have the 
same aim and purpose, as input for the integration process. It 
focuses on the special tasks that must be considered in such a 
scenario (i.e. transforming the different modeling elements to 
a common abstract level). 

This paper is therefore structured as follows: in section 
two, we describe the schema integration process as such. We 
mainly refer to the important work of [1]. In section three, 
we address related work on pre-integration and in section 
four the tasks to perform in schema pre-integration are 
described. Finally, the paper closes with conclusions and an 
outlook to future work. 

II. THE  SCHEMA INTEGRATION PROCESS 

In [1], the authors divided the integration process into 
four activities: pre-integration, comparison of the schemata, 
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conforming the schemata and merging and restructuring. To 
grasp what schema integration is all about, each of these four 
activities will now be shortly addressed and described. 

A. Pre-integration 

In the pre-integration activity, general analyses of the 
schemata are applied in order to find strategies for how the 
schemata have to be integrated. This includes the: 

 choice of schemata  (views) that have to be integrated 
into a whole schema, 

 collection of additional relevant information that are 
interesting during integration (i.e. assertions or 
constraints that must hold among the schemata),  and 

 strategy (policy) for the integration process (i.e. 
which schema comes first, which schema is integrated 
with which other schema). 

According to the results described in [1], the integration 
policy can be a binary and an n-ary policy. The binary 
integration strategy can be further divided into a ladder-
procedure or a balanced procedure. The n-ary approaches 
can be divided into a one-shot integration and iterative 
strategy. Integration policy is called a ladder, if there are two 
schemata that are integrated at the beginning. The first 
intermediate integration result is then integrated with a third 
schema. The resulting second intermediate integrated schema 
is then integrated with a fourth schema and so on. In the 
balanced strategy, all the source schemata are integrated 
pairwise. The first intermediate integrated schemata are then 
integrated pairwise (i.e. the integration of schemata behaves 
like a binary tree). In the one shot approach, all the schemata 
are integrated into one global schema at once. If more than 2 
schemata are integrated and it is not done in a one-shot 
strategy, then it is called an iterative strategy., The ordering 
of schemata and intermediate integrated schemata might be 
important, especially in the iterative and the ladder strategies. 
In these approaches, as well as in the balanced approach, it 
might be important which schema is integrated with which 
other schema. In [1], advantages and problems of the 
different strategies are discussed. 

B. Comparision of the schemata 

In this activity, it must be detected if concepts are the same 
or are different. Conflicts (i.e. concepts are identical or 
different) can be classified into naming conflicts. For 
instance are “employee” and “staff” the same concepts or 
not? Besides naming conflicts, structural conflicts can also 
appear in the schemata. For instance, the same concept can 
be modeled as an attribute in one schema and as an entity 
type in another schema.  

C.  Conforming the Schemata 

In this activity, conflicts are resolved as best as possible and 
the schema is transformed (i.e. prepared) for the merging 
activity. The results of this activity are schemata with 
schema elements that conform (e.g. in the schemata to be 
integrated, a concept such as “customer” is an entity type in 
both schemata). 

D. Merging and Restructuring 

In this activity, the schemata will be integrated into one 
schema. Besides conflict resolution described in the previous 
section, it is also necessary to complete the integrated 
schema. For instance, if in one schema the concept 
“employee” exists and in another schema the concept 
“manager” exists, then it might be necessary to introduce a 
generalization relationship between manager and employee. 
Several other operations for this activity are introduced in 
[1]. 

III. RELATED WORK 

The work presented in [1] and [5] showed that only three 
works explicitly mentioned the pre-integration step. In the 
following, other integration approaches were published, 
which focused on several aspects of the integration problem. 

A. Integration of Structure 

In [6], the authors discovered that integration of 
structural schemata can be explained with attribute 
equivalence. They concluded that this is the basic concept 
throughout schema integration. The integration process starts 
with an existing (logical) database schema.  

Another work on operators for deciding on the similarity 
or dissimilarity of schema construct was described in [7]. 

In [8], the author uses logical assertions to define which 
constructs of two conceptual models are equivalent. On the 
basis of these defined assertions, he proposed a method for 
the automatic integration of the two schemata. 

The work presented in [9] concentrates on the automatic 
detection of naming conflicts. 

Algorithms for structural schema integrations are 
introduced in [10].  

Also in the approach presented in [11], the aim is to 
integrate existing database schemata. For this purpose, they 
enrich the schema semantically. 

An object oriented framework for the integration of 
heterogeneous databases is presented in [12]. 

In [13] the authors discuss the impact of linguistic 
knowledge for the integration step. This approach is based on 
the well-established assumption that relationships are 
expressed by a verb. From a linguistic point of view, verbs 
always have a semantic structure in which nouns play a 
certain semantic role. For instance if a person buys 
something, then person has the semantic role of an actor. 
This knowledge can be used during the merging process (e.g. 
comparing only actors if two relationships are named with 
the same verb). 

In [14] the authors introduce a black board architecture 
for schema integration of existing databases. A black board 
architecture system supports the sharing of knowledge from 
different knowledge sources. These knowledge sources are 
the designers and end users who feed the system with their 
knowledge.  

The impact of similarity measures for schema matching 
and data integration is discussed in [15]. 
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B. Integration of Behavior and other Aspects 

Up to now, the described mentioned approaches were 
developed to integrate structural aspects (i.e. information 
needed for database design).  

Integration of behavioral aspects in object oriented 
models is mentioned in the work of [16][17]. They describe 
the integration of state charts of an object type (e.g. life cycle 
of a book in a library [17]). 

In [18], the authors present another interesting work of 
integration of dynamic object oriented models. Their work is 
based on the formalization of state chart constructs. 

In [19], the authors provide a roadmap for behavior-
based integration. They propose a meta class framework on 
which integration should be based. 

An overview of business process integration is given in 
[20]. 

OWL-S ontologies are proposed as a support in a method 
for business process integration [21]. The business process 
models are firstly transformed into OWL-S models, which 
are then integrated. 

In [22], the authors describe the integration of use cases. 
The authors exploit information of modular petri nets, which 
describe these use cases. 

Finally requirement statements on behavior are integrated 
using the behavior tree approach [23] 

C. Pre-Integration 

Among these above-listed approaches, pre-integration 
was either explicitly mentioned or, according to the needed 
input for the integration step, it could be concluded which 
kind of tasks are necessary in the pre-integration step. 

Because the research work of both [6] and [14] used 
sources that were relational schemata, these sources are 
firstly brought into a canonical form (i.e. a specific 
conceptual model). This can be seen as a pre-integration 
step. In [14], the authors also explicitly mention the pre-
integration step. In their work, schema translation and pre-
integration are separate steps. Their pre-integration is about 
making a decision about the policy used to integrate the 
schemata (i.e. binary, ladder or n-ary strategy). 

The need for defining assertions and constraints as 
mentioned in [6] and in [8] might also be treated as part of a 
pre-integration step, since the schemata are prepared in order 
to make integration easier. The step denoted as “assertion 
specification” or “schema integration assertion” in [6] and in 
[8] respectively, is subsumed as the schematic inter-schema 
relation integration in the work of [14]. A similar policy of 
pre-integration can be found in [11]. Their first step of 
integration is called “semantic enrichment phase”. This step 
contains a knowledge acquisition step and a schema 
conversion step. In the knowledge acquisition, the schemata 
are analyzed to discover semantics and implicit restrictions 
(e.g. keys, attribute dependencies). Afterwards, everything is 
also converted to a canonical form. In their work, this 
canonical form is a BLOOM schema. 

The methodology presented in [13] implies that there are 
linguistic knowledge bases (i.e. lexicons) that can be used. 
Furthermore, elements of an entity relationship model must 
be extended with this extra information. Hence, the use of 

the lexicons and the generation of extra information are part 
of a pre-integration step. The outcome of this step is then the 
input for the subsequent steps. 

The work of [16] and [17] has some sort of pre-
integration work as well. The first phase is called 
"integration in the large", whereas the second phase is called 
"integration in the small". Integration in the large can be seen 
as a kind of pre-integration, because relationships between 
state charts are built manually. These relationships express 
the "dependencies" between state charts which are 
considered for integration. These relationships support the 
search for an integration plan in order to reduce expensive 
integration operations. Integration according to this plan is 
done in the second phase of their approach (integration in the 
small). 

In the work presented in [19], a pre-integration step is 
briefly discussed. The pre-integration starts with the 
definition of the behavior and structure of the meta classes 
for a domain, which can then be specialized for a certain 
application. 

In the work presented in [21], on an ontology based 
method for business integration, OWL-S can be seen as the 
canonical form within a pre-integration step. 

The modular petri nets used in [22] can be interpreted as 
the canonical form to describe the behavior within use cases, 
which support the integration process. 

The behavior tree model is the canonical form for 
integration of requirements in [23].  

As shown in section II and section III, pre-integration is 
only partially in focus. In this paper, we therefore focus and 
highlight the pre-integration phase and present new tasks as 
well as adjusted and enriched tasks that should be used in the 
pre-integration phase. In the long run, these tasks should not 
only reduce the time needed for integration but also reduce 
the risk of errors occuring.   

IV. PRE-INTEGRATION IN SCHEMA INTEGRATION 

Pre-integration is the first step that should be carried out 
when conducting schema integration. However, studying 
related work within the research field shows that this phase 
has often been overlooked [24], and in some of the early 
methods, it was not even mentioned [1].  

In the semi-automatic method for the integration of 
modeling language independent behavioral schemata that we 
are currently researching, we propose conducting the 
following tasks in the pre-integration step: a) translate the 
schemata into one modeling language, b) schema constituent 
name adaption, c) schema constituent disambiguation, d) 
standardization of the abstraction level, e) recognition and 
resolution of intra-schema conflicts, f) introduction of 
missing constituents, g) selecting the integration strategy, 
and h) selecting the order of integration. 

It should be noted that similar phases have been 
mentioned for the integration of structural schemata (see for 
instance [25]). However, in [25], the authors researched the 
integration of structural schemata, whereas we research the 
integration of behavioral schemata. It should also be noted 
that not all tasks were addressed in [25] and if the task was 
addressed it needs to be adjusted to fit integration of 
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behavioral schemata, as will be shown and exemplified in 
this section. Most of the described tasks can be atomized or 
at least partly atomized contributing to a semi-automatic 
approach to schema pre-integration.  

A. Translate the schemata into one modeling language 

The first task to perform in schema pre-integration is to 
translate all schemata into one modeling language. In [24], 
this task was called canonization. Choosing the right 
canonical model for the current project is also emphasized in 
[26] in which the author focuses on schema translation in 
federated information systems stating that “[…] the 
canonical data model must have an expressiveness which is 
equal to or greater than that of any of the native models in 
the federation. […] a canonical data model should contain as 
few basic constructs as possible.” (p. 15). In our method, this 
means translating all schema elements to conditions (pre- 
and post) and process types, which are the minimal modeling 
constituents for describing and modeling the behavior of an 
information system [27]. In [4], this was demonstrated using 
a small library system prepared for integration. In [4], it was 
also emphasized that during this transformation, it is 
important that all labels of the original schema elements are 
represented in the process type e.g., Reserve Educational 
Book becomes Customer Reserves Educational Book, adding 
the actor into the process type label. This task can often be 
partly atomized, since tools exist that can aid in the process 
of translating a schema from one modeling language to 
another. However, the schema produced by these tools 
should be viewed as an intermediate schema, since these 
most likely need to be manually adjusted to meet all rules of 
the chosen modeling language. In the end, it is still the 
domain expert that has the domain knowledge and therefore 
can decide how the processes and states should be combined 
and described. 

B. Schema constituent name adaption 

The second task to perform in schema pre-integration is 
to adapt schema constituent names to specific naming rules. 
The names of constituents are very important and if they are 
put together, they should reflect the meaning of either a 
condition or a process type. However, to facilitate semi-
automatic schema integration, they should not only be 
readable for humans, e.g. domain experts and designers, but 
also be readable to a computerized application.  This means 
that a formal language is not useful but neither is natural 
language since it is ambiguous. We therefore use naming 
guidelines to adjust the language used in the schemata and 
thereby end up with a controlled subset of natural language. 
In [27] and [28], this was first mentioned as an important 
guideline, called standardization of concept notions. 

Three examples on how to use this task and when it is 
applicable are as follows: 

 name static concepts in singular (e.g. Books  Book) 

 name process types with the verb + noun rule (e.g. 
order  order Book)  

 name conditions with the noun + verbal principal 
rule (e.g. reserved  Book reserved). 

Since we assume that integration of structural schemata is 
conducted before integration of behavioral schemata, the 
integrated structural schema can also be used as an 
information repository; it can even be used as a template on 
how to adjust constituent names. 

Finally, similar and complementary approaches are given 
in [28] and [29], where the authors described a controlled 
langauge approach for OWL verbalization [28] and schema 
constituent adjustment [29].  

C. Schema constitutent disambiguation 

The third task to perform in schema pre-integration is 
schema constituent disambiguation. In this task, we add 
descriptions and definitions of process types and conditions. 
This task could either be done manually by domain experts 
or automatic suggestions could be generated using domain 
ontologies or general lexicons such as Wordnet [30]. 
However, to get a good and reliable result from this step, it is 
important that prior to this task schema constituent name 
adaption has been conducted. Since we also assume that 
integration of structural schemata is done prior to integration 
of behavioral schemata, the results from that task could also 
be used within schema constituent disambiguation. For 
instance, having conducted schema element disambiguation 
for static schemata [25], we have already collected 
definitions and explanations of important structural concepts 
that could be reused. The integrated structural schema also 
indicates which structural concepts need to be processed and 
given conditions (see also schema constituent name 
adaption). This task is rather complex and often we need to 
split sentences or sequences of words into single words and 
from that move on with the disambiguation task  [28]. 

D. Standardization of the abstraction level 

The fourth task to perform in pre-integration is 
standardization of the abstraction level. In [16] and [17], the 
authors address integration of state charts, mentioning the 
problem of state overlapping, meaning one state in a specific 
state chart corresponds partially to a specific state in an 
another state chart. In [27], it was mentioned that similar 
problems were identified in the integration of behavioral 
schemata, where they were called process type overlapping 
and condition overlapping. 

In our method, we address the overlap problem by trying 
to standardize the abstraction level in each behavioral 
schema. In doing so, we agree with [28] who also address the 
problem of different abstraction levels, stating that the 
schemata should be detailed without addressing 
implementation issues and each modeling element should be 
atomic. If for instance a process type is recognized as not 
being atomic, the process type needs to be analyzed and 
modified to fulfill this criterion. 

E. Recognition and resolution of intra-schema conflicts 

The fifth task to perform in schema pre-integration is 
recognition and resolution of intra-schema conflicts. This 
means analyzing one single source schema aiming to 
recognize conflicts (similarities and differences) within the 
schema. This is an important task since oftentimes two 
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process types or conditions are named the same but the 
actual meaning is very different, or that one process type or 
condition is given different names but the actual meaning is 
the same. In other words, in this task we look for potential 
homonym and synonym conflicts. To do so, we not only 
analyze and compare the name of the constituents, but also 
the neighborhoods (surrounding). Comparing the 
neighborhood of the constituent has also been addressed in 
relation to integration of structural schemata. In [31] and [32] 
for example, the authors use neighborhood comparison  as a 
matching strategy during semi-automatic integration of 
modeling language independent structural schemata. Similar 
techniques are also used in the DIKE approach [33] and the 
GeRoMeSuite [34]. However, our approach is placed much 
closer to the work presented in [31] and [32], due to the 
focus on modeling language independent integration. 

F. Introduction of missing constituents 

The sixth task to perform in schema pre-integration is the 
introduction of missing constituents. More precisely, this 
means introducing missing process types, conditions or 
connections between constituents. During several of the 
described pre-integration tasks, e.g. translate the schemata 
into one modeling language and standardization of the 
abstraction level, the domain expert and designer might 
identify holes: some constituents are missing in the schema 
that is currently being prepared for integration. In this task, 
the process types, conditions and connections between them 
that are identified by the domain experts and designers are 
added manually. If a domain ontology and/or taxonomy are 
available, these can be used to recognize a missing 
connection between two constituents. The possibility of 
using a behavioral taxonomy to enrich behavioral schemata 
was also addressed by [19]. However, their approach focused 
on the object oriented modeling paradigm, while we instead 
research modeling language independent integration of 
behavioral schemata. 

G. Selecting the integration strategy 

The seventh task to perform in schema pre-integration is 
selecting the integration strategy. In this task, the order of 
integration is decided. The integration order can be divided 
into binary and n-ary integration. Binary integration can 
further be divided into binary ladder and binary balanced and 
n-ary integration into n-ary one-shot and n-ary iterative [1].   

In our approach, we have decided to use binary ladder, 
meaning two schemata are always integrated (see section II 
A). Using binary ladder is preferred since the complexity is 
reduced due to only processing two schemata within each 
iteration and we can also in a semi-automatic way decide 
upon a first suggestion of the order of integration. 

During the 1980’s, this task was also the main task 
researched for pre-integration in the integration of structural 
schemata (e.g. [5][35]).  

H. Selecting the order of integration 

The last task to perform in schema pre-integration is 
selecting the order of integration. Having decided to use 
binary ladder (see the former task), this task should result in 

a decision regarding the specific integration order, meaning 
which schemata should first be integrated and so on. To 
decide upon the specific integration order. we not only 
analyze and compare the pre-condition(s) and the post-
condition(s) of each schema, but we also analyze the process 
type descriptions. By analyzing and comparing the 
conditions, we mean the first and last conditions of each 
schema. For instance, the first condition of schema one is the 
pre-condition Book Not Reserved and the last post-condition 
of the same schema is Book Reserved. This means that 
conditions within the schema are in this step viewed as a 
black box. In other words, in this task we are looking for 
conditions that might be the same. For instance, two disjoint 
schemata have the same post-conditions, a post-condition in 
one schema is a pre-condition in another (consecutive),  two 
parallel schemata have the same pre- and/or post-conditions, 
two alternative schemata have the same pre- and/or post-
conditions and finally two schemata are viewed as equivalent 
having the same pre-and post conditions. For a more detailed 
discussion and description of schema relationship types, 
please see [16][17], who research the integration of state 
charts and [28], who research integration of Klagenfurt 
Conceptual Pre-Design Models  [36]. 

To complement the analysis and comparison of 
conditions, we also count the occurrences of the most 
important terms used within the schemata. This should be 
done since the resulting figures could aid in the process of 
deciding the order or integration. For instance, if schema one 
describes the process of storing an order and schema two 
describes the process of updating an already stored order, 
counting the number of “order” should most likely indicate 
that these two schemata should be integrated in one iteration.  

Selecting the order of integration is also facilitated if the 
task of standardization of the abstraction level has already 
been carried out. Additionally, the integrated structural 
schemata can be used as a knowledge source, since in it the 
static data are defined and described.  

V. CONCLUSION AND FUTURE WORK 

In this paper, we have addressed schema pre-integration 
in the integration of language independent behavioral 
schemata. In doing so, we have presented and described a set 
of tasks that are important to carry out to facilitate the 
resulting time consuming and error-prone integration 
process.   

In this paper, it has been shown that in all presented 
tasks, some type of electronic knowledge source could and  
should be used to assist the domain experts and designers, 
contributing to a semi-automatic approach to schema pre-
processing. 

In future research, we will continue our work on 
developing a semi-automatic method for the integration of 
modeling language independent behavioral schemata. In 
doing so, we will amongst other things research how to use 
knowledge sources, such as ontologies, taxonomies, 
dictionaries and lexicons, in the entire integration process. 
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Abstract—There are many published methods available for 

creating keyphrases for documents.  Previous work in the field 

has shown that in a significant proportion of cases author 

selected keyphrases are not appropriate for the document they 

accompany.  This requires the use of such automated methods 

to improve the use of keyphrases.  Often the keyphrases are 

not updated when the focus of a paper changes or include 

keyphrases that are more classificatory than explanatory.  The 

published methods are all evaluated using different corpora, 

typically one relevant to their field of study.  This not only 

makes it difficult to incorporate the useful elements of 

algorithms in future work but also makes comparing the 

results of each method inefficient and ineffective.  This paper 

describes the work undertaken to compare five methods across 

a common baseline of six corpora.  The methods chosen were 

term frequency, inverse document frequency, the C-Value, the 

NC-Value, and a synonym based approach.  These methods 

were compared to evaluate performance and quality of results, 

and to provide a future benchmark.  It is shown that, with the 

comparison metric used for this study Term Frequency and 

Inverse Document Frequency were the best algorithms, with 

the synonym based approach following them.  Further work in 

the area is required to determine an appropriate (or more 

appropriate) comparison metric. 

Keywords- Term Frequency, Inverse Document Frequency, 

C-Value, NC-Value, Synonyms, Comparisons, Automated 

Keyphrase Extraction, Document Classification. 

I.  INTRODUCTION 

The field of natural language processing contains many 
algorithms devoted to the process of automatic keyphrase 
extraction (AKE) but the systems lack a common baseline of 
having been tested on the same corpora.  

The initial decision to make this comparison study 
stemmed from earlier work [1] that had shown a tendency on 
the part of authors to use corpora from their discipline area.  
For example, those of a medical background used medical 
corpora such as the PubMed Central database, while those in 
literature might use the Journal on Applied Linguistics.  This 
made the task of comparing the effectiveness of one method 
to another more complex, as there was no common thread or 
baseline. 

This comparison study builds on a pilot study [1] that 
showed for a small number of algorithms and corpora, the 
Term Frequency method was the best.  Therefore, this paper 
sets out to compare the outputs of five systems on the same 
six corpora.  The methods chosen were all in the field of 

AKE.  The C-Value [2] (and its follow-on the NC-Value [2]) 
demonstrated a series of linguistic filters for determining 
what phrases should be considered, and uses a ranking 
metric based on sub-strings.  Hussey et al [3] showed that 
using a thesaurus to group synonyms into keyphrases could 
be used to improve the results from analysing the document 
for common themes. 

A. Background 

A topic, theme, or subject of a document can be 
identified by keywords: a collection of words that classify a 
document.  Academic papers make use of them to outline the 
topics of the paper (such as papers about “metaphor” or 
“leadership”), books in libraries can be searched by keyword 
(such as all books on “Stalin” or “romance”), and there are 
numerous other similar uses.  The keywords for a document 
indicate the major areas of interest within it. 

A broader way of capturing a concept is to use a short 
phrase, typically of one to five words, known as a keyphrase.  
A short phrase of a few linked words can be inferred to 
contain more meaning than a single word alone, e.g., the 
phrase “natural language processing” is more useful than just 
the word “language”. 

Sood et al. showed [4] (using the Technorati blog [5] as 
their source document) that a small number of keywords and 
keyphrases tend to be used (or reused) frequently, while a 
much larger number are idiosyncratic and demonstrate a low 
frequency as they are too specific to be reused even by the 
same author (examples include).  Examples of reused 
phrases included “politics” and “shopping” [5], while 
“insomnia due to quail wailing” and “streetball china” [5] 
were among the examples of the idiosyncratic phrases.  
Additionally Sood et al. showed that in half of cases the 
keyphrases chosen by an author were not suited to the 
document to which they were attached. 

The task faced by automatic keyphrase extraction (AKE) 
is to select the small collection of relevant words that can be 
used to describe or categorise the document.  The process of 
AKE is discussed by Frank et al. [6].  AKE is characterised 
by using phrases from the source document (or a reference 
document). 

The rest of the paper comprises a review of the 
algorithms (Section II), the implementation (Section III), and 
results gained (Section IV), a discussion of the outcomes 
(Section V), conclusions, and future work (Section VI). 
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II. REVIEW 

In this section, relevant methods and the associated 
results are discussed.  The term frequency and term 
frequency inverse document frequency methods are pure 
statistical methods, and their generic use is discussed first. 

A. Term Frequency and Inverse Document Frequency 

The term frequency is simply the number of times a 
given term (single word) appears in the given document, 
normalised to prevent bias toward longer documents (longer 
documents may have higher term counts regardless of 
importance of the term) as shown in Equation 1.  The higher 
the term frequency, the more likely the term is to be 
important. ����, �� � �����  

Where: 

• ����, ��  is the term frequency for term ‘t’ in 
document ‘d’. 

• ���� is the frequency of the occurrence of the term 
‘t’ in the corpus. 

• � is the number of terms in the document ‘d’. 
The inverse document frequency is a measure of the 

importance of the term to the corpus in general terms.  This 
is achieved by dividing the number of documents in the 
corpus by the number of documents that contain that term, 
and then taking the logarithm of the result.  This is shown in 
Equation 2. 	����� � log |�||��: � � ��| 

Where: 

• 	����� is the Inverse Document Frequency for term 
‘t’ 

• |�| is the total number of documents 

• |��: � � ��| is the number of documents including ‘t’ 
Given that if the term ‘t’ does not occur in the corpus, the 

current denominator can lead to a division-by-zero, it is 
common to alter Equation 2 as shown in Equation 3 	����� � log |�|1 � |��: � � ��| 

The inverse document frequency is then used as a 
modifying value upon the term frequency, to reduce the 
value of those terms that are common across all documents.  
To achieve this Equation 1 and Equation 3 are combined to 
form Equation 4. ��	����, �� � ����, �� � 	����� 

A high weight (indicating importance) is achieved by 
having a high TF in the given document and a low 
occurrence in the remaining documents in the corpus – hence 
filtering out common terms (including stop words such as 
“the” or “and”). 

B. C-Value 

The C-Value algorithm [2] creates a ranking for potential 
keyphrases (Frantziy et al. refer to them as “term words”) by 
using the length of the phrase, and the frequency with which 
it occurs as a sub-string of other phrases. 

To start the process, the system tags the corpus with part-
of-speech data and extracts strings that pass a linguistic filter 
(see below) and a frequency threshold.  Frantziy et al. used 
three different linguistic filters (expressed as regular 
expressions) in the first stage of the algorithm, and tested the 
system against each of them.  The broader the filter, the more 
phrases it lets through.  Filter 1 is the strictest, where as 
Filter 3 the broadest.  The filters were: 

1. Noun + Noun 
2. (Adj | Noun) + Noun 
3. ((Adj | Noun) + | ((Adj | Noun) * (NounPrep)?) 

(Adj | Noun)*) Noun 
Assuming that a phrase � gets through the filter, then its 

C-Value is calculated as shown in Equation 5.  Its value is 
dependent on whether or not � is a sub-string nested inside 
another valid phrase. ���������
�
���
��log |�| · ���� � 	# �$�� #�% & #�'	�(
log |�| · )���� & 1*�+,� - ��%�.�/0

1 ��#� 2 
Where: 

• � is the candidate phrase 

• |�| is the length of the phrase � in words 

• ��3� is the frequency of the occurrence of ‘x’ 

• +, is the set of phrases that contain � 

• *�+,� is the number of those phrases 
Once the C-Value has been calculated, it is used to rank 

the phrases and the best phrases are selected for use as 
keyphrases. 

Frantziy et al. used two metrics to compare the results: 
Recall and Precision.  Recall was the percentage of the 
keyphrases in the baseline frequency list that were extracted 
by the C-value algorithm.  Precision was the percentage of 
the keyphrase in the total list that the domain-subject expert 
agreed with.  For Precision, the broader the filter the lower 
the increase – although all filters showed an improvement of 
between 1 and 2%.  For Recall, the results were broadly 
similar in tone and dropped the broader the filter from 
between 2.5% and 2%. 

C. NC-Value 

The NC-Value [2] extends the C-Value algorithm by 
using the words adjacent to of the keyphrase to add a 
weighting context to the phrase itself.  The weighting is a 
percentage chance that the word is a context word for a 
phrase rather than just an adjacent word. 

To calculate the NC-Value, the C-Value algorithm is 
modified by a “context weighting factor” which is 
determined by the nouns, verbs, and adjectives adjoining the 
keyphrase (these are known as context words).  The weight 
is calculated as shown in Equation 6. 4�	(5��4� � ��4��  

Where: 

• 4 is the context word (noun, verb, or adjective) 

• ��4� is the number of words ‘w’ occurs with 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

19Copyright (c) IARIA, 2012.     ISBN: 978-1-61208-181-6

eKNOW 2012 : The Fourth International Conference on Information, Process, and Knowledge Management

                           26 / 168



• � is the total number of phrases 
This is then fed into Equation 7, the NC-Value. 6��������� � 0.8��������� � 0.2 - �,�%�4�	(5��%�.�;0

 

The values of 0.8 and 0.2 used were arrived at following 
experimentation by Frantziy et al. [2], and therefore may 
only be applicable to the medical corpora they used. 

Frantziy et al. compared the C-Value and NC-Value 
using the previous defined the Recall and Precision metrics 
(see Section III.D).  The Recall remained the same, as did the 
average Precision.  However the exact Precision varied by 
section of the output list.  The Precision increased in the top 
section of the list (the top 40 items), and it was reduced in 
the remainder of the list.  This was the expected behaviour, 
as the aim of the NC-Value was to reorganise the output list 
to move the better phrases toward the top. 

D. Roget and Synoynms 

The synonym algorithm [3] takes words from the source 
document, and groups them together with words that are 
considered synonyms.  It uses a resource document in the 
form of a thesaurus to aid this.  The basic formula for this is 
shown in Equation 8. 

<=>�?@� � �AB4C: 4C � DEFGH · I4CIIBDEFGI  

Where: 

• ?@  is the candidate phrase 

• ��3� is the frequency of occurrence of ‘x’ 

• DEF  is the set of synonyms which ?@   belongs to 

• J4K: 4K � D?	L is all the phrases in set DEF  
• I4CI is the length of the phrase in words 

• IBDEFGI is the number of synonyms in the set 

In addition, the unigram list was enhanced by adding the 
stemmed forms of the unigrams. 

However, this method has a tendency to produce a set of 
keyphrases that are all, almost by definition, synonyms of 
each other.  For example, the words “acquisition” or “taking” 
can both mean “recovery” [7] and therefore both may have 
been present as separate keyphrases.  Therefore, an 
additional clustering element is added to group these 
keyphrases into their synonym groups to prevent a single, 
popular, concept from dominating.  This simply involves 
applying the original Equation 8 to the keyphrases. 

III. IMPLEMENTATION 

The basis of the work presented here is the examination 
of a document with the intention of generating keyphrases 
from it.  The implementation details that follow explain the 
algorithms of the methods compared.  Where more than one 
method or set of configurations was presented, the chosen 
settings implemented were those that the authors of those 
papers found produced the best output. 

The different algorithms were tested against six corpora.  
For this study of the algorithms, it was decided that the 
corpora would be restricted to academic papers, which for 

the majority case are submitted with keywords against which 
the results can be tested. 

Five corpora were taken from the Academics 
Conferences International (ACI) e-journals [8], each corpus 
on a different subject area: Business Research Methods 
(EJBRM), E-Government (EJEG), E-Learning (EJEL), 
Information Systems Evaluation (EJISE), and Knowledge 
Management (EJKM).  The sixth corpus was taken from 
PubMed Central (PMC) [9], an archive of biomedical and 
life science journal papers.  The thesaurus used was Roget's 
“Thesaurus of English Words and Phrases” [7] and the 
Porter Stemming algorithm [10] was used to stem the 
unigrams. 

A. Chance Study 

For the chance study, the words from the source 
document were split into a list of individual words.  From 
this list, a start point was chosen at random and a number of 
contiguous words were strung together to form a keyphrase.    
The maximum length of the keyphrase was set at n = 7 as 
this was the longest phrase in the reference document, 
Roget’s Thesaurus [7].  The algorithm used was: 

• Randomly select a word in the source document to 
act as a starting point. 

• After each word is added, generate a random number 
less than or equal to n.  If this number is greater than 
the number of words already in the phrase, add 
another word. 

• Repeat until r keyphrases have been produced (in 
this study, r was chosen to be 5).  

B. Term Frequency 

For the term frequency (TF) study, the source document 
was split into a list of single words and a count of the 
number of times each appeared in the source document 
occurred, and then normalised to prevent bias towards longer 
document.  The results were then ranked in size order, and 
the top five taken as the results.  The algorithm for this was: 

• Count the occurrence of each word in the document 

• Divide the count by the total number of words 

• Sort the list by frequency and output the top r ranked 
items (in this study, r was chosen to be 5) 

C. Term Frequency – Inverse Document Frequency 

The inverse document frequency (IDF) extends the TF 
algorithm in an attempt to automatically remove from 
consideration phrases that are not important as keyphrases 
because they are common to the whole corpus. 

• Count the occurrence of each word in the document 

• Take the logarithm of the number of documents in 
the corpus divided by the number of documents 
containing that word 

• Multiple the two values 

• Sort the list by frequency and output the top r ranked 
items (in this study, r was chosen to be 5) 

D. The C-Value 

For the C-Value, the document was first filtered through 
a series of linguistic filters as set out in Section II.B.  Phrases 

(7) 

(8) 
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that pass the filter are then categorised as either being stand-
alone or as being a sub-phrase of another.  Those that are 
stand-alone are assigned a C-Value based on the base-2 log 
of their number of words.  Those that are sub-phrases are 
given a more complex C-Value as explained in Section II.B 
and in the algorithm given below: 

• Sift phrases through linguistic filter 

• For each valid phrase, take the log (base 2) of the 
number of words in it, and check to see if it is nested 
inside another valid phrase 

o If it is not then multiply by the number of 
times it occurs 

o If it is nested, then multiply by the number 
of time it occurs minus the sum of the 
number of times all the longer phrases 
occur divided by the number of those 
phrases 

• Sort the list by frequency and output the top r ranked 
items (in this study, r was chosen to be 5). 

E. The NC-Value 

The NC-Value extends the C-Value by taking the output 
from that system and adding on a contextual weight.  The 
weight takes into account the words that surround the 
candidate phrase.  The algorithm for this is: 

• Sift phrases through linguistic filter 

• For each valid phrase, take the log (base 2) of the 
number of words in it, and check to see if it is nested 
inside another valid phrase 

o If it is not then multiply by the number of 
times it occurs 

o If it is nested, then multiply by the number 
of time it occurs minus the sum of the 
number of times all the longer phrases 
occur divided by the number of those 
phrases 

• Multiply this by 0.8 and then add 0.2 multiplied by 
the context weight for the phrase 

o The weight is the number of phrases that 
the context word occurs adjacent to 
divided by the total number of phrases 

• Sort the list by frequency and output the top r ranked 
items (in this study, r was chosen to be 5). 

F. Roget and Synonyms 

The synonym study grouped words in the document 
together by also including counts of their synonyms in the 
process.  This, however, produced a set of keyphrases that 
tended to be synonyms of each other, so the synonym study 
further extended the method to involve a second round of 
clustering to try to prevent a single, popular concept from 
dominating.  For example, the words “acquisition” or 
“taking” can both mean “recovery” [7] and therefore both 
may have been present as separate keyphrases. 

• For each n-gram in the thesaurus, compare the n-
gram to the associated synonyms  

• For each synonym that matches, add the word to a 
list, and increase its frequency value by the value of 

the n-gram divided by the number of associated 
synonyms 

• Then, for each Key entry in the thesaurus check to 
see if the frequency is equal to the highest frequency 
value in the found in the preceding step. 

• For each synonym entry associated with the Key, 
add the synonym to a second list of words and 
increase its value by one. 

• Sort the list by frequency and output the top r ranked 
items (in this study, r was chosen to be 5). 

IV. RESULTS 

The following section sets out the results of the five 
algorithms studied.  For each of the papers analysed in the 
corpora, the authors (for the most part) supplied an 
accompanying list of keyphrases to summarise the content.  
The results of the algorithms were automatically evaluated 
by comparing them to the author keyphrases.  Where a paper 
did not have author-supplied keywords, it was automatically 
excluded from the study and the results. 

A match was recorded for a paper if at least one of the 
output keyphrases matched one of the author keyphrases.  
However, a naïve text matching approach was used for this 
initial study.  The approach would match any two strings if 
they were either equivalent or a sub-string of the other, e.g. 
“know” and “knowledge” would be considered a match. 

The following tables are all formatted in the same way.  
They list the ‘Corpus’ used in the first column and the 
number of ‘Papers’ with keyphrases in that corpus.  The 
number ‘Matched’ is the number of papers that met the 
above matching criteria as a raw figure and as a 
‘Percentage’.  The ‘Increase’ column, where it occurs, is the 
numerical value by which the percentage differs from the 
chance results – i.e. if the match percentage was 1% in the 
chance study and 10% in the TF study, then that would be an 
increase of nine. 

The results are also summarised in Figure 1 on page 5. 

A. Chance Study 

The chance results showed almost no keyphrases being 
produced that matched the authors’.  The results can be seen 
in Table I. 

 

TABLE I.  CHANCE RESULTS 

Corpus Papers Matched Percentage 
EJBRM 65 0 0.00% 
EJEG 101 2 1.98% 
EJEL 111 0 0.00% 
EJISE 90 1 1.11% 
EJKM 104 5 4.81% 
PMC 137 1 0.73% 

Average   1.44% 

B. Term Frequency 

Table II shows the results from the term frequency study, 
and that it performed very well matching on average over 
80% of the keyphrases against the authors’. 
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TABLE II.  TF RESULTS 

Corpus Papers Matched Percentage Increase 
EJBRM 65 58 89.23% 89.23 
EJEG 101 93 92.08% 90.10 
EJEL 111 89 80.18% 80.18 
EJISE 90 80 88.89% 87.78 
EJKM 104 101 97.12% 92.31 
PMC 137 105 76.64% 75.91 

Average   87.36% 85.92 

C. Term Frequency – Inverse Document Frequency 

The inverse document algorithm showed a drop in 
performance compared to the simple term frequency results, 
as shown in Table III. 

TABLE III.  TF*IDF RESULTS 

Corpus Papers Matched Percentage Increase 
EJBRM 65 43 66.15% 66.15 
EJEG 101 66 65.35% 63.37 
EJEL 111 69 62.16% 62.16 
EJISE 90 69 76.67% 75.56 
EJKM 104 71 68.27% 63.46 
PMC 137 107 78.10% 77.37 

Average   69.45% 68.01 

D. The C-Value 

As there were three linguistic filters for the C-Value, the 
results in Table IV show the range of the matched values and 
then an averaged percentage.  Contrary to expectations based 

on the original paper [2], the broader the filter the better the 
results. 

TABLE IV.  C-VALUE RESULTS 

Corpus Papers Matched Percentage Increase 
EJBRM 65 10-19 ~23.08% ~23.08 
EJEG 101 16-30 ~23.76% ~21.78 
EJEL 111 1-5 ~1.80% ~1.80 
EJISE 90 11-12 ~12.22% ~11.11 
EJKM 104 3-7 ~4.81% ~0.00 
PMC 137 25-31 ~21.17% ~20.44 

Average   ~14.47% ~13.03 

E. The NC-Value 

Similar to the C-Value, the results for the NC-Value are 
displayed as ranges for the matches and as an average 
percentage. 

TABLE V.  NC-VALUE RESULTS 

Corpus Papers Matched Percentage Increase 
EJBRM 65 1-4 ~3.08% ~3.08 
EJEG 101 0 0.00% -1.98 
EJEL 111 0 0.00% 0.00 
EJISE 90 0 0.00% -1.11 
EJKM 104 0 0.00% -4.81 
PMC 137 0 0.00% -0.73 

Average   ~0.51% ~-0.93 

Figure 1 
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F. Roget and Synonyms 

The synonym results show a good improvement over the 
baseline results (nearly 60% on average), although particular 
corpora fared poorly (the medical corpus PMC for example, 
compared to the Knowledge Management corpus).  The 
results are shown in Table VI. 

TABLE VI.  ROGET AND SYNONYM RESULTS 

Corpus Papers Matched Percentage Increase 
EJBRM 65 31 47.69% 47.69 
EJEG 101 73 72.28% 70.30 
EJEL 111 77 69.37% 69.37 
EJISE 90 46 51.11% 50.00 
EJKM 104 94 90.38% 85.57 
PMC 137 47 34.31% 33.58 

Average   60.86% 59.42 

V. DISCUSSION 

The results outlined in Section IV above show that the 
Term Frequency algorithm performed best – the pure 
statistical method of simply counting how often a word 
occurred in the document. 

However, as has been pointed out in the results section, 
the matching criteria was naïve.  It is perhaps the contention 
of this paper, but a suggested reason for this is that 
keyphrases supplied by the paper authors are always likely to 
contain at least one “common” word that would show up in a 
frequency count.  This would also explain the poor results 
produced by Inverse Document Frequency algorithm, as 
common words in the corpus are likewise likely to be 
keyphrases supplied by the author.  For example, it is likely 
that a paper in the e-Journal on Knowledge Management 
both frequently uses the phrase “knowledge” and has it as an 
author-assigned keyphrase. 

Furthermore, as shown by Sood et al. [4] author-assigned 
keywords are inappropriate chosen 51.15% of the time.  
These factors combined suggest that the matching criteria 
needs to be changed for future work and a Recall/Precision 
model as used by Frantziy et al. would seem appropriate. 

 

VI. CONCLUSION AND FURTHER WORK 

This study has shown that for the naïve comparison 
method used the results are biased towards phrases that occur 
most often in the document.  However, further studies need 
to be run with a more standard set of evaluation criteria (such 
as Recall and Precision) and to be tested on a wider range of 
corpora – including Reuters-21578 corpus and the remainder 
of the PMC corpus. 

In addition, work needs to be undertaken to validate the 
outputs of the algorithms by human judges to assess the 
suitability of both the keyphrases provided by the authors 
and by the algorithms. 
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Abstract - This paper presents a framework dedicated to support 
the acquisition of useful and usable scientific knowledge that can 
be transferred to industrialists. It exposes the seven corpora of 
knowledge (Initial data, Problem, Hypothesis, Tests, Results, 
Interpretation and Conclusion) necessary both to acquire and to 
structure relevant scientific knowledge. The framework is used in 
the domain of design of tailored biscuits with optimized satiety 
benefit. The acquired scientific knowledge will be represented 
and next implemented in an electronic knowledge book that is the 
channel chosen to transfer it to biscuit-making industrialists. 

Keywords-scientific knowledge acquisition; university-to-
industry knowledge transfer; knowledge sheets;  electronic k-book. 

I.  INTRODUCTION 

Our work is situated in the field of university to industry 
knowledge transfer (U2I-KT). The objective of the U2I-KT 
research is to make the knowledge from scientific results 
available in a format that is directly accessible and exploitable 
by industrialists. However, scientific knowledge produced by 
academic research is intended to scientific communities for an 
academic use. It is commonly made available through scientific 
publications, which are not easy to be interpreted and used by 
industrialists. The difficulty comes from the difference that 
researchers produce scientific knowledge with the aim of 
understanding problematic phenomena, whereas industrialists 
demand this knowledge to manufacture their products. The 
challenge is to reformulate scientific knowledge created in 
university with respect to the industrial process of product 
manufacturing. The U2I knowledge reformulation issue will 
introduce new ways to structure, to access and to handle useful 
scientific knowledge, all oriented to its final industrial use. 

The U2I reformulation program requests a knowledge base 
(k-base) of relevant and useful scientific knowledge that should 
be constituted and made available in a form that eases its future 
treatment (easy access to knowledge should be envisaged, for 
example). Scientific knowledge should be captured, modelled, 
structured and represented within the k-base and then prepared 
for reformulation (re-structured) with respect to a configuration 
properly shaped for its industrial use. An appropriate-designed 
tool should be conceived and implemented to easily supply the 

scientific knowledge formerly reconfigured. It will be exploited 
to transmit this knowledge to the industrialists in order to be 
assimilated and used by them. An electronic knowledge book 
(e-k-book) is the tool chosen here for the U2I-KT. It is a 
hypermedia electronic document composed by a set of 
hierarchical concept maps and knowledge sheets (see Section 
V). The e-k-book has the principal advantage of providing to 
industrialists direct access and immediate use of knowledge 
within the k-base. It can be easily handled as being produced 
on, published through, and readable on a computational form. 

The work presented in this paper deals with the acquisition 
of scientific knowledge. The framework proposed here to 
Acquire scientific Knowledge (AsK) is intended to support the 
k-base constitution and its structuring from a scientific-oriented 
perspective. Further work will be carried out on scientific 
knowledge representation, its industry-oriented reformulation 
and e-k-book implementation. 

The paper is structured in six sections: Section I points out 
the context and the objective of our work. Section II refers to 
related works on knowledge acquisition and transfer. Section 
III depicts a structural view over the scientific knowledge. 
Section IV exposes the AsK framework based on this view. It 
proposes an aid to acquire and to structure scientific knowledge 
that will be reformulated. Section V discusses an application of 
AsK to acquire knowledge in the domain of design of satiety 
biscuits. Section VI exposes conclusions and future work. 

II. BACKGROUND AND RELATED WORK 

As cited by [1], knowledge transfer is a complex process, 
which includes knowledge transmission, absorption and use. 
Important types, methods and levels for its exploitation are 
cited in [2]. However, to transfer knowledge one has to acquire 
and make it available in a way that is suitable to its absorption 
and use [3]. The frequently used concepts [4] in the context of 
U2I-KT [5] are present in the knowledge acquisition, too. The 
absorptive capacity [6] depends on the ability of knowledge 
use, but also on the capacity to acquire and assimilate it. Prior 
knowledge and domain similarity [4] facilitate the absorption, 
but also the acquisition strategies. While a survey of tools and 
techniques for knowledge acquisition is presented in [7], the 
closest related work to our research is found in [8]. Here, 
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knowledge acquisition is “the activity of capturing, structuring 
and modelling knowledge from any source for the purpose of 
storing, sharing or implementing knowledge”. Thus, the overall 
objective of the acquisition process is to develop a k-base 
operational for the future processing. This k-base contains 
informal, structured, formal or computational know-ledge 
related to all the relevant and useful aspects. Accordingly to 
[9], lack of knowledge pertaining to research utilization can 
inhibit appropriate and effective use. In this background, the 
originality of our work consists in proposing a framework to 
acquire and to structure scientific knowledge for the U2I-KT. 

III. WHICH STRUCTURE FOR SCIENTIFIC KNOWLEDGE 

Scientific knowledge is the key ingredient in the process of 
U2I-KT and the key object of our study. Published knowledge 
produced by scientist researchers as a result of their scientific 
research is evaluated by a scientific community and released 
through scientific publications. Scientific papers are thus the 
vehicle of spreading and supplying scientific knowledge. They 
are regularly structured into five formal parts: (a) Introduction 
and Literature Review; (b) Material and Method; (c) Results; 
(d) Discussion; (e) Conclusion and Future Work. Knowledge 
contained in these publications concerns existing data used for 
the research and new data provided by this. Inspired by [10], 
which cites the main steps commonly used in a hypothetical-
deductive scientific method, we assume that relevant scientific 
knowledge encloses data, information and knowledge related to 
the following corpora: Initial data, Problem, Hypothesis, Tests, 
Results, Interpretation and Conclusion. These corpora offer a 
structural perspective on the scientific knowledge. Commonly, 
Initial data, Problem and Hypothesis are found in the (a) 
section, Tests in the (b) section, Results in (c), Interpretation in 
(d) and Conclusion in the (e) section of a scientific publication.  

Initial data includes theories, models, facts, representations, 
observations, methods or concepts related to a specific domain. 
It reveals accepted shared knowledge of a scientific community 
that outlines the prior knowledge needed for the research. 
Problem suggests the hindrance raised from the contradictions 
between new facts and old ideas. It is formulated by a research 
main question. Hypothesis conveys assumptions formed on the 
basis of the research problem. Tests include Material (Product 
and Equipment used for experimentation, Instrument required 
to observe or to measure parameters and Operator to perform 
tasks) and Method (Protocol and Model used for investigation, 
or production). Tests (experimental, simulation- or modelling-
oriented) are set up to: i) test existing theories or probe results 
from the background observation, ii) answer a question or 
investigate a problem, or iii) test the hypothesis introduced, to 
support or to disprove them. Results present data or interesting 
observations made when handling data, and report the accurate 
results of tests. Interpretation renders the results explanations, 
analysis, reflexions and assimilations. Conclusion exposes the 
impact of the new research findings on the current knowledge 
and the restatement of the knowledge after their integration. 

These 7 corpora of knowledge are necessary to acquire and 
structure relevant scientific knowledge. Certainly, industrialists 
are in quest of accurate and well interpreted scientific results. 
Yet they are also interested in data, information and knowledge 
about essential methods and materials to use, parameters values 
to adjust, concepts and theories to be familiar with. These will 

provide them a better understanding of the scientific results and 
may ease the reproduction of the tests, if needed. Hence, all the 
available corpora of knowledge have to be collected and handy 
at the end of the acquisition. Otherwise, lost or unavailable 
pieces of knowledge can have a negative impact on the future 
absorption and exploitation of the scientific knowledge. This 
can produce an incomplete transfer of knowledge, which can 
instigate unnecessary rework and delay for industrialists. 

IV. ASK FRAMEWORK PRESENTATION 

The AsK framework aims to help a knowledge engineer to 
acquire and structure useful scientific knowledge into a k-base 
made available for future processing. 

Materials used in AsK are related to knowledge sources and 
tools. Knowledge sources include the available documentary 
(publications, reports, slides, work sheets...) and human expert 
resources (interviews). Knowledge tools include techniques 
and software used for knowledge collection, visualisation or 
modelling (diagrams, frames, trees, maps, tables, matrices). 

The method used in AsK is based on the assumption that to 
acquire and to structure relevant scientific knowledge, all the 7 
corpora of knowledge (Initial data, Problem, Hypothesis, Test, 
Results, Interpretation, Conclusion) have to be examined. 

The AsK framework proposes a three-phase protocol: i) 
acquire and structure knowledge from available resources, ii) 
identify the lacking necessary knowledge and then acquire it 
and iii) verify the conditions for acquisition completed. 

During the first phase, knowledge is collected and modelled 
from the initial sources, following the subsequent procedures: 

 The research problems for each knowledge domain are 
identified. Each problem introduces an empty AsK-
frame entitled with regard to the given problem. This 
frame is a skeleton designed to offer a structured view 
on the scientific knowledge, as described in Section III. 
Each frame encloses seven layers, which correspond to 
the seven corpora of knowledge, as shown in Figure 1. 

 Knowledge is collected from the initial sources and 
transcribed into suitable models. Glossaries, process 
diagrams, dependence relations, concept trees, process 
maps, attributes’ tables, relation matrices, dependence 
rules are potential knowledge models (k-models) [8] to 
be put within the k-base. As far as possible, process-
oriented models are used, as they ease the absorption 
by the industrialists. Knowledge modelling provides 
punctual views of the collected knowledge and delivers 
localised pictures within the k-base. The k-models 
reveal knowledge about concepts, hypothesis, methods, 
products, properties or results. They are placed into the 
corresponding AsK-frame, within the suitable layer. 
Knowledge collected and modelled is thus immediately 
located in its proper context. The procedure leads to a 
scientific-oriented structuring of the k-base. 

 First interviews with experts are set up to confirm the 
initial AsK-frames titles with respect to their research 
domain. They can guide to the creation of new frames. 
This procedure provides the framing of knowledge 
(allows to assign one ore more experts to each frame, 
depending on the objective of their research work). 
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Figure 1.  Seven necessary layers in the AsK-frame skeleton 

 
 The initial established k-models are either confirmed 

or clarified, detailed or infirmed (if knowledge have 
evolved since then). New knowledge related to these 
models is collected and submitted to confirmation. The 
confirmed k-models are checked as relevant in the base 

 The proper assignation of the confirmed k-models to a 
particular layer in the AsK-frame is confirmed as well. 

During the second phase, the lacking useful knowledge is 
first identified and then acquired. The main steps to follow are: 

 For a given frame, lacks of useful data, information 
and knowledge in the corpora of Initial data, Product, 
Method, Equipment, Results and Interpretation are 
identified with respect to the AsK framework. 

 New semi-structured interviews are set up in order to 
collect these corpora of lacking knowledge within each 
frame. For example, the questions are formulated so 
that the knowledge obtained from answers directly fit a 
corpora (AsK-layer), which was lacking in knowledge. 

 This new collected knowledge is modelled and the k-
models are submitted for confirmation and checked 
following a similar procedure as cited formerly. 

 The triple procedure (collect, model and confirm) is 
iterated for all the corpora of lacking useful knowledge 
requested for a given layer of an Ask-frame. Then, the 
procedure is iterated for all the layers within the frame 
and for all the frames created for the research domain. 

During the third phase, the knowledge engineer verifies all 
the conditions for “acquisition completed”, as drawn here: 

 When all the corpora requested for a layer of an AsK-
frame are collected, modelled and confirmed, the layer 
is considered “completed” and checked in the k-base. 

 When all the layers of an AsK-frame are “completed”, 
the AsK-frame is declared “completed” and checked. 

 When all the AsK-frames within a given domain are 
“completed”, the acquisition of the knowledge related 
to that domain is considered “completed”. 

 When all the domain acquisitions are “completed”, the 
global acquisition procedure is declared “completed”. 

When the final condition is satisfied, the k-base is finished. 
It contains relevant and useful scientific knowledge, structured 
in order to ease the access for representation and reformulation. 

V. ASK APPLICATION TO A BISCUIT-MAKING DOMAIN 

We have applied the AsK framework to acquire knowledge 
in the domain of design and manufacturing of biscuits with 
satiety benefit. The work is in progress and it is carried out 
within a research project with industrial and academic partners. 

The materials used as initial sources for collecting 
knowledge are available documentation (reports, presentations 
of domain research contributions, notes, and also transcriptions 
of recorded individual or collective interviews with experts). 
Three teams of scientific experts (in Formulation, Nutritional 
characterization and Sensory analysis) and an industrial partner 
(in the biscuit-making domain) take part in the project. 

The method employed to acquire and structure scientific 
knowledge for each of the expertise domain suits the steps of 
the protocol mentioned in Section IV. Various k-models are 
built from initial sources and then submitted to the experts, for 
individual and group confirmation. The experts are interviewed 
at different stages during the acquisition process. Figure 2 
illustrates one k-model built for dough texture’s descriptors. 

This k-model is confirmed and placed in the Product sub-
layer of the AsK-frame “Dough processability”, created for the 
Formulation domain. Additional and more specific knowledge 
is collected regarding to each of the descriptors of the dough 
texture shown in this k-model. This knowledge is modelled in 
well-formatted electronic files, which contain pictographic, 
textual and structure-related information (keywords, links and 
bibliography used). An example is given for the ‘adhesiveness” 
descriptor, as pointed out in Figure 3. These electronic files are 
called knowledge sheets (k-sheets) and match the [8] meta-k-
models. They are created using a specific computational tool 
that we have developed to assist the e-k-book implementation. 
Easy to be accessed, the k-sheets facilitate the knowledge 
visualization during the acquisition process. They will be 
properly treated and used as elements in the e-k-book. 

K-models and k-sheets are established and then confirmed 
for all of the texture descriptors. Lack of useful knowledge for 
“Dough Processability” frame is identified with respect to the 
AsK framework. Then, corpora of knowledge for Hypothesis, 
Method, Instrument, Equipment and Results are acquired by 
means of k-sheet models to fill the layers of the given frame. 
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elasticity cohesiveness 

stability 

granulosity stickiness 

consistance 

adhesiveness 

aspect 

sensory descriptors 

greasiness 

dough texture 
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Product 

Material 
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Figure 2.  AsK placement for dough texture’s characteristics map (k-model) 
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Figure 3.  K-sheet collected for the “adhesiveness” descriptor 

 
The example related to the evaluation of dough texture’s 

sensitive descriptors is inspired by [11] and concerns published 
scientific findings. So far, two cases have been encountered in 
our project: i) scientific knowledge is already validated by the 
specific-oriented community and ii) scientific knowledge is in 
process to be produced and/or published (tests are in process, 
results are not yet available or published). In the first case, the 
scientific discourse is clear and it eases the acquisition process. 
In the second, the discourse is in construction and as a result, 
the knowledge acquisition can be significantly penalized. 

VI. CONCLUSION AND FUTURE WORK 

We have proposed here a framework (named AsK), which 
defines the seven corpora of knowledge (Initial data, Problem, 
Hypothesis, Tests, Results, Interpretation and Conclusion) that 
are necessary to be collected and modelled in order to acquire 
relevant scientific knowledge in the context of a U2I-KT [12]. 
With regard to these corpora, Ask offers a scientific-oriented 
[10] way to structure knowledge within the k-base, throughout 
the collection and the modelling process. Thus, when the 
acquisition procedure is completed, an organized k-base [8] 
containing all the necessary [9] corpora of useful and usable 
scientific knowledge [1] is made available for future treatments 
(industry-oriented reformulation, representation, and transfer). 

The major advantages of using the Ask framework can be 
summarized as follows: i) it fits for multi-domain knowledge 
acquisition in parallel; ii) it offers to the knowledge engineer a 
strategy for planning and preparing the interviews during the 
acquisition procedure; it helps him to set questions during these 

interviews, which provide relevant knowledge, structured in a 
scientific-oriented view, as presented in scientific publications; 
iii) AsK supplies a global view over the k-base configuration 
and a granular view on a given k-model within the k-base; iv) it 
provides a helpful technique to instantly situate an already built 
k-model into its context within the k-base; v) Ask provides 
information about the vacant parts of the k-base; it detects lack 
of or not yet available useful knowledge necessary to acquire; 
vi) it gives information about the k-base local or global status 
(in process/completed) at any time of the acquisition process. 
Moreover, the Ask framework allows listing extra information 
potentially useful for further research (such as complementary 
methods to use, new hypothesis emerged, results to correlate). 
New research programs can be proposed and consequently new 
related knowledge can be generated, acquired and integrated in 
the (evolving-designed) e-k-book. 

Further work will be dedicated to finish the acquisition 
process so that all the scientific findings will be available into a 
relevant k-base. Reformulation strategies and representation 
formats will be set up to make the acquired knowledge usable 
by industrialists and an e-k-book will be built for its transfer. 
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Abstract—The paper is concerned with estimating the 
believability of data acquired from web services. In the paper, 
a new method for believability estimation is introduced. The 
method is designed for integrating web services. The 
believability estimation is based on the following metrics: 
quantity, reputation, approval, independence, traceability, 
maturity, authority and objectivity. In the method, data 
trustworthiness is determined by the credibility of the data 
source. In the believability estimation, information about data 
provenance is used. Moreover, the method is based on the 
consideration that it is possible to increase the data 
believability not only by finding more believable sources of 
data, but also by acquiring the same kind of data from many 
different sources and analyzing this data. It is possible in the 
field of web services because there are many vendors of the 
same kind of services. 

Keywords-data believability; web services; data processing 

 

I.  INTRODUCTION 

When new data is acquired, the problem with data 
credibility occurs. Human beings practice various ways to 
estimate the trustworthiness of information and sources of 
information. There is a growing need to develop techniques, 
which can enable computer applications to automatically 
estimate the believability of information. These techniques 
should make it possible to identify and exclude unlikely 
information. It is particularly important in the case of 
applications collecting data from external sources through 
the Internet. These kinds of applications embrace software 
based on web services architecture [1]. 

This paper is concerned with data believability in web 
services. Applications using web services in order to achieve 
their goals receive data from services provided by vendors, 
which may not be reliable. It is particularly important for 
applications, in which integration of different kinds of web 
services is performed. If data collected by an application is 
wrong, the application will not produce proper results. Thus, 
it is necessary to verify the believability of data.  

Data believability was defined by Wang and Strong as 
“the extent to which data are accepted or regarded as true, 
real and credible“ [2]. The notion of believability is also 
referred to by the terms credibility, trustworthiness and 
plausibility. It needs to be stressed that data believability 
differs from data security. Security is related to problems of 

authentication, authorization and access to data. Data 
corruption may be caused by an undesirable influence of 
people or malicious programs as a result of poor data 
security. However, even if security is ensured and data is 
safely delivered from the source it is supposed to come from, 
problems with the truthfulness of this data may still exist: the 
source may spread incorrect information. Data believability 
is thus an issue, which goes beyond data security and it 
occurs even if problems with security are resolved. 

The paper consists of five sections. The section following 
the introduction contains an overview of related work 
concerning data quality, believability and provenance. The 
third section presents the method for data believability 
estimation designed by the author of this paper. The fourth 
one contains an evaluation of the method. The last section 
refers to conclusion and future work. 

II. DATA BELIEVABILITY 

Estimation of data believability requires regarding of data 
not only by meaning, but also in the context of its 
provenance. Data provenance is an integral feature of data. 
On the basis of who created data, how it was stored, and how 
it was processed, conclusions can be drawn about data 
believability. Recently, there has been a significant amount 
of research on acquiring and storing information about data 
provenance in web services. Tsai et al. presented a profound 
description of requirements and solutions concerning data 
provenance problems [3]. Techniques for solving these 
problems include the use of metadata, databases and new 
types of protocols. Moreover, an in-depth description of data 
provenance problems was presented by Moreau [4]. Storing 
information about data provenance makes possible to use 
this information in order to estimate data believability. 

Information about data provenance indicates a web 
service, which is the source of that data. The quality of this 
web service can be taken into account in estimating data 
believability. Some web services’ parameters are objective 
and they can be determined on the basis of statistics about 
the behavior of web services. Such parameters include web 
service availability, fees and latency in data transmission [5]. 
The quality of a web service can be also evaluated by its 
users in the same way as on eBay or Amazon, where 
customers provide their feedback about products and 
suppliers. It is possible to prepare ratings concerning the 
quality of web services. Such ratings can be based on both 
objective metrics, referring to the performance of a web 
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service and the opinions of the service users. In the field of 
data believability estimation, the most important are ratings 
concerning users’ feedback about trustworthiness and 
believability of data delivered by web services. Various 
methods for rating web service quality and managing trust in 
web services were described by Golbeck [6].  

Another important problem concerning data believability 
estimation is determining the metrics of data quality. Wang 
and Strong wrote an influential paper, in which they 
presented a detailed list of data quality attributes [2]. They 
also specified 20 dimensions characterizing data quality. 
Problems with measuring data quality are also the main 
subject of a book by Khan [7]. Furthermore, a paper [8] 
wrote by the same author as this paper, presents a method for 
evaluating the credibility of information in semantic web and 
knowledge grid. 

III. A NEW METHOD FOR RATING DATA BELIEVABILITY 

This section presents a new method for rating data 
believability. It was designed by the author of this paper and 
it is intended to be used in the integration of web services. 
The method consists of determining the level of data 
believability. This level is calculated on the basis of multiple 
metrics.  

Common methods for rating data believability focus on 
determining the believability of individual sources, in order 
to select the most believable information provided by one or 
other of those available sources. The method introduced in 
this paper represents a different approach. It is designed to 
acquire the same kind of data from many different sources. 
On this basis conclusions about data believability are made. 
In the method, a level of data believability is calculated. The 
value of this level can be higher than 1. The level of 
believability is not like the probability of data 
trustworthiness. It is a perceived believability estimated by 
the method. In the case of one source of information, the 
value of the level ranges from 0 to 1. When there are more 
sources the level can be higher than 1.  

In order to define metrics, which indicate the level of 
believability, a distinction between a claim and data, needs to 
be made. When some source of information publishes data, it 
cannot be assumed that this data is definitely true. Data 
provided by sources will be, in this paper, called claims, 
similarly as in [9]. Claims are also a kind of data, but there 
are two additional features of a claim:  

 The source of a claim is specified.  
 It is not resolved whether a claim is true or false.  
Claims will be, in this paper, denoted by the symbol ζ. 

The data corresponding to claim ζ, but without a specified 
source, will be denoted by dζ. 

It also needs to be considered what the granularity of 
data, being a claim, is. In the method, it is assumed that a 
claim is a portion of data of any size. A claim can be either 
one logical sentence, a sequence of such sentences, or the 
whole portion of data received from a web service. The size 
of the data does not affect the process of determining its 
believability. The only difference is that the level of 
believability concerns different data. The general formula for 
calculating the data believability level is given by (1). 
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where b is the believability level, m0 is the number of 
sources supporting claim ζ, which corresponds to data dζ, 
symbol ζi refers to claim ζ announced by source i, symbol mk 
denoted metrics used in calculating the believability level, wk 
is the weight of a metric mk, letter M stands for the number of 
considered metrics, letters i and k are indexes used in 
additions. Symbol |ζi| in (1) represents the influence of a 
single claim given by the source number i to the level of data 
believability without the use of any metrics. Expression |ζi| is 
similar to the cardinality of a set. Every claim stands for a 
single portion of data, so the value of |ζi| is always equal to 1. 
This kind of notation is used in order to indicate that only 
claims, which correspond to data dζ, have influence on the 
level of this data believability.  

Equation (1) states that the level of believability is equal 
to the number of claims supporting data dζ with regard to the 
metrics. Each source providing claim ζi increases the 
believability level of data dζ. The extent of this increase is 
equal to the weighted average of all metrics concerning the 
claim. Weights used in calculating the weighted average 
correspond to the importance of the metrics.  

The following metrics are taken into account: quantity, 
reputation, approval, independence, traceability, maturity, 
authority and objectivity. The values of all metrics used in 
the method presented in this paper, apart from metric 
quantity, range from 0 to 1.  

In the method presented in this paper, data believability is 
estimated on the base of attributes of the data source. There 
is also a possibility to estimate data believability on the basis 
of the data content. Several attributes of the data itself can be 
taken into account; like data validity, its accuracy and the 
context to which the data applies. In the method presented in 
this paper it is not considered. Data is only evaluated on the 
basis of the believability of its source. Nevertheless, it is 
possible to enhance the method with these attributes. 

A. Quantity 

The quantity of claims acknowledging the data being 
under verification is denoted with m0. Although this value is 
not present in (1) in the same way as the other values of the 
metrics, it in fact refers to one of the metrics considered in 
determining the believability level. The value of m0 defines 
the upper bound of the first summation presented in (1). The 
metric quantity represents the principle that the more sources 
are announcing the data, the greater is the level of 
believability. An assumption was made that the relationship 
between the number of claims and the level of believability, 
is linear when no other metrics are taken into account. All 
sources are then treated equally. The believability based only 
on the metric quantity is presented by (2).  
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where bm0 stands for the level of believability when 
quantity is the only metric considered. In this case, the 
believability level is equal to the number of sources 
providing claims corresponding to data dζ. 

B. Reputation 

In this method for determining the believability level, 
sources are not treated as if they were equal. Their influence 
on the level of believability is biased by various factors. First 
one is the reputation of the source. The value of the metric’s 
reputation is denoted by m1. 

The reputation of a web service is defined as “a general 
opinion i.e., it aggregates the ratings of the given service by 
other principals. Typically, a reputation would be built from 
a history of ratings by various parties” [10].  Principals are 
understood here as service providers or requesters. In the 
method for estimating believability presented in this paper 
these kinds of opinions are taken into account in the form of 
a metric reputation. The value of this metric is calculated on 
the basis of a web services’ rating system. There are a large 
variety of such systems. However, they are most often 
concerned with many web services’ parameters, such as 
performance, reliability, latency, fees etc. The reputation 
concerned in this paper is based only on the opinion about 
the believability of data provided by a web service.   

The level of reputation can be acquired from web 
services collecting data about the quality of other web 
services and web services’ ratings. The quality of web 
service, in the context of data believability, needs to be given 
in the form of a numerical rating (e.g., 6 using a scale 0 to 
10). Such a rating is converted to scale from 0 to 1 and it is 
directly used as a value for a metric reputation. In the 
presented method the metric reputation can also be based on 
ratings acquired from many sources and rating systems. In 
this case the value of the metric is equal to the average of 
ratings adjusted to a scale from 0 to 1. 

C. Approval 

Approval is a metric, which is similar to the metric 
reputation in the way that it is also concerned with the 
behavior of a web service in the past. Whereas metric 
reputation is indicated by third parties, metric approval is the 
own opinion of a customer of a web service. The customer 
can, and should, store data about cooperation with web 
services. In the case where a web service provided data, 
which appeared to be wrong, the believability of this web 
service is decreased. On the other hand, the believability of 
proven web services should be increased.  

The metric approval has three parameters: q, p and T. 
Parameter p is the influence of providing by a web service 
appropriate data, parameter q represents the impact of 
publishing wrong data and parameter T is concerned with the 
time, after which the influences caused by wrong and right 
data are no longer valid. It is assumed that the change in the 
value of metric approval is not perpetual and after some time 

the impact of providing wrong, or right, data is eliminated. 
The impact is diminished linearly, starting from the initial 
level of parameters p and q until there is no influence when 
time T has elapsed. The formula for calculating the metric 
approval is presented by (3). 
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where m2base is the default value of metric approval, Nq is 
the number of valid influences of providing wrong data, Np is 
the number of valid influences of providing right data, q is 
the initial level of influence for wrong data, p is the initial 
level of influence for right data, tk and tl are times since the 
event of providing wrong or right data occurred and T is the 
parameter indicating the time, after which occurrence of 
wrong or right data is no longer taken into account.  

The values of m2base p, q and T included in (3) need to be 
specified. Parameter m2base is the value of the metric when 
there is no experience in cooperation with the web service. 
The attitude to such a web service is neutral. Thus, the value 
of that metric is then equal to 0.5. In setting the value of 
parameter q it needs to be stated how severely the 
believability of a web service should be diminished when a 
web service provided wrong data. The parameter q can have 
various values. For example, it can be assumed that when no 
other metrics are taken into account, two web services, 
which once provided wrong data are as believable as one 
unknown web service. In this case, the value of metric 
approval is reduced by a half when a web service provides 
wrong data. When data acquired from a web service is right, 
the value of metric approval can be increased by half of its 
previous value. Thus, possible values of parameters are 
q=0,5 and p=1,5. For example, a web service, which once 
provided wrong data and once right, would have the level of 
metric approval equal to m2base×p×q=0,5×0,5×1,5=0,375. 

The value of parameter T can be selected arbitrarily and 
it can be set to 365 days. Values of tk and tl can be then 
changed once a day. They would indicate the number of days 
since wrong, or right, data was extracted from a web service. 

D. Independence 

The metric independence arises from the remark that data 
confirmed by two independent sources is more believable 
than data provided by two sources when one of those sources 
obtains data from the other one. A similar rule is applied by 
press agencies, assuming that information is true when it is 
confirmed by two independent sources.  

In the method presented in this paper, the metric 
independence indicates the number of independent sources 
of data. If there is only one source of some information and 
other web service providers supply data on the basis of that 
one source, the value of metric independence is as minimal 
as possible. It is then equal to 0. On the other hand, a 
maximum value of metric, i.e., 1, indicates that there is an 
unlimited number of independent sources. In order to satisfy 
these conditions, the metric’s value is increased because of 
subsequent independent sources in a similar way as a 
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geometric progression. The value of metric independence is 
presented in (4).  
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where m3 stands for the metric independence, a is the 
parameter determining the level of the increase caused by the 
existence of subsequent independent sources and u is the 
number of independent sources providing data. The value of 
a can be set to 2. Then, the medium value of the metric 
would mean duplication of data by two independent sources. 

The metric independence also applies to situations more 
complicated than repeating data provided by an independent 
source. Web services are based on acquiring data from 
various sources. When there is a group of web services, there 
is also a group of independent sources, from which data is 
acquired. In the group of web services some part of data may 
be derived from a smaller group of independent sources than 
the other parts.  Different parts of data can be confirmed by a 
different number of independent sources. There is a part 
confirmed by the smallest number of sources: the number of 
a source confirming this part is assigned as the value of 
parameter u from (4). Thus, when there is some data, which 
all web services acquired from the same source, the value of 
parameter u is set to the same level as if there was only one 
independent source. The value of u would be equal to 1. 

E. Traceability 

Metric traceability is another metric used in the method 
presented in this paper. The value of the metric is denoted by 
m4. It depends on whether a web service specifies sources of 
information, which were used to make the service available, 
or there is no such information. If web services base their 
results on data acquired from other parties, they should 
provide information about that. For web services preparing 
all data by themselves, there should also be a notice that no 
external sources were used. Providing data about sources of 
information is possible due to the researches concerning 
storing information about data provenance. 

Providing source information is similar to the 
bibliographies presented at the end of scientific manuscripts. 
When bibliography is not present or it is poor, a paper is 
treated as less credible. When a web service does not provide 
any data about its sources of information, the value of metric 
traceability is the smallest possible, i.e., equal to 0. If full 
information is available, the value of metric traceability is 
equal to 1. It is also possible that information about sources 
is partly present. In this case, metric traceability corresponds 
to the extent of source information availability. 

F. Maturity 

Another metric used in the method presented in this 
paper is maturity. The metric is based on the premise that 
web services, which are operational for some period of time 
are more believable than those, which are new and not tested 
by customers. Similarly, companies with tradition are more 
respected than the new, and unproven, ones.  

The value of the metric maturity depends on the time 
elapsed since the release of a web service. The time, after 
which a web service is treated as fully believable, can be 
determined differently. It can be assumed that the 
believability of web services, which are available for over 
one year, is no longer reduced by the metric maturity. Web 
services, which are absolutely new, have the lowest value of 
metric maturity equal to 0. The values of this metric are 
changed linearly, for those web services whose time of 
service is in between these limits. Thus, the value of metric 
maturity is given by (5).  
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where t is the time, which elapsed since the release of a 
web service and T is the period of time, after which the 
believability of a web service is not reduced by the metric 
maturity. The parameter T can be set to 365 days and the 
value of the parameter t can be changed daily. 

G. Authority 

The value of metric authority is denoted by m6. This 
metric refers to the sources’ competence to provide data. In 
particular, it concerns data that sources claim to have 
obtained themselves. In the case where there is a doubt that 
the source does not have qualifications to provide a certain 
kind of data, the value of metric authority is reduced. For 
example, when a web service provides data concerning the 
number of people on Earth, claiming that this data was 
acquired by itself, there is a reasonable basis to distrust such 
information. 

It is problematic to estimate the value of metric authority. 
Methods of storing provenance data do not reach a complex 
enough level to correlate the possibility of sources of 
information with data they provide. The value of metric 
authority needs to be assessed partly manually. In particular, 
this metric would concern data that only some kinds of 
sources are able to obtain. For example, information about 
population in countries can mainly be derived only from 
government sources. The value of metric would be equal to 0 
for sources, which do not satisfy the requirements and it 
would be equal to 1 otherwise. A list containing specific 
kinds of data with corresponding sources can be prepared. 
When a list is available, applications using the believability 
estimation method presented in this paper can automatically 
use this previously prepared list. 

H. Objectivity 

The value of metric objectivity, denoted with m7, is in 
most cases equal to 1. This value is changed for data that can 
be biased by the source due to its own interests. The value of 
metric objectivity is lowered for information that vendors 
claim about their products and their quality. Companies, on 
the basis of marketing needs, tend to modify information in 
order to improve their image. In such cases the metric 
objectivity is set to 0, as the source is not objective. It is 
possible to determine the value of this metric automatically 
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on the basis of metadata concerning product, their 
manufactures and resellers. In case no such data is available, 
these metrics can be set on the basis of a manually prepared 
list similarly as with metric authority. 

I. Weights of metrics 

The influence of metrics on the level of believability is 
modified by the weights of these metrics. Some metrics are 
treated as more important than others. Apart from metric 
quantity there are seven metrics with weights. The sum of 
weights has to be equal to one, because when there is only 
one source of information and all metrics are equal to one, 
then the level of believability needs to be also equal to one.  

The most important metrics are reputation and approval. 
In fact, conclusions about the web service believability can 
be drawn only on the basis of own opinion about a web 
service and opinion of others. Moreover the values of other 
metrics in many cases will be the same for different web 
services. The weight of metrics reputation and approval need 
to be higher than other weights. Weights of metrics 
reputation and approval can be set to 0,25 and weights of 
other metrics can be equal to 0,1. Thus, w1=w2=0.25 and 
w1=w2= w3=w4= w5=0.1. 

J. Application of the method  

There are three types of information sources used when 
the method is applied: web services, third parties and own 
knowledge. Third parties provide information about the 
quality of web services, such as their reputations. When an 
application needs a certain kind of information it collects 
claims from different web services concerning this 
information. It is like stating a question and seeking for the 
answer. The application also collects information from third 
parties and takes into account its own knowledge. The level 
of believability of each kind of the answer is rated with the 
use of the method. As the result, the answer with the highest 
level of believability is regarded as truthful. Acquiring data 
from many sources is more expensive then taking into 
account only one source, however the idea of the method is 
to improve the quality of data despite increased cost. 

IV. EVALUATION  

The method is based on the assumption that in general 
information provided by web services are truthful. The 
method resolves the problem of excluding information from 
untruthful, low quality web services (on the basis of metrics 
reputation, approval, maturity, authority and objectivity). It 
also manage the problem of providing wrong data by a noble 
web service due to some accidental mistake (on the basis of 
metrics quantity). In such cases, without using the method, 
false information would be regarded as truthful.  

However the method does not guarantee the truthfulness 
of information. In case false information is universally 
regarded as truthful the method will also accept the 
truthfulness of information. Nevertheless the method 
attempts to disregard such information (on the basis of 
metrics independence and traceability). In case of such 
information there are some sources, which published it. If 

information concerning data provenance were commonly 
provided the spread of untruthful information could be 
limited. The results of the method in case of this kind of 
untruthfulness depend on the availability of information 
about data provenance.  

V. CONCLUSION AND FUTURE WORK  

The method presented in this paper makes it possible to 
automatically estimate the data believability level on the 
basis of information about data provenance and web 
services’ ratings. In further work, we are planning to enhance 
the method with metrics referring not only to the 
believability of the source of data but also to the data itself.  

One of the significant problems related to the presented 
method is that web services should provide information 
about sources of data, which were used to make the service 
available. This would protect other applications from 
propagation of wrong data in case some source is publishing 
not truthful information. 
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Abstract—The concept of Lessons Learned (LL) in projects 

refers to the knowledge and experiences have been gained 

during the execution of the projects. These can be very vital 

in improvement of management style of current and future 

projects, to prevent the potential problems such as cost and 

time overruns. However, despite the importance of LL, it is 

usually ignored or not considered properly in the projects. 

The aim of this research is to study the current status of the 

LL practices in “Iran Oil and Gas Projects” (IOGP). First, a 

comprehensive literature review on the concept and 

approaches used to include LL in project management is 

conducted. Then, the major barriers for implementation of 

LL management in IOGP are identified, using interview 

method and investigation of the current states of LL 

processes in IOGP. Finally, in order to suggest solutions, in-

depth analysis of the problems is carried out, using project 

management tools and techniques. According to the findings 

of this research, there is not a formal and systematic process 

for LL management in IOGP. Moreover, the main barriers 

for KM and LL Process consist of strategic and management 

barriers, organizational barriers, communication barriers 

and staff barriers. The proposed solution to improve the LL 

documentation consists of organizational issues, open 

communication culture, training & learning environment 

and formal LL process. 

 
Keywords-Project management; Lessons learned; 

Knowledge Management; Oil and Gas Projects  

I. INTRODUCTION 

Completed projects are terrific sources of information 
[3], which bring some new experiences on the table. Such 
information can help to prevent similar problems in future 
and make considerable time and cost savings on the 
projects. The concept of Lessons learned (LL) in projects 
refers to the knowledge gained from the process of 
performing the project. It can be documented at any time 
of project life cycle, particularly during the execution of 
the projects, in order to catalogue significant information 
that has evolved as a result of the implementation of the 
projects. The gathered information is used to build up a 
knowledge base of an organization and to establish a 
database of the best and worst experiences in project 

implementation [1]. LL has a significant role in knowledge 
development and improvement, particularly in uncertain 
problems. It provides the possibility of recording the 
knowledge gained by professional bodies who have 
worked thousands of hours in the projects. So even if they 
leave the organization, it can be documented and reported 
as the LL knowledge base, which is a database of 
historical information, gained experiences and issues 
related to the outcomes of previous projects [2].   

Despite the importance of KM & LL, they are usually 

ignored or not considered properly. This deficiency is 

common not only in many of the projects in the world but 

also in the “Iran Oil and Gas Projects” (IOGP). So, the aim 

of this paper is to study the current status of LL 

documentation in IOGP with concentration on its barriers. 

According to this aim, through a comprehensive literature 

survey on the concept of LL and KM, the processes, tools 

and requirements for developing a successful LL process 

is introduced. Then the barriers for KM and LL process are 

identified. Finally, through some interviews and 

documents analysis, the status and the barriers for 

implementation of LL process in IOGP is investigated and 

some solutions are proposed. 

 

II. LITERATURE  REVIEW 

A.  KM and LL Reality in the Projects 

 Lessons learned are the experiences gained from the 
process of performing the projects. It is an ongoing 
process with great knowledge creation. It may be 
considered as a project record, which is classified as a 
lessons learned knowledge data base [2]. The project team 
may learn lessons which can be useful in similar future 
projects, while no one documents them in a systematic 
way at the end of the projects [11]. Using knowledge 
gained from implementation, failures or even successes of 
the projects is vital for the long-term sustainability and 
competitiveness of businesses [5]. It can be helpful in; 
reduction of the cost and time needed for problem solving 
and improvement of the quality of the solutions suggesetd 
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during the construction phase of the projects. Morover, it 
can reduce the probability of repetition of the same 
problems in projects [12]. So, most of the projects do not 
need to start from scratching as much as they can utilize 
existing processes and learn from the experiences acquired 
from previous projects [5].  

According to "integration management" part of 
PMBOK [2], project close out refers to the process related 
to the closing of the projects including LL documentation. 
This document includes "Historical Information" which is 
transferred to the LL knowledge base for use by future 
projects. It can be concluded that LL activities is a major 
part of the knowledge management in the projects. This 
information is used to update "Organizational Process 
Assets".  

Knowledge Management (KM) is the process of 
creating value from an organization’s intangible assets. It 
refers to sharing and leveraging knowledge within an 
organization and outward toward customers and 
stakeholders [5]. KM has such strategic value that 
organizations should include it as one of the pillars of their 
human capital strategy. KM can help to capture, share and 
leverage knowledge before it leaves the organization [5]. 
KM improves the efficiency of the organizations; it 
facilitates the access to the knowledge of the employees. 
The organizations make better decisions, improve their 
procedures, reduce reworks, increase innovation and reach 
to high level of integration and cooperation [6]. 

B.   KM and LL Processes and Tools 

 Several KM cycles are suggested in different 
references, while the simplest one that meets the purpose 
of this paper consists of four major steps, Knowledge is 
identified and captured, shared with others, applied in 
combination with existing pertinent knowledge, and then 
created in the form of new knowledge, which is then 
captured and continues [5].  

According to Chin, (2004) [13] There are three parts to 
the basic LL process. First, develop an environment that 
supports continual learning. Then, capture key lessons 
learned and finally, archive, organize, and make these 
learnings accessible to current and future project teams. 
So, archiving, organizing, and communicating LL will be 
a foundation for long-term success of the organizations. 

Considering the aim of this approach, it is possible to 

create major three steps for LL process including; LL 

capturing approaches which refers to the activities of 

capturing key lessons learned, LL documenting which 

refers to the activities of archiving and organizing and LL 

communicating which refers to the activities of making 

LL accessible to current and future projects. Comparing 

the KM cycle as explained previously with the above 

suggested steps for the LL process, It can be concluded 

that the concept of the steps is similar but as it mentioned 

the fourth step of the KM cycle is use of knowledge by 

people and then it may result in creating the form of new 

knowledge which is then captured and continues, 

therefore for completion the cycle of the LL process 

another step should be added as "LL Feedbacks & 

Development". So it implies that LL process should 

include four major steps: Capturing Phase, Documenting 

Phase, communicating Phase, Feedbacks & Development 

Phase:   

C.   Capturing Phase 

 The purpose of "LL capturing" is to find out key 
experiences, deviations and any LL regarding the ongoing 
projects. Key information about achieved experiences 
including deviations, problems, opportunities, wrong or 
right actions/ solutions and root causes of any deviations 
and problems are captured from key projects’ team 
members and Stakeholders. It should be noticed that there 
are some approaches for capturing of LL, experiences and 
root causes analysis, as below. It means that LL 
approaches should not be just a diary report of what 
happened in the project. Below, different approaches for 
"LL capturing" are presented [13]. 

1) Learning Organization Establishment: A learning 
organization is one in which managers do everything 
possible to maximize the ability of individuals and groups 
to think and behave creatively and thus maximize the 
potential for organizational learning to take place. In order 
to establish such environment, a learning organization 
should be built up. The five principles for creating a 
learning organization are  to develop  personal mastery, 
build complex, challenging mental models, promote team 
learning, build shared vision and  encourage system 
thinking [10]. Organizational Learning (OL) is 
complementary to KM. An early view of OL was 
"Encoding inferences from history into routines that guide 
behaviour"(Levitt and March 1988). So OL has to do with 
embedding what has been learned into the fabric of the 
organization [9]. 

2) Meeting Approaches: There are different techniques 
to manage LL meetings such as brain storming [13], open 
discussion [14] and even E-meeting [4], in which all 
participants can discuss from their point of view in turn. 
The facilitators of the meetings should try to keep 
discussions on the road and un-biased. Well documenting 
and recording of the meetings’ results is important [13]. 
The input data for these meetings include Project 
Schedule, Bug Reports, Review Reports, and Integrated 
Project Plan [15]. 

Generally LL meetings should be held bi-weekly, 
monthly or at major milestones with participation of the 
project team and stakeholders, as an information sharing 
tool of how obstacles were overcome and what could be 
done better on the next phase or next project. The 
advantage of  regular meetings  during the project progress 
(not just at project completion) is that people can give 
more accurate information and have better discussion, 
before forgetting the details of experiences or even leaving  
the project or organization.  

• Brainstorming Technique:  In this technique, the 

facilitator asks the participants to write their 

answers/ideas to questions such as: “what are the 
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main LL / experiences in the project”, "what could be 

improved?" and "what went well?"  In order to avoid 

people influence on each other point of views and 

cause biases on the results, it is recommended to 

develop the ideas in silence. Then the facilitator leads 

the discussion to record and publish the results of LL 

[13].  

• Open Discussion: In this approach all participants can 

present issues including experiances, problems and 

their solutions. The LL meetings can be held in three 

levels, including project team members, relevant 

department managers and senior managers. So, team 

members feel free for open dialogue. The idea is to 

transfer the results of lower level meetings to the 

upper ones [16]. 

   3) Capturing Tools  

• IT Tools -Telecommunications & Media Tools: This 

approach to LL Capturing can be used especially 

when project members and stakeholders are not in the 

same place and can not have regular face to face LL 

meetings. Using IT facilities and media devices, such 

as e-mail, SharePoint, video conference and other 

tools, project managers are contacted in a specific 

time periods to find out if they have encountered 

similar problems and have knowledge of the 

solutions.   

• Risk Management: According to the risk 

management part of PMBOK standard, it can have a 

significant role in LL capturing [2]. The results of 

risk management processes produce information that 

can be used in future projects and should be captured 

in the organizational process assets [2]. One of the 

organizational process assets that referred here which 

may be updated is lessons learned from project risk 

management activities. These documents are updated, 

during the implementation of the project and the 

project closure. Risk management plan, risk 

breakdown structure and the final version of the risk 

register, all include some issues related to LL 

documents [2].  

• Project Auditing: Project auditing can be 

addressed as a capturing tool for the projects’ LL. Its 

report includes LL information. The formal report 

should contain Information pertinent to other 

projects, which means, what LL from the project 

being audited can be applied to other projects being 

undertaken by the organization [17]. 

D.    Documenting Phase 

 As it is mentioned before, all efforts to capture LL 
data through each of the aforementioned methods would 
have no value if they are not documented in a well-
organized knowledge base format. The following 
approaches are suggested for documenting the LL.    

1) LL Report: LL data should be distinguished and 

extracted from resources such as LL meetings, risk 

management process and project auditing. The context of 

the LL report includes [1]: description of the LL, sources 

of LL data, any reference related to the LL, description of 

root causes of the problems, impacts of the problems on 

the project, recommended solutions, description of the 

application of the LL, searchable key words related to the 

LL documents, list of the necessary data for creation and 

reporting and approving the LL. 
2) Approving and Encoding the LL Documents: 

Considering the main attributes of the LL report, the 
outcomes of LL reports need to be reviewed and 
categorized in a final report format, which is an 
appropriate reposition for the knowledge of informally 
developed procedures that helps to ease the tasks of 
execution of the project. Once reported, they can be tested, 
approved and finally added to the parent organization 
project management procedures and roles, if generally 
useful [17].  

All generated LL documents should be approved by an 
entitled person of the organization that should be clarified 
in the LL procedure in advance. The Project Manager 
should assign some individuals at the early stages of the 
project for the task of generating these documents. 
Moreover, it is very important to enable the LL documents 
by using some searchable functions such as key words, 
their application areas, the level of their importance and 
chronology. So they should have label of encoding which 
shows these characteristics.  

E.    Communicating Phase 

According to the philosophy of the LL documentation, 
information should be communicated with the relevant 
people in the organization in a timely manner and 
distributed to them. So, the communication process of the 
organization has a key role to ensure that LL is available to 
all relevant people, in a timely manner. According to the 
PMBOK standard [2], communication management 
process can facilitate LL process in term of gathering and 
distributing of LL from and to the relevant people. Both 
LL process and communication process increase the 
efficiency of each other and their functionality.  There are 
many tools for communication improvement such as team 
working, communication media and so on. 

There are some factors to be considered including 
Communication network, Communication climate and 
Trust Building [8]. Moreover, media is the way that 
information is communicated. Using a combination of 
some of the media such as Electronic database 
(information systems), Web Pages, Broadcasting Job 
Knowledge, email, Inter LL meetings, Journal and 
newsletters can help to communicate LL of the projects in 
an organization. 

F.   Feedbacks and Development Phase 

Application of the LL is the main purpose of doing LL 
process in projects but it is not independent from other 
steps. LL application in other projects and similar 
situations, getting feedback and improving LL process are 
the most important part of a LL process. Feedbacks can be 
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reflected in order to update LL database. The mechanism 
of reflecting feedbacks can be considered as below: 

• Risk Monitoring & Control: According to the Risk 

Management process, risk monitoring & control has a 

key role in updating the organization LL document. 

Risk management feedbacks are reflected to update 

LL data.  

• Organization Procedures and Standard Adjustments: 

Normally, LL outputs could recommend some 

improvments on the technical and managerial assets 

of the organization. The recommended revisions will 

be investigated and will be added to the organization 

procedures and standards. This approach guarantees 

useful application of the LL findings which means 

LL data are communicated and applied in its relevant 

areas.  

• Project Management Office (PMO) Establishment: 

Establishment of the Project Management Office 

(PMO) in organizations can be a guarantee to 

develop a successful LL process. PMO is an office to 

deal with multiple projects and charged with 

improving the project management maturity and 

expertise of the organization, as well as increasing 

the success rate of projects. PMOs commonly 

perform many tasks such as initiating and launching 

new projects, establishment and enforcing project 

management processes. Most of its functions cover 

different activities required to perform the four major 

steps of the LL process in an organization [17]. 

III. LL AND KM BARRIERS 

According to the aim of this paper, in this section the 
general berries of KM and LL activities is reviewed. 
Considering the relevant literature, the main barriers of 
KM can be classified as below [7]. These barriers are valid 
in LL process and can affect its process as well.  

A.   Strategic and Management Barriers 

• Strategy Alignment: The problem will occur due to 

the lack of alignment between the KM strategy and 

the business strategy of the organization. 

• Management Support: Without the active and visible 

support from top managers in organization, KM will 

not get the support of employees. So, where leaders 

clearly communicate and enforce the value of sharing 

knowledge, the KM will have better results. One of 

the main management barriers is that managers do 

not use positional and social power to facilitate open 

communication channels in an informal way. 

• Resource Allocation: The cost of capturing, 

processing and transferring knowledge can be a 

barrier to KM. When companies fail to allocate 

sufficient resource to the KM activities in most 

instances they will fail in their KM venture [18] [19].  

B.   Organizational Barriers 

• Organizational Structure: Informal connections keep 

communication channels open and nobody needs to 

wait for next official meeting to initiate information. 

So, organizational hierarchy could have a direct 

impact on the KM success. In some organizations 

hierarchical structure negates any KM activities, 

which means organizations should be aware of that.  

• Organizational Culture: The Company's culture can 

influence the perceived usefulness, importance and 

validity of KM. It influences the process of creation 

and adoption of new knowledge, determines the 

knowledge belongs to organization or individuals and 

creates a content of social interaction which 

influences the organizational maturity on KM. 

Factors such as creating a supportive and open 

communication climate, fair rewarding and building 

trust in an organization can encourage people to state 

their beliefs and focus on opinions and problem 

solving rather than negative evaluations or criticizing 

others [8].  Where the organizational culture is not 

aligned with the drive for knowledge it will act as a 

barrier toward KM [7]. 

C.  Communicational Barriers 

• Communication and Information Systems: If the 

organization's information system is a kind of 

overloaded system (including useful and useless 

information) people will be confused [20]. People 

simply like to directly access to the required 

knowledge in an appropriate time scale with less 

confusion about the accuracy of the system. One of 

the major barriers to LL utilization is inefficient 

access to the relevant information. The 

communication process of the organization has a key 

role to ensure that LL is available to all relevant 

people.  

• Rewarding and Recognition System: when the 

organization doesn’t have a rewarding system to 

recognize the valuable knowledge shared by the 

employee, people do not encourage sharing valuable 

knowledge.  

D.   Staff Barriers 

• Trust: Tacit knowledge is the type of knowledge that 

lies with the experience of employees, so in order to 

share this type of knowledge employees should trust 

the organization. Otherwise they will feel that they 

lose their own knowledge and its value, so they avoid 

making it available to others. 

• Competition: If the competition internally in an 

organization or externally between divisions is not 

healthy, people will not want to share knowledge. 

• Knowledge Value: The value and benefit of existing 

knowledge is often not realized by the owners, so 
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they don’t try to capture and store it in an appropriate 

format. 

• Language: Due to communication barriers, 

knowledge may not be transferred to the relevant 

people. This problem particularly can occur in multi-

national projects which are implemented by many 

people from different countries [21].  

• Staff Turnover:  As discussed before, it is difficult to 

capture and manage tacit knowledge. This type of 

knowledge is also lost when employees leave the 

organization.  

IV. LL CONCEPTUAL MODEL  

Considering the above discussion about the LL 
elements and their relation with KM, a conceptual model 
is developed. The Model shows the barriers to KM and LL 
process in the organizations. Moreover, it presents the 
relationships between KM and LL process and their 
interactions with the projects (Figure 1). According to this 
model, the LL process is conducted during the 
implementation of the projects. The adopted data from LL 
are transferred to the knowledge base of the organization 
in an appropriate format, which can be used to support 
new projects. The model shows two main parts of LL and 
KM process in an organization and their relation with 
projects. 

In the first stage, the LL is captured and documented 

that can be considered as captured knowledge in KM 

system. The next stage is LL communicating that is 

equivalent to the knowledge sharing stage of the KM 

process. Therefore any communication procedures of LL 

process can be transferred for utilization in the knowledge 

sharing step as well. The last stage of LL process is 

application of LL in other projects and similar situations 

and their feedbacks which help to improve and update the 

LL database. This stage corresponds with knowledge 

application. Finally knowledge creation stage of KM 

process enhances knowledge capturing stage. During this 

process many problems and challenges could happen, 

which are classified as LL and KM barriers 

V. INVESTIGATION OF THE LL BARRIERS IN IRAN OIL & 

GAS PROJECTS 

In order to find the current status and the main barriers 
to documentation and utilization of the lessons learned, in 
Iran Oil & Gas projects, the actual application of LL in 
Iranian oil & gas projects is investigated. This case study 
has been done by conducting several in- depth interviews 
and document reviews. In this regard eight interviews with 
the relevant experts and managers of different projects 
have been done and some organizational documents have 
been reviewed.  

 

Figure 1: Conceptual Model of LL process and its barriers in 

project based organizations 

In order to study the current status of the LL activities 
in projects, several questions related to the application of 
the LL in the organizations, their approaches toward LL as 
well as the reasons for negative attitude toward the LL 
were asked. These questions were: If the organization has 
any LL process. If the organization has any systematic 
approach for LL process. In case of negative answers, 
what is the reason? What are the problems and barriers to 
implementation of LL practices in the organization? The 
reasons are classified in categories of barriers to KM. 
Details of the findings are as below. 

A.    Strategic and Management Barriers 

• Top Management Support- No Formal LL 

process: In most organizations, LL activities are 

ignored because they are not defined in the 

organizations’ procedures and there is not a 

formal management support.  

• Allocation of Resources for LL Processes: A 

quick look at the four steps of LL process 

presented in section 2.2 shows that 

implementation of LL process needs enormous 

effort including time and cost, which requires 

additional cost and expenses from the parent 

organizations. 

B.   Organizational Barriers 

• Organizational Culture- Lack of Supportive 

Climate and Open Communication: As it is 

explained, supportive climate and managers’ 
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power could create warm culture, trust, open 

communication system and fair rewarding 

system. These are important factors to implement 

a successful LL process. In the observed 

organizations these factors are not considered so 

much and leaders do not support and encourage 

people for collecting, sharing, and using lessons 

learned. Moreover, in this type of organizations, 

due to the political, accountability and 

organizational reasons, People may not like to 

participate in LL meetings.  

C.   Communicational Barriers 

• Poor Knowledge Management & 

Communication Infrastructure: In most of the 

organizations there are no sign of integrated 

knowledge management information systems. In 

the exceptional cases, organizations have their 

isolated data, without any communications and 

exchanges of information between them. These 

deficiencies would be significant barriers to 

implement LL process. 

D.   Staff Barriers 

• Knowledge Value- Perceived importance of LL. 

Most of the senior and project managers do not 

know about potential benefits and real value of 

the systematic approach for LL. According the 

research findings, there are some traditional 

approaches in the LL activities, applied 

personally by some of the project managers, 

using the experiences of pervious projects. 

However. They do not know how much a 

systematic LL process can help to improve 

different aspects of their project and the parent 

organization's performance. 

• Poor Attitude toward the Application of the LL: 

The common problem of the organizations is that 

there is not any hope and guarantees for 

application of the LL in other projects.  

• Trust: From job security point of view, people 

prefer not to share their knowledge, they are 

afraid to lose their competitive advantages and 

their situation in the organization. Moreover, 

some managers believe that they are too busy to 

spend time looking back.  

VI.  PROPOSED SOLUTIONS 

A.   Organizational Issues 

 According to the case study findings, the most 
important problems in our organizations are related to 
cultural issues. Below, there are solutions linked to 
different cultural factors. 

• Open Communication Culture: Supportive climate 

and open communication can encourage people to 

share their knowledge and participate in LL activities 

[8]. A long period plan is needed to break the existing 

culture. The leaders have key roles to create trust 

(paired with staff barriers-trust) by a fair rewarding 

system and considering team building points as a 

major part of this strategy. 

• Training & Learning Environment: Continual 

learning environment is the first principle for the LL 

process [13], this environment encourages people to 

share their knowledge and be active and creative in 

LL meetings [10]. Training is the first step to create 

learning environment. Lack of knowledge about 

Project Management and LL value (paired with staff 

barriers) can be solved by training. Theses programs 

also can help to remove the belief that LL process is 

costly or waste of time. When an organization 

decides to establish a formal LL process, some 

specific training courses can be helpful for better 

understanding of their tasks and implementing the 

process. 

• Formal LL Process: With respect to the case study's 

findings, there is not any organizational obligation 

for LL activities, so establishing a formal LL process 

can be helpful. The process should be unified and 

consistence with all organizational sections. It should 

include codification and standardization activities, 

clarified tasks and responsibilities and considering 

incentive and feedbacks [22].  

B.   Project Management Issues 

 According to the case study's findings, below, there 
are the solutions linked to the project management 
techniques. 

• Project Management Information System 

(PMIS): Developing an Integrated Project 

Management Information System (PMIS) has a 

significant role in development of LL & KM. In 

this regard, there are some recommended 

features in development of PMIS, from LL point 

of view, such as being user friendly and easy to 

use, having root cause analysis and searchable 

key word related to the LL data base. 

Additionally, having  possibility for  knowledge 

sharing and  broadcasting  of job knowledge 

which means producing a common language of 

unified data for dealing with problems from 

multiple locations and having a communication 

capability that automatically places information 

directly into the hands of the persons throughout 

the network of organizations. 

• Risk Management Process: There are important 

interactions between three processes of Lessons 

learned, risk management, and communication 

management.  Sharing knowledge in a systematic 

format, documenting LL, and ensuring frequent 

communication will maximize project success 

factors [4]. Risk management process can have a 
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significant role in the capturing and 

communicating project problems and pitfalls 

from LL point of view. Risk management helps 

to capture LL data as well as communicating 

them. On the other hand information related to 

the LL is used to risk identification and improve 

communication process. In addition project 

communication facilitates risk monitoring and 

control, and more communications about 

problems and risk factors would occur at LL 

meetings. Thus implementing these three 

processes can enhance each other during the 

project life cycle.   

• Project Management Office (PMO): For 

development of the LL activities in the IOGP, 

there are some solutions, which are classified in 

organizational and managerial groups. These can 

be implemented by establishing of PMOs in the 

organizations. Establishing PMOs in 

organizations is a comprehensive solution that 

can include aforementioned solutions because the 

functionality of the PMOs can cover most of the 

requirements of the above solutions.  

VII. CONCLUSION 

In this paper, the main barriers of KM and LL in 
projects were investigated. Based on the research findings 
these can be classified in four major groups including 
strategic and managerial barriers, organizational barriers, 
communicational barriers and staff–related barriers. 
Investigation of the maturity and application of the LL in 
Iran Oil & Gas projects show that there is not a formal and 
systematic process for LL management. Moreover, there 
are many problems related to these barriers such as lack of 
supportive climate and open communication infrastructure, 
poor knowledge management & communication, poor 
attitude toward the application of the LL and perceived 
value of LL and trust. The proposed solution to improve 
the LL documentation consists of 1) organizational issues 
including creating open communication culture, training & 
learning environment and defining formal LL process  2) 
project management issues including developing project 
management information system (PMIS), risk 
management process and project management office 
(PMO). 
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Abstract— Organizations face a number of major 

transformations; one of the most important is that all have 

been suffering from growing employee turnover. This 

phenomenon makes organization loses not only potential but 

also customer relationships, image, routines, and other more 

subtle issues. In some cases, the most significant lost is clients 

trust with may have a direct impact on sales and profit and, 

also, perceived quality of service. For organizations where the 

business processes are less depending from machinery and 

heavily rely on human relationships, this problem is even more 

relevant, being real estate business one such good example. 

Additionally, if we consider the increase time needed to sell 

real estate propriety after recent subprime worldwide crisis, 

sometimes the broker who initiates the process is not the one 

who finalizes it. It is easy to retain in the organization 

information about activities we performed (the “what” and 

“when”; that we may collectively consider as explicit 

knowledge). However, we cannot say the same about the way 

those activities are performed (the “how”; that can consider 

more of tacit knowledge).  To solve this situation, organizations 

must promote ways to retain tacit knowledge, in a way that it 

can be stored and disseminated through the organization.  This 

paper discusses such issues taking into consideration real 

estate professionals, forms of action against this phenomenon. 

Assess the contribution of Information and Communication 

Technologies (ICT), formulating a conceptual model for the 

capture and knowledge transfer, using Grounded Theory to 
inform the model. 

Keywords-Knowledge Management; Tacit Knowledge; 

Explicit Knowledge; ICT; Turnover; Real Estate. 

I.  INTRODUCTION  

Knowledge has always being a hot topic in organizations, 
but nowadays assumes a critical role, because of constant 
changes, fast decision cycles and a knowledge oriented 
economy. Drucker [1] already pointed this in 1988, based it 
on the following three points: the basis of employment 
changes from the office and manual workers to knowledge 
workers, who resist the model inherited command of military 
organizations; an economy that requires organizations to be 
innovative and entrepreneurial; and, finally (and according to 
the author the most important), an heavy use of information 
technology. Also, we can say that human capital is the most 
remunerative resource of any organization in the long run. 

Current changes are more common and faster, with less 
time to react and even less to predict them. In the 
organizational perspective, “everything has an increasingly 

tight lifetime”. Transactions change from local scale to 
regional scale, and from regional to international and global 
scale, becoming increasingly intense and less predictable, 
promoting additional levels of competition [2]. We live in a 
time that “less is more and the time is now” – creating a urge 
to act on moment. This reality is not exclusively in products 
but across the entire organization, processes, technology, and 
even people.  

Considering human resources, we can observe a growing 
phenomenon: employee turnover. A few decades ago 
employment was considered as a relationship for life, both 
for employees and organizations. Nowadays, this 
relationship in most cases is very small in its time span. To 
analyze the workers flows in the Portuguese economy we use 
an administrative statistical source – Quadro Pessoal (QP) 
collected by the Ministry of Employment (MTSS). As we 
can see in Table I, more than half the working population is 
linked to an organization, less than 4 years. 

TABLE I.  WORKERS SENIORITY (IN YEARS) IN PORTUGUESE 

ORGANIZATIONS 

Year 
Total 

Workers 

Less 

than 1 

year 

1 to 4 

years 

5 to 9  

Years 

10 to 

14 

years 

15 to 

19 

years 

More 

than 

20 

years 

2007 
2967559 713897 883286 633051 272900 221758 242667 

 24% 30% 21% 9% 7% 8% 

        

2008 
3016571 696045 954170 606046 294669 213196 252445 

 23% 32% 20% 10% 7% 8% 

Source: [3], [4]. 
 

As a result of employee turnover, in many cases, 
organizations face a hiring process that is always time 
consuming and costly. Moreover, it is the loss of intellectual 
capital that those assets can represent. Furthermore, it is also 
needed to consider the time required for a new employee to 
be effectively productive. If in the hiring process 
organization has few to innovate, in the loss of intellectual 
capital organizations must create mechanisms to minimize it. 
Knowledge management can support the creation of such 
mechanisms. Organizations shall promote the capture and 
transfer of knowledge, so the impact of employee turnover 
does not represent the loss of organizational memory or, at 
least, minimize it. These issues assume particularly 
importance in organizations where the activities are not 
mostly made by machines, but by direct human contact. Real 
Estate is a good example of this kind of organizations, where 
the relationship between real estate agent (broker) and the 
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client (buyer or seller), depends most directly from the 
quality of the relationship between them. If we focus our 
attention analyzing seniority organizations data, considering 
the special case of real estate, we see that the values are even 
more significant (Table II). 

TABLE II.  REAL ESTATE WORKERS SENIORITY (IN YEARS) IN 

PORTUGUESE ORGANIZATIONS 

Year 
Total 

Workers 

Less 

than 1 

year 

1 to 4 

years 

5 to 9  

Years 

10 to 

14 

years 

15 to 

19 

years 

More 

than 

20 

years 

2007 
21905 6135 8675 4223 1286 772 814 

 28% 40% 19% 6% 4% 4% 

        

2008 
22539 5646 9496 4366 1485 704 842 

 25% 42% 19% 7% 3% 4% 

Source: [3], [4]. 

 
While the overall picture, up to 4 years of seniority in the 

company, had general values of around 55%, considering 
real estate in Portugal case these values are around 70%. The 
question is what organizations should (and can…) do to 
minimize the loss of organizational memory caused by this 
level of turnover. By organizational memory we mean the 
extension and amplification of knowledge as the key asset of 
a knowledge organization by capturing, organizing, 
disseminating, and reusing the knowledge created by its 
employees [5]. Dalkir also refers to the impact that of losing 
organization employees, by giving the example of NASA 
where “60% of aerospace workers were slated to reach 
retirement age all within a few years of each other”, and by 
this, threatened the loss of valuable knowledge of the 
Apollo-era missions [5], in what can be called as employee 
generation problem turnover.  

Not losing the traditional techniques like coaching and 
shadowing, the aim of this paper is to assess the contribution 
that information and communication technology (ICT) can 
add to this problem. This study reports the efforts that are 
conducted in the context of the first author doctoral program. 
As a result, the paper presents the problem and proposes a 
knowledge management approach to retain tacit knowledge 
in order to cope with employee turnover. 

II. SET THE CONTEXT: A BRIEF LITERATURE 

REVIEW 

A. Knowledge Management 

As defended by several authors, the value of knowledge 
is from all the organizational assets, the most decisive in the 
production [1], [6], [7], [8]. Organizational changes were 
very deep and with high impact in recent years. On one hand, 
the opening of markets resulting from globalization produces 
many challenges and puts pressure on both times to react and 
adapt to evolving markets. On the other hand, the emergence 
of a knowledge-based society turns knowledge into more 
central organizational assets and ones that needed to be 
further understand and preserved.  

Organizations are made of people and many are feeling 
that the knowledge of its human resources is its most 
valuable asset [9]. To succeed, a knowledge management 

initiative must have a robust theoretical foundation [5]. 
According to Dalkir, these models providing the widest 
possible perspective on KM Choo (1998), Weick (2001), 
Nonaka and Takeuchi (1995), Wiig (1993), Von Krogh and 
Roos (1995), Boisot (1998), Beer (1984), and Bennet and 
Bennet (2004). [5].  

The Nonaka and Takeuchi Knowledge Creation Model 
have the major contribute to this project, so it will be present 
in more detail. The Nonaka and Takeuchi theory of 
organizational knowledge management (Fig. 1 illustrates the 
four modes of knowledge conversion that are the core of the 
overall knowledge-creation process) argues that knowledge 
creation is an ongoing process of socialization, explicit, 
combination and internalization [10]: 

• Socialization: sharing individual tacit knowledge; 
• Externalization: from tacit knowledge to explicit 

knowledge (codification of tacit knowledge in 
metaphors, analogies, figures and stories to create 
new concepts and then justify them before the 
corporate imperatives); 

• Combination: in which the prototypes of new 
concepts are developed and incorporated into the 
organization; 

• Internalization: this knowledge through learning 
by doing and experimenting, making tacit 
knowledge to be generated again. 

 

 
Figure 1.  SECI Model [10]. 

The SECI or spiral model provides a good reference on 
how an organization deal with knowledge management 
issues and how a group of people are involved in the 
knowledge creation process. Knowledge creation always 
begins with the individual [5]. Making personal knowledge 
available to others in an organization is at the core of the 
Nonaka and Takeuchi Knowledge Spiral Model: this type of 
knowledge creation process takes place continuously and 
occurs at all levels of the organization – many times it occurs 
in an unexpected or unplanned way. Central to the SECI 
model proposal is the sharing of Tacit Knowledge that 
Davenport and Prusak define as complex knowledge 
developed and internalized by the professionals, over a long 
period of time which incorporates so much accrued and 
embedded learning that its rules may be impossible to 
separate from how an individual acts [8]. 
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B. The Role of Information and Communication 

Technology 

Traditionally, information and communication 
technology systems are used in organizations to support 
processes. One of current challenges is to make them support 
the professional competencies of individuals and to turn its 
adoption work in a broader collective context.  

The use of computers and networks cannot stay only 
within the frame of operational tasks; they should add value 
to new forms of communication, conversation and learning 
on-the-job, support communities of practice, and provide the 
structure and access to ideas and experiences needed to excel 
in day-to-day organizational life. As stated by Davenport and 
Prusak, “The computer’s ability has little relevance to 
knowledge work, but the resources for communication and 
storage of networked computers make them enablers of 
knowledge” [8] – this reinforces the role that human 
resources may have in knowledge organizations as the most 
value asset.  

Without knowledge acquisition, knowledge transfer is 
meaningless. While knowledge transfer may be technology-
enabled, knowledge acquisition is human-driven, so systems 
must be develop people-centered, not technology-centered 
[11]. Information and communication technology continues 
to be a powerful force in the ways in which people and 
organizations operate. ICT advances have become a 
permanent force bringing continuous and sometimes 
unpredictable changes to organizational structures and 
processes, including services delivered, management 
practices and governance [12].  

Technological evolution allows tremendous freedom for 
creative thinking and a massive expansion of relationships, it 
also as a multiplier effect in promotion collaborative 
processes [13]. The use of computers, networks and digital 
information can open new opportunities in knowledge 
management and play important roles in meeting the 
prevailing challenges related to sharing, exchanging and 
disseminating knowledge.  

As we know a large part of knowledge is not explicit but 
tacit, and this will a trend as human nature prevails as one of 
the most important sources for creativity. This is also true for 
knowledge in real estate business where a lot of good 
practices are transferred without being well documented in 
books, papers or any other documents. We must also notice 
that real estate business is largely based on face-to-face 
contacts and puts a real stress on human relationship. We 
defend that the use of ICT is needed to manage the 
knowledge properly. 

C. Employee Turnover 

A few years ago when we refer to employment, its 
general understanding that it was a lifetime relationship 
between the organization and the employee. Today this 
concept is passing by a radical transformation and must be 
redefined. A discussion about employment and its social role 
is presented by [14].  

High turnover takes extreme importance, since human 
resource turnover represent costs to organizations. 
Chiavenato [2] proposes a cost list that are divided into 

primary, secondary and tertiary groups. The first group is 
quantitative, the second and third are qualitative estimates. 
Table 3 lists the Chiavenato costs for staff turnover [2]. 

TABLE III.  COSTS OF STAFF TURNOVER 

Primary 

Recruitment and selection costs; 
Registration and documentation costs; 
Integration costs; 
Separation costs. 

Secondary 

Production effects; 
Staff attitude effects; 
Extra labor cost; 
Extra operating cost. 

Tertiary 
Extra investment costs; 
Losses in business. 

Source: [2] 
 

We may think, “Some employee turnover is unavoidable, 
even desirable”. Some turnover is necessary, to replace some 
employees with more productive ones and to bring in people 
with new ideas and expertise. However, high turnover costs 
are both avoidable and unnecessary.  

As new team members are added and others leave, it is 
critical to prevent the loss of information, even during such 
periods of major structural change [15]. Organizations can 
face a “Brain Drain” phenomenon if a turnover occurs and 
loses competent personnel at a higher rate than the 
organization can recruit and train new personnel. Some of 
costs involved to the organization or business could have 
easily been prevented in the first place if we experienced a 
way to retain employees´ knowledge. It is important to 
develop a strategy for retaining knowledge.  

The knowledge lost from a departing employee is not a 
short-term problem; it is a long-term problem that breeds 
other problems and reduces an organization's effectiveness 
[11]. This is both a challenge and a problem that deserves to 
be dealt with. 

D. Real Estate Bussiness 

The real estate business has been in the last decades, one 
of the most important engines in western development 
economies. In first hand, if we live in modern cities, it is 
easy to observe the phenomena of empty places where 
nothing existed, but the real estate business changed them 
radically.  

More recently, in 2008, the subprime crisis turns real 
state a more dangerous activity but still central for our 
economy. Nowadays we can expect to have a more 
challenging environment to buy and sells properties. In the 
context of Portugal, current sector statistics shows the 
importance of presenting smaller selling times, although 
there is a trend of the opposite. 

1) Time to make real estate business 
In the real estate business one key concept is selling time. 

Selling time can be defined as the amount of time needed for 
a certain property to be sold. It can be displayed in various 
units, usually days or months. For the independent 
Portuguese Real Estate Confidential (Confidencial 
Imobiliário) –  which operates in two complementary areas 
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of business, editorial and production indicators of market 
analysis, the absorption time is the number of months that 
mediate between the first placed on offer and completion of 
the sale, understood as and the conclusion of the promissory 
contract of sale [16]. As for the ERA real estate network, 
presents itself under the name Average Days on Market [17].  

Whatever the case, the reality is that this time has 
increased in recent years. According to data from 
Confidencial Imobiliário, in the last three years the increase 
was more moderate in the center of the country, more 
pronounced in the north of the country, while in the Algarve 
that time has nearly tripled [18]. The provided data by ERA 
real estate network in its most recent survey available, 
pointing in the same direction, although in this case the 
information is presented only in aggregate form, the values 
are global to the country and not by zone, as in the previous 
case. Indicating an average of 240 days on the market for 
270 days for 2007 and 2008 [17].  

Real estate organizations require real-time access to 
knowledge on a variety of subjects, including information on 
the core business and conditions affecting it, the business 
units' current objectives and corresponding real estate 
requirements, and the latest thinking in approaches to real 
estate [15].  

Properties sales, like any complicated transaction, benefit 
from the attention and continuity of the real estate broker, 
and when that isn’t possible, deal is delayed and can take 
more time to close because of staff turnover. New employees 
need time to establish relations with costumers, understand 
them, and then conclude the deal. 

III. METHODOLOGY 

We cannot look only consistency and validity in 
structured data, quantitative arrangements. At a time when 
the paradigm highlights the importance of the person as a 
guarantee of success – Knowledge Society – is increasing, 
the need for text analysis, interviews, speeches, among 
others, that is, pursue a qualitative analysis.  

The qualitative methodological approach used in this 
research is the Grounded Theory. According to Fortin this 
“aims to generate a theory from data collected in the field 
and among those who have relevant experience” [19]. This 
theory began with Glaser and Strauss in 1967 and continued 
more expressive, with Corbin and Strauss in 1990.  

Interview was used to collect data. This is indicated in 
cases where little knowledge exists about a particular 
phenomenon, and the researcher intends to obtain data on the 
research questions. In this particular case, partially structured 
interview were made. We interact through interviews with 
real estate professionals who hold a large experience, which 
gives them a deep knowledge of the subject under review.  

Was defined a non-probabilistic sample selection rational, 
determined by the purpose of the study and theoretical 
relevance, and its potential for the development of the 
theory. The theoretical sampling aims not the 
representativeness of the sample, but the “representation of 
the concepts” [20].  
Individuals are selected according to their level (expected), 

for generate new ideas for the elaboration of the theory [21]. 

The profile of respondents will be based on two different 

assumptions. On one hand professional experience in an 

area of more than 10 years, and on the other, organization 

seniority of at least 5 years. The first, it will ensure a 

thorough understanding of the study area, as well as all the 

elements needed for success in business. The second one 
gives us the double vision of the deep knowledge of the 

organization and the importance of the impact of turnover in 

the loss of skills. We contacted real estate agencies by email 

and when needed later by phone. Most of the interviews 

were conducted at the broker’s agencies. In the interviews 

the researcher presents his study and the interviewed signed 

the informed consent – a document to authorize the data 

usage, as previously approved by the university ethics 

committee. This process took about 30 minutes per 

interview. A voice recorder device was used in the 

interviews so they later could be transcribed for analysis. 
In the data analysis phase Strauss and Corbin proposed a 

method of comparative orientation composed of three types 
of coding [20]: 

 1) Open coding: are identified and coded, all statements, 
which the investigator deems significant, near or far the 
phenomenon under study; 

 2) Axial coding: preliminary codes will be compared and 
grouped according to their properties and dimensions and 
will allow the construction of conceptual categories; 

 3) Selective coding: categories intended to regroup for 
the construction of several major categories. These main 
categories will become central concepts and integrators to 
form the grounded theory to formulate. 

In short, the researcher makes connections between all of 
the facts obtained, to construct a theory. To implement this 
methodology, first we select the “initial case”, one 
significant case, associating with direct observation, in the 
environment or following the professional on the job and 
some relevant literature and we are in conditions make first 
analyses and to achieve the theoretical base (Fig. 2).   

 
Figure 2.  Grounded Theory Method – Theoretical Base. 

After this first theoretical base formulation, followed an 
iterative phase where new cases are added (eg. other 
interviews) more observations and readings to make a new 
analyses (Fig. 3). If new findings appear, the theoretical base 
is reformulated and a new iteration begins; otherwise the 
theoretical saturation is achieved (when nothing new is found 
and the theory no longer suffers changes). Now the 
researcher formulates the theory.  
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Figure 3.  Grounded Theory Method – Theoretical Sturation. 

In order to validate the theory an alignment must be made 
with the theoretical reference. 

IV. RESULTS ANALYSIS 

Although the main focus of this paper was to build a 
conceptual model linking Information and Communications 
Technologies, Employee Turnover to Knowledge 
Management, our results also provide an opportunity for 
some substantial comments on the Portugal Real Estate 
Business. Many efforts are made regard the use ICT, 
however, there appears to be a lag with respect to the 
advanced use of technologies such as video conferencing, 
intranets, etc. As we can see from one of the interviews: 

“…I can tell you that after two days I was about to leave 
because I did not realize anything about computers, and still 
don’t, but ... now I perform a task in 10 minutes that at the 
beginning took me one day, two days and ended my 
patience”.  
Another one refers: 

“… I don’t say them aren’t good, I don’t know I to 
manage them”.  
Other says: 

“…I'm old school; I'm more of the paper and pen time”. 
However is common opinion that ICT are a fundamental 
resource on their jobs:   

“It's very, very important. Without Internet we can’t do 
anything. When there is no system, we act like crazy”. 
Employee turnover, and its effects in the organizations it’s 
also a very concern issue: 

“…when a person leaves an organization, always exists a 
loss, because contact with the client was that person. And 
then when the next contact is another person, the client 
whether he will or will not retreat …”. 

“…not only loss of knowledge/information, but also affect 
in a negative way by the loss of an asset created by the 
company. …”. 
Organizations also waste a lot of time settling down their 
new employees and make them productive: 

“…there were people, who learned quickly, and there 
were people that cost a bit more, it depends from one person 
to another. In some cases after two, three years had not yet 
heard a complete document or needed assistance to do it 
others after one month or two already knew how to do it …”. 
An indicator of this is that, for specialist positions 
responsible for KM, not a single position (i.e.: department, 
section) was found.  

Results also suggest that many decision-makers still think 
that KM begins and ends with building sophisticated 
information technology systems and that no further 
organizational change is required.  

Many others opinions were collected, but also point in 
the same way.  In order to represent and show relations 
among these findings, a conceptual map was created. The 
theory about the concept map was developed in the 70s by 
Joseph Novak, he defines it as an administrative tool for 
organizing and representing knowledge [22].  

There was made some relations between the phases from 
ground theory and the concepts representation in the concept 
map. Tree rings and a central concept are the present 
elements, as we can see in figure 4.   

 
Figure 4.  Conceptual Map. 

The external ring, is divided in two parts, both represent 
concepts that we consider as atomic ones. A division exists 
between them. The light green (more exterior) is compose by 
elements from tacit dimension (eg. experiences, talk,…) and 
the dark green by elements from explicit dimension (eg. 
photography’s, email,…). We can establish a relation 
between this ring and the open code from grounded theory. 
The second ring represents more aggregated concepts, 
generated by the first ones and his relationships, and in a 
similar way a relation with grounded theory axial code. In 
the last ring we found the principal concepts, as in grounded 
theory selective code, these main categories will become 
central concepts and integrators to formulate the theory. Real 
estate business has three major activities: 

 House recruiting: real estate agent connect to the 
seller of a real estate property in order to represent 
him to the potential buyers; 

 Visit: real estate agent show, showing the real estate 
property to the potential buyers; 

 Sale: help the buyer and the seller of the real estate 
property making the transaction. 

All this activities generate information that must be stored 
and disseminated throw organization. The information 
dissemination must be done using some communications 
channels. In fact what we are doing by performing these 
activities; stored the generate information and use 
communications channels to disseminated it, is achieve the 
main objective – knowledge transfer.  
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V. PROPOSED MODEL 

In the former part, we have analyzed the results. In this 
section we propose a conceptual model (Fig. 5) in order to 
transfer tacit knowledge based in the concepts mentioned 
before. 

 
Figure 5.  TATEK – Tacit to Explicit Knowledge. 

   A geometric figure was used – triangular prism to represent 
the model. The “input’s” and “output’s” arrows represents 
the model interaction with environment, what to receive and 
to provide.  
   Each lateral face of the prism represents the main 
categories mentioned in the conceptual map – Activities, 
Information and Communication. In all cases the colors 
nearby the inferior base are darkness and in the opposite 
side, nearby the top base are light. This difference represents 
the fact that either in Activities, Information and 
Communications we can found elements from two different 
dimensions of knowledge – explicit (dark ones) and tacit 
(light ones). Nearby the inferior base, the dark stands for the 
elements from explicit dimension. The inferior base 
represents the operational dimension, which give operational 
support to real estate business. In this dimension we can 
already found systems to support the explicit components 
from activities, information and communication. For 
example, when we schedule a meeting with a potential seller 
in order to recruit a new real estate property to represent we 
use ICT that give support to schedule the meeting, to store 
the result information and to communicate it to the 
organization.  
   But what if we think about the competences we needed? In 
all three dimensions Activities, Information and 
Communications, we use intangible elements. How can ICT 
give support in these cases? That’s what the top base of the 
prism represent, an existing reality without support from 
ICT. We need to focus not only in creating systems that 
support operational task, but also systems to support 
competencies. Also create channels to disseminate them to 
the organization and make them available to operational 
systems. We can also make an alignment from the proposed 
model: TATEK, with the Knowledge Model from Nonaka & 
Takeuchi (Fig. 6). In the top base, previously identified as 
competencies dimension, we can find a correspondence with 
two elements of the knowledge conversion model from 
Nonaka & Takeuchi – Socialization and Externalization. In 
the TATEK model we assume that booth them can be 
supported by ICT. Nowadays, more people use ICT to 

socialize the Facebook platform is a good example. 
Emerging virtual worlds enable new ways to support 
knowledge and knowing processes because these virtual 
environments consider social aspects that are necessary for 
knowledge creating and knowledge sharing processes [23].     
   With the appropriate ICT tools workers can do the same in 
professional environment, creating reports of their success in 
the job tasks, additionally associating his reports with 
images, sounds, and video; and made it available to others in 
theirs organizations.  

 
Figure 6.  TATEK – Tacit to Explicit Knowledge - SECI. 

   Organizations play important roles creating conditions to 
make possible (and desirable) what we define as digital 
socialization and externalization, creating retribution 
programs to the knowledge providers is critical in this case.     
   These roles are also important to promote the combination 
of new knowledge’s with the ones they already had. A 
successful KM implementation depends on a harmonious 
amalgamation of infrastructure and process capabilities, 
including technology, culture and organizational structure 
[24]. And, finally, evaluate the knowledge internalization, 
identified new activities, new information to provide and to 
receive to clients or to organizations and also new ways to 
communicate, otherwise in all three cases new approaches to 
the existing ones. This new knowledge represents the start 
point to a new cycle in the knowledge spiral.  

Based on the TATEK model we can develop systems to 
share real estate stories (SHREX – Sharing Real Estate 
eXperiencies) – following a storytelling approach. This 
approach can take into consideration some clues to support 
its effectiveness like raking: scales showing the importance 
of each individual contribution and its organizational 
compensation (measures for Socialization and 
Extenalization); ratios: evaluating professional performance 
comparing who have and who have not access to the system 
(measures for Combination); process modeling: make a 
process model AS-IS comparing the before and after states 
and establish timeline making a new instance of the process 
model, allowing to identify innovations (in products, 
processes, activities, information, communication – 
measures for Internalization) . 

VI. FINAL REMARKS 

This research investigates the impact of employee 
turnover in organizational knowledge and influences of 
information and communication technology (ICT) in 
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knowledge management in the context of the Portuguese real 
estate organizations.  

We use grounded theory methodology to collect data, 
associating direct observation, literature review and 
interviews to real estate agents in order to formulate a theory. 
Then, it was developed a conceptual model linking ICT to 
Knowledge Management.  

Through our conceptual model, our researched, we are 
contributing to a better understanding of the principles and 
practices involved in building the foundations for 
Knowledge Management practice. Our findings about the 
relationships between ICT, Knowledge Management and 
Real Estate Business are relatively general. However, they 
prove to be particularly relevant for the Real Estate situation. 
On one hand Real Estate is a business depends particularly 
from relations between people, and consequently from the 
knowledge created by those contacts. On the other hand, the 
employee turnover has always been a phenomenon with 
which organizations have to confront. The point is that 
today, time to market pressure (which made it increasingly 
reduced) makes the increase turnover employee in Real 
Estate business a more operational and challenging problem.  

As the time of a property stays in the market is rising, 
contributing to the central issue placed by our research, in 
many cases the real estate individual agent changes during 
the business. As a result, there is a need to create 
mechanisms to retain knowledge and allow continuity even 
with high rates of employee turnover.  

The success and the competitive advantages of 
organizations came from the individual knowledge, so the 
ability to capture and disseminate it within the organization 
is a key factor for sustainable success. The abilities of an 
individual valued knowledge resulting from its activity 
(when speaking of human resources) should be retained in 
the organization so that their separation is not only an 
advantage to the host organization.  

It is not enough to attempt to improve only one element, 
ICT, in its relationship with Knowledge Management, but it 
fails if not recognize Knowledge Management as essential 
for proper targeting Real Estate objectives. Progress depends 
on both technical and organizational change, and ICT 
professionals need to work closely with the others 
organizational players, in the deployment of Knowledge 
Management strategies.  

The association of knowledge management and 
information and communication technology can leverage 
provide better systems that can support organizational 
success and cope with employee turnover. 
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Abstract—Over the last decades, focusing on core competencies 

was one of the major management strategies to reduce cost and 

improve performance. Knowledge loss was accepted to some 

extent as this knowledge was not seen as crucial for the well-

being of the company. What most companies underestimated 

was the impact of losing application knowledge, defining the 

specialties of applying non-core competencies on a company 

specific implementation. As both sides, the company and the 

supplier, limited their knowledge to their own core 

competencies, the required interfacing knowledge was 

completely lost. In this paper we will explain from an 

industrial perspective why this loss was disregarded for a long 

time, what the impact of this loss is and how the lost knowledge 

can be regained using a social network approach. Social 

networks are already widely used in industry, but mainly 

limited to marketing and recruiting. By this paper we want to 

extent the usage to the field of knowledge management. It 

builds the basis for a project starting in German Chemical 

Industry in 2012. 

Keywords- social network; industrial knowledge loss; core 

competencies; expert knowledge; incentives. 

I.  INTRODUCTION 

In the late decades of the last century, lots of companies 
reduced their processes and workforce to the minimum, 
required to deliver their so called core competencies. Under 
core competencies fall all elements that contribute directly to 
the creation of value of the produced product or delivered 
service, and build a unique selling proposition – or be at least 
not too easy reproduced by competitors. 

All other competencies were outsourced to third parties, 
either by outsourcing parts of the company into independent 
companies or handing over work to a third party supplier. 
The basic idea was not too bad: let the company with the 
most experience and knowledge do the work it is specialized 
for - and by this benefit from their performance. 

Companies easily accepted the loss in knowledge of 
outsourced work – as this knowledge was not seen as crucial 
and they still had suppliers to continue, and maybe optimize, 
this knowledge. By this approach, companies were able to 
free resources and money to further improve their core 
competencies and specialize on these - the same did the 
supplier. By this, another creeping knowledge loss started, 
which was not managed by most companies: the loss of 
application knowledge [1].  

What is meant by application knowledge might best be 
explained by an example: if a company produces chemicals 

it needs pipes. Pipes are a highly standardized product. 
Therefore, the chemical company outsourced all piping work 
to an external supplier. Due to the high standardization of 
pipes, the supplier was able to deliver piping work in shorter 
time for lower cost. 

With the saved money the chemical company was able to 
invest in more research for new products and optimized 
production processes. After several years of research the 
chemical company came up with a new product requiring a 
special type of piping. The company itself was not able to 
develop the piping system as it had outsourced all piping 
work. The piping supplier also was not able to deliver the 
piping work as it has focused on delivering standard piping 
systems and was afraid of the extra invest that has to be 
spend on research for developing the special piping system. 

At the end of the last century, companies were still able 
to cope with this situation. Most companies still had 
employees “knowing the old times”. In these old times, 
where everything was developed and delivered by the 
company itself, it was the employees’ day-to-day work to 
cover all required steps of the production process. These 
employees usually were still able to give “hints” what a 
system should look like and therefore were the hidden 
knowledge tanks of the company – in one company they 
have  been called “silverbacks” (like the gorillas) to express 
the deep technical knowledge they had collected during their 
lifetime. 

By this, the problem was somehow known but not 
properly addressed as resources were still available to cover 
the problem.  

But the longer it lasted, the more simple biological 
aspects came into account. Employees who collected their 
expert knowledge in the 70’s or 80’s of the last century are 
now retired – the silverbacks left the forest! 

In Section II of this paper we will further define the 
problem. Section III describes the needs of the stakeholders. 
Section IV covers possible solution approaches. One of these 
approaches is detailed in Section V followed by a description 
of the implementation requirements in Sections VI to VIII. 
The paper ends with a conclusion, outlook and references in 
Sections IX to XI. 

 

II. DEFINING THE PROBLEM 

Focusing on core competencies leads to a knowledge gap 
where different knowledge areas come together. If both sides 
focus on their own knowledge area only, existing application 
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knowledge is stepwise lost. For some time, this can be 
absorbed by remaining part-knowledge on both sides and in 
later phases maybe also by knowledge silverbacks, but in the 
very end knowledge is irretrievably lost [2]. 

In the first phase, the company holds knowledge on the 
core competencies as well as on non-core competencies. By 
this, application knowledge is automatically maintained and 
developed. 

 

Figure 1.  Starting state 

Once the non-core competencies are outsourced, 
application knowledge decreases, the more both sides are 
focusing on their own core competencies. 

Figure 2.  Knowledge decrease 

This lasts until the knowledge is limited to some experts. 
 

Figure 3.  Silverback state 

In the very end, this leads to a knowledge gap. 
 

Figure 4.  End state - knowledge disconnect 

 
Dependent on the state a company is already in, the 

problem has different severity. A company in starting state 
has to perform a knowledge management initiative to ensure 
that application management knowledge is collected, 
maintained and developed. 

A company in knowledge decrease state has to do the 
same, but should also evaluate how much knowledge is 
already lost, e.g., by analyzing application knowledge need 
for possible research and development initiatives. 

If the company is already in Silverback state it has to 
ensure that the knowledge of the Silverbacks is conserved 
and multiplied (e.g., by a mentoring approach, interviews, 
scenario techniques…). 

The biggest challenge is to regain application knowledge 
for a company that is already in the knowledge disconnect 

state. Here once existing knowledge is lost and has to be re-
build based on the requirements of the further developed 
core competencies. 

The approach described in this paper covers the 
knowledge disconnect state, integrating elements from the 
Silverback state, as the first two states allow management by 
standard knowledge management techniques. 

 

III. DEVELOP THE PROBLEM 

To propose a solution, the impact, impediments and 
preferences of the different stakeholders have to be evaluated 
[6]. 

Stakeholders, in this case, are the company which is 
asking for the best solution, the supplier who is interested in 
developing a long-lasting customer relationship as well as 
the development of its own core competencies, and last not 
least the Silverbacks as long as they are available [3]. 

A. Company needs 

The company first has to identify which application 
knowledge is required [4]. Based on this it has to be decided 
whether this application knowledge should be developed by 
the company itself or a supplier. 

If the application knowledge is developed by the 
company itself, it has to cover research time as well as 
research invest. Based on time and invest it has to decide 
whether this application knowledge might or should become 
a core competency of the company. 

If the application knowledge should be delivered by a 
supplier, the company has to cover the additional research 
cost and the risk, that the supplier is not able to deliver the 
application knowledge in the very end. If the company is 
developing the application knowledge itself, it is facing the 
same risk, but in this case the company is able to manage the 
risk directly, which is not possible if knowledge provision is 
outsourced. 

B. Supplier needs 

If a supplier develops application knowledge for a 
company, this work has to improve the suppliers’ capabilities 
and economic success – otherwise there is no need for the 
supplier to perform this work. 

Supplier capabilities are improved if the supplier can 
reuse the developed knowledge for other customers or 
improve its own core competencies. 

Economic success is reached if either the cost for 
knowledge development is covered or the knowledge can be 
used for several customers and by this an economic benefit 
can be reached. Indirect economic benefit is delivered if the 
supplier becomes a preferred status and therefore is more 
often selected by the company. 

 

C. Silverback needs 

The Silverbacks are the most contributing but also the 
most problematic stakeholders. On one hand they hold most 
of the required knowledge. On the other hand they need a 
strong incentive to participate (“why should I help them on 
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something they have thrown away several years ago, now 
that I’m retired?”). 

IV. SOLUTION APPROACHES 

As problem and stakeholders are known now, question is 
how the problem can be solved with the given stakeholders. 
Usually a formal approach is chosen. 

A. Formal Approach 

In a formal approach a project is set up to develop the 
knowledge. Therefore resources from company and supplier 
are required, which work on a defined topic to deliver 
defined results on a defined timeline. 

 
The positives of a formal approach are that 

 Structured management is possible 

 Resources and roles are defined 

 Goals are defined 

 Effort and cost are planned 
 
The negatives of a formal approach are that 

 Required resources are hard to get (Silverbacks 
working for a defined duration with a defined effort) 

 Effort and cost are hardly predictable if research 
methodology and impacting factors are unknown 

 Project is limited to the goals, additional benefit 
opportunities identified during the project are not 
followed up 

 
So, a formal approach will always help when we know 

what we need and want, and be able to define whom we need 
for this work, and can ensure that all the required resources 
are available. 

 

B. Informal Approach 

By an informal approach, information is collected in a 
community. Several people can work on a topic at their own 
will defining their own effort and contribution. 

 
The positives of an informal approach are that 

 A wide group can contribute 

 Costs are minimized for the first step 

 Additional benefit opportunities might be mentioned 
as well as impediments unknown by now 

 
The negatives of a formal approach are that there is 

 No guarantee that a solution will be developed at all 

 No structured approach and timeline 

 Unclear ownership of contributed knowledge 
 
Given the management benefits of a formal approach and 

creativity benefits of the informal approach, combination of 
both might also be reasonable. 

 

C. Combined Approach 

In the combined approach, knowledge development starts 
with the informal approach. Driven by an event the collected 
information is transferred into the formal approach. 

Possible events might be 

 Information quality – amount of collected 
information and knowledge is sufficient to perform a 
reliable planning 

 Time constraint – knowledge development project 
has to be started at a defined point in time to ensure 
in-time knowledge delivery. Up to this starting point 
as much information as possible is collected by the 
informal approach. 

 

V. DEFINING THE INFORMAL SOLUTION APPROACH 

Performing projects is a well-known and properly 
equipped process in industry [10; 11]. Therefore, the formal 
approach is not further described here. 

Using the informal approach is much more uncommon in 
industry. Therefore, influencing factors and possible 
impediments require further analysis. 

At first, the contributors (here stakeholders) act at free 
will. To foster this, each contributor must receive an 
incentive for the contribution. 

Then, the contributors provide knowledge. This 
knowledge must be useful for other users. Therefore, the 
benefit of a contribution must be rateable. 

As a third point, the user wants to get his problems 
solved, so there must be a possibility to communicate 
questions and problems. 

Last, but not least, intellectual property must be safe. It 
has to be either ensured that only selected users have access 
to defined information or the incentive reaches a level that 
allows common usage. 

 
 

VI. IMPLEMENTING THE INFORMAL SOLUTION APPROACH 

The basic idea is to implement the informal solution 
approach by using the strategies and technologies known 
from social networks, in this specific case: 

 Set up stakeholder specific profiles 

 Connect to other stakeholders 

 Share information (knowledge, questions, problems, 
etc.) 

 Comment on shared information 

 Reuse shared information 

 Rate shared information 

 Limit access to information 

 Allow direct contact 

 Calculate and deliver incentives 

 Independent clearance 
 
Each of the topics above will be further discussed now. 
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A. Setup stakeholder specific profiles 

As described before, stakeholders are companies, 
suppliers and silverbacks. In the interaction, companies now 
become information customers of suppliers and Silverbacks. 
Customer companies want to get their problems and future 
challenges resolved. Therefore, it has to be possible to 
profile requests as well as fields of work. This allows other 
stakeholders to react on a problem or identify, develop or 
contribute knowledge useful for solving further challenges. 

Suppliers mainly want to present themselves and show 
their capabilities. Therefore, there should be an appetite to 
present marketing information in addition to the 
competencies itself. 

Major question regarding the Silverbacks is how it can be 
ensured that they are interested in participation. Thinkable 
might be a Silverback network which allows connecting to 
retired colleagues and a very strong incentive model (“what 
do I get out of it?”). On the other hand, it has to be ensured 
that required information about the Silverbacks’ qualification 
and capabilities is available. 

 

B. Connect to other stakeholders 

Once stakeholders are present in the network, connecting 
types have to be evaluated. First question is whether direct 
competition is allowed. If so, each supplier can see the offers 
of its competitors and can react by pointing out which 
advantages it has compared to the competitors. Same is the 
case for customers. If they are able to see their competitors 
and also the suppliers working for them, they are able to 
benchmark themselves as well as to select new suppliers 
based on the contributions for other customers [9]. The direct 
approach allows building sub-communities (e.g., setting up a 
syndicate working together on a specific product or service 
for a defined period of time under defined rules). 

On the other hand, it might be required to limit 
information to a specific group (e.g., if confidential 
information is made available). In this case the information 
offering partner should be able to decide which information 
is publicly shared and which is limited to a defined group. 

Same is applicable for Silverbacks. They should be able 
to openly present themselves and their knowledge as well as 
limit access to private knowledge and conversations. 

 

C. Share knowledge 

Knowledge sharing is defined by profile and connection 
type. It should be possible to share structured knowledge as 
well as unstructured knowledge. Structured knowledge is 
offered based on a defined topic, question or problem. It can 
clearly be assigned to a specific field of work or application. 
Unstructured knowledge is each information, a supplier, 
customer or Silverback wants to offer. It has more a “what I 
also did in my life” style than addressing a specific topic. 

Knowledge sharing should be able in a pull and push 
mode. In the pull mode [8], an interested party searches for 
information. In the push mode information is distributed to 
generally interested parties whenever it is produced. To 

avoid information overload, a subscribing mechanism must 
be in place to allow a pre-selection of acceptable “pushs”. 

 

D. Share questions and problems 

Questions and problems are requests for information. 
Whilst a question is usually made available to all 
participants, a problem might require a proper pre-selection 
of involved parties. Background of a question is to retrieve 
as much information as possible on the specific topic. 
Problems look for more specified information and therefore 
have to avoid “information noise”, meaning information 
which is generally useful but not contributing in resolving 
the problem. 

It should be defined who is allowed to raise questions 
and problems. In a customer-centric network only customers 
should be able to raise questions and problems. 

In a knowledge-centric network, everybody should be 
able to ask everybody else (e.g., Silverback asking for a 
specific tool, supplier asking for a special sub-process, etc.). 

 

E. Comment on shared information 

Once information is shared, everybody should be able to 
comment on it. Comments could be remarks, enhancements, 
corrections, but only the original provider should be able to 
change information based on the comments. 

 

F. Reuse shared information 

All information should be available to the intended user 
group. This can either be all participants or a limited group 
defined by the information provider (supplier makes new 
method available to preferred customer) or an information 
user (e.g., customer uses specific supplier knowledge).  

Question is how an interested party gets hands on the 
information. Therefore manual and automatic search 
mechanisms must be available to identify and select required 
and useful information. Especially in research driven 
industries the “language” often is not fully defined, therefore 
search must be possible on syntactical and semantic level. 

Additional search setting might be the current rating of 
information, to identify often used (common) information as 
well as seldom used (expert) information in relationship to 
the search topic. To avoid information noise, it has to be 
possible to exclude information rated as not useful. 

Once information is selected, it has to be defined under 
which rules information can be re-used [5]. Silverback 
knowledge might e.g., be re-published by everyone as long 
as it is ensured that the originator receives his incentive for 
each reuse. Confidential, protected or trademarked 
information might only be reused under defined rules. 

 

G. Rate shared information 

Every information has to be rated on quantity, quality 
and domain level. Rating on quantity level means that it has 
to be measured, how often information has been accessed. 
Rating on quality means that each retriever of information 

50Copyright (c) IARIA, 2012.     ISBN: 978-1-61208-181-6

eKNOW 2012 : The Fourth International Conference on Information, Process, and Knowledge Management

                           57 / 168



rates the benefit he gets out of the information. In the last 
step the search keywords leading to information are collected 
to improve the matching of search results. 

Based on these 3 base ratings, a participants rating can be 
calculated. By this all participants can be grouped in classes 
like “contributors” (delivering a significant amount of useful 
information), “profiteers” (using more information than they 
are contributing), “blabbermouths” (contributing lots of 
information but with low benefit for others) or “freeloader” 
(which are using lots of information without contributing 
anything). 

 

H. Limit access to information 

As said before, it must be possible to limit access to 
information. Therefore an invite mechanism is required 
which allows a contributor to select participants who are 
allowed to retrieve this information. For search improvement 
reasons this might be structured stepwise. It might e.g., be 
possible to limit access to the information but not to related 
keywords. If a participant now searches for a keyword, he 
might see that information on this topic is available but still 
has to ask the information provider for access (e.g., access to 
trademarked / confidential information requiring a contract, 
non-disclosure agreement…). 

 

I. Allow direct contact 

To allow quick feedback or clarification, there must be a 
possibility to contact other participants directly. This could 
e.g., be done by chat functionality. 

 

J. Calculate and deliver incentives 

Incentives should be calculated based on the rating that a 
participant receives (as described under VI.G). The easiest 
way is to transform the different ratings into points. These 
points then might be changed into different incentives per 
group (Silverbacks, suppliers, customers). How these 
incentives might be managed is described in section VII. 

 

K. Independent clearance 

Even though the whole network is based on trust, misuse 
cannot be ruled out. For this reason an independent clearance 
body (e.g., trust center borne by all groups) should be 
installed. 

Whenever a participant thinks that information is 
incorrect, copyright and related rights are not properly 
respected, or the ethics of the network are not followed, the 
participant can ask for clearance. 

Additionally this clearance body can support the 
installation of the Electronic Silverback as described in 
section VIII. 

 

VII. HOW TO MANAGE INCENTIVES 

It is evident that incentives have to be managed 
differently per group: an incentive for a Silverback has to 

look different than an incentive for a supplier or customer 
[7]. 

 

A. Customer Incentives 

For customers no specific incentives are required at first 
sight. Customers benefit from the provided information. 
However in later phases incentives might be reasonable, if 
customers act differently in information provision. If e.g., 
some customers provide information regularly 
(“contributor”) whilst others only use information 
(“freeloader”), new Silverback or supplier information might 
e.g., be made available to contributors first, whilst 
freeloaders are granted access after a defined period (x days / 
weeks later). 

 

B. Supplier Incentives 

Suppliers might see the network as a possibility to tighten 
their relationship to their customers. On the other hand 
suppliers have to spend a reasonable amount of time and 
effort if they really want to contribute to the network. A 
possible incentive might be to integrate the supplier ratings 
into supplier performance monitoring. Most large companies 
have performance indicators for their suppliers. Contract 
terms and durations, supplier selection and preference and 
cost calculation are often driven by these indicators. If a 
supplier now has collected a high number of points in the 
network, this should improve the suppliers’ performance 
indicator. For this reason it might be required to calculate 
customer specific ratings (e.g., not only “how often has 
information provided by this supplier been used” but “how 
often has information provided by this supplier been used by 
a specific customer”). These customer specific ratings should 
be confidential and might e.g., be managed by the clearance 
body. 

 

C. Silverback Incentives 

The hardest group to get is the Silverback community. 
What drives a Silverback to contribute time and knowledge? 
If the Silverback is still in the company, classic incentive 
models like salary increase might be possible as well as early 
retirement (“you can retire earlier if you are still available as 
expert from time to time”). 

Silverbacks already retired might be caught by receiving 
credit or direct or indirect payments. 

Giving credit might e.g., been implemented by inviting 
highly pointed Silverbacks to conferences or setting up 
expert groups which meet in appropriate locations with high 
quality service. 

Indirect payment might e.g., be done by providing 
Silverbacks with the newest computer technology, offering 
discounts in company owned stores or allowing them to 
participate in company rebate systems. 

Direct payment might either result from points (points 
collected are converted in € or $), or improvement sharing 
(Silverback receives a percentage of the calculated 
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improvement benefit reached by information provided by 
him). 

To ensure fairness of the calculations, this might also be 
performed by the clearance body. 

 

VIII. THE ELECTRONIC SILVERBACK 

Most of the activities described above look like 
delivering short term results. Customers ask questions or 
search help for problems. Silverbacks help on questions and 
problems and suppliers will mainly use it to combine 
marketing with customer relationship. 

But, over time, the network will become a vault of 
knowledge. The more the network is used, the more 
information and knowledge will be available. This is the time 
to lift the treasure. 

Based on the questions asked and searches performed, 
standard question and search strategies can be designed. 
Based on the information structure and keywords, 
information can be grouped and combined. 

In the very end the network will become the Electronic 
Silverback: holding and improving application knowledge 
and establishing analysis and retrieval mechanisms to 
provide this knowledge in defined use cases. 

 

IX. CONCLUSION 

Companies are more and more using social networks. 
Whether it is Facebook, LinkedIn or Twitter, the number of 
companies represented there is increasing every day.  

But the fields of application are still limited. Social 
networks are seen as marketing or recruiting platforms, but 
not to conserve knowledge. On the other hand everything 
required is already there – it just has to be used. 

The major challenge for using a social network is trust in 
the network provider. Companies have to rely that 
information is not distributed unauthorized. Therefore the 
network provider has still to ensure an independent clearance 
body trusted by all partners. 

 

X. OUTLOOK 

In the current stage, it still has to be proven that a social 
network approach for companies delivers benefits beyond 
marketing and recruiting. The approach described in this 
paper offers another field of application. 

Looking at the environment surrounding companies the 
way to social networking is irreversible: research is more and 
more performed in communities; innovative products are 
developed in open source communities; and even companies 
bring together experts from all over the world to improve 
their research, development and production capabilities. 

So why not trying this in the field of knowledge 
management? This approach and the upcoming project 
should prove this, and lead the way from a selected group of 
customers, suppliers and Silverbacks to a repository for a 
whole sector or industry. Who is not willing to share might 
not be able to survive. 
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Abstract—MinaBASE, a process-oriented knowledge man-
agement system, currently features a simple full-text search as
well as a more sophisticated expert search. While the former
is much easier to use, the latter has much higher precision
and recall characteristics due to a more content-aware filter-
mechanism. In this paper we present a combination of both
approaches, which preserves the intuitiveness of the full-text
search while offering the same precision and recall as the expert
search. This is achieved by using a single input box for entering
queries and semantically evaluating the given items according
to the ontological concepts and relationships of the knowledge
base and giving respective automatic suggestions. In contrast to
regular autocompletion-widgets, the suggestions are not simple
keywords, but rather elements of taxonomies as well as numeric
input boxes for specification of their properties.

Keywords-process knowledge management, microsystems
technology, semantic search

I. INTRODUCTION

At our institute we developed MinaBASE, which is a
process-driven knowledge management system, that models
manufacturing processes of microsystems technologies [1].
For information retrieval purposes an expert search has
been implemented as part of it. This filter-mechanism offers
several input boxes for the different types of properties
of the information objects in MinaBASE, to define several
interconnectable restrictions, which must be fulfilled by the
entries of the result set. The input boxes support an auto-
matic completion of values which are valid for the specific
types of properties. The goal of this completion is to support
the user while defining the restrictions. The restrictions are
then mapped to database JOINs using a Criteria-API of a
object relational mapping tool, with the result of a high
precisioned search due to referential integrity. Since it is
necessary to switch between the various input boxes with
different meanings, it can easily become tedious to define
multiple restrictions. The automatic completion is a helpful
feature, but for their suggestion it is absolutely necessary for
the user to know which values are possible for the respective
type of property and therefore also which values can be
contained in the knowledge base. While the filter-mechanism

is useful for technical experts, inexperienced users are easily
overwhelmed by the complex input elements. Admittedly
you can model and approximately represent complex facts
with such user interfaces, but the success of internet search
engines like, e.g., Google or Bing has created a different
level of scale regarding interactivity and usability concerning
the input masks within the domain of information retrieval.
This is why we implemented full-text search based on the
popular Lucene [2] library, which allows a more intuitive
interface. This requires the relationally structured data of
the knowledge base to be transfered into a representation
comprehensible by the search index. The indexing of the
documents results in a very performant search, whose find-
ability can even be increased using techniques from text
mining such as tokenization, stemming, stopword removal,
n-grams or synonymous expansion. Due to the shallow
structure of the documents however, it is difficult to depict
the ontological relationships, which can be found implicitly
within the entities of MinaBASE. An example for this is the
deduction of knowledge from a taxonomical classification
of objects which are difficult to translate into the shallow
structure of documents. This implicit knowledge is therefore
not available during the search process, which results in a
low precision and recall of the full-text search component. It
is admittedly possible to complete this information by using
hooks in the request handling of Lucene and performing
repective database queries to augment the information of the
search index, but then you nevertheless lose the performance
advantage of optimized index structures. For this reason,
there is a need for a different approach, which combines
the ease-of-use of the full-text-search interface with the high
precision and recall of the content-aware expert search. In
this paper we’ll present a variant of the search-component
which is a combination of the previously described ap-
proaches of the current state of MinaBASE. The use of a
central input box and the use of an intelligent mechanism
which completes the field automatically for the support of
the taxonomy relation of the technical aspects as well as
their parameters are important issues.
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Figure 1. Schematic representation of a MinaBASE competence

The paper will be structured as follows: The next section
will present the underlying process knowledge database
MinaBASE. Then, a use case will be described that shows
how the application-oriented search queries can look like. A
solution approach will be described in Section IV, which will
be evaluated briefly in Section V. The paper closes with a
comparison of our approach with related work in Section VI
and conclusions.

II. MinaBASE PROCESS KNOWLEDGE DATABASE

The micro system technology is considered to be one
of the key technologies of the 21st century. It deals with
micro systems, which means an intelligent, miniaturised
system of sensors, data processing and/or actuators. Their
product development is complex due to their small size,
the free choice of materials as well as process-, design-,
and manufacturing combinations. A specific manufacturing
process is often required for each specific product, which
results in low standardization of technologies. New chal-
lenges in the field of knowledge management are grown
out of this, as there is a need to model manufacturing
processes independent of specific products to facilitate prod-
uct development by making it easier to retrieve universally
valid knowledge about a manufacturing competence. An
example for suchlike competences is the “injection moulding
of PMMA on the Arburg Allrounder machine”, which is
illustrated in Figure 1. The applied manufacturing procedure
(injection moulding), the material (PMMA) and the machine
(Arburg Allrounder) are central concepts of this competence.
The so-called technical aspects (TA) that serve to model
these materials, machines, and fabrication technologies are
the smallest information entity in MinaBASE [3]. TA are
arranged in taxonomies using generalization hierarchies. The
number and contents of taxonomy trees can be specified
and modified during runtime, such that a flexible structure
tailored to microsystems technology can be defined. TA
can be assigned properties that are referred to as technical
parameters (TP). A TP is specified as a character string,
integer, or floating-point number and references an attribute,
e.g., density. As in the object-oriented approach, the TP of
a TA are passed on to partial hierarchies located below
in the taxonomy. In addition, lower hierarchy levels can

further refine the inherited TP by specifying general value
ranges. As a set of various TA from disjunct taxonomies,
competences declare other TP, such as the edge quality and
surface roughness [4].

III. USE CASE

After explaining the functional background, the structure
of the underlying knowledge base we’ll now have a look
at a use case, which shall demonstrate how a typical query
can look like. For the comprehension of this use case it
is important to know that the query doesn’t concern the
details of the manufacturing competences from the technical
point of view, but it is rather seen from an application-
perspective. A first example for this is the use case ”cutting
out a rectangle of a very thin, transparent, biocompatible
plastic film” in context with MinaBASE, which is illustrated
in the following Figure 2.

6µm 

100µm 

80µm 

A1

A2

Figure 2. Structuring of a thin film polymer

It shows the physical properties of the desired application
schematically. A rectangle of 100 µm width and 80 µm
length shall be cut into a 6 µm thin, transparent and
biocompatible plastic film. In this use case the rectangle,
that is to be achieved, as well as the plastic film can be
identified as the central input for the search, which can be
conferred to the concepts geometry and materials, modeled
in the aspect-taxonomies. The result of the search are those
manufacturing competences, which are able to bring such
forms in suchlike plastic films. The solution space can be
narrowed down further by specifying more precise boundary
conditions. One of these limiting conditions might be for
example the exactness of the rectangle (quality of the edges
or the precision of the sides angles). The search-component
must be able to deduce these most relevant additional at-
tributes appropriate to the use case by semantic interpretation
of query terms and consultation of the knowledge base
as well as offering corresponding context sensitive input
mechanisms. Additional attributes for these use case are the
dimensions of the rectangle (length and width) and also its
precision. Due to this information you can make conclusions
about convenient manufacturing procedures, which allow the
creation of rectangles in a desired shape, like for example
”laser cutting”, ”laser milling” or ”precision milling”.

Furthermore the defined material qualities transparency
and biocompatibility of the thin plastic form the starting
basis for narrowing down the solution space to certain
polymers, like for example polyurethanes (PU), polyethylene
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(PE) and also polycarbonates (PC). With the aid of these
basic information and the relationships which can be de-
rived from the aspect-taxonomies (specialization of plastics,
compliance of the additional attributes) a solution space of
manufacturing competences can be constructed as a result of
the query. Hereto the associated technical aspects need to be
evaluated in order to find those competences, which describe
the application of one of the mentioned process on the
materials with the desired geometry and which correspond to
the modeled additional attributes. In this manner an applied
enquiry with qualities of the manufacturing competences can
be seen as a solution for the use case. The actual possibilities
regarding the query processing will be described in more
detail within the next section.

IV. CONCEPT

Based on the previous use case, this section will explain
the request handling for the semantic search and distingush
cases of possible inputs. Figure 3 displays a mockup of
user interface prototype. The requests will be initiated by
entries into a single input box, which leads to a semantic
interpretation of the query terms according to the concepts
that are modelled in the knowledge base.

plastic filmMaterial:

Refine search token:

▶ Polymers
▼ Polyurethane (PU)
▼ Polyethylene (PE)
▼ Polycarbonate (PC)
▼ ...

assured

300 nm

Transparency

Biocompatibility

to 700 nm

from

Figure 3. Semantic interpretation of keyword-based typed search tokens

As described, the central input box consists of a set of
typed search tokens to which the system makes meaningful
associated suggestions. The aim of this process is a better
refinement of the search. The amount of such tokens can
be seen as a set of restrictions, which need to be fulfilled
by the competences which shall appear in the search result.
Analogous to the described use case there is the plastic film
as a base material filled into the input box in the Figure 3.
Using synonyms of the material taxonomies, the engine
suggests polymers and certain subtypes thereof. Additionally
the engine finds most relevant parameters that are valid
for the different taxonomy nodes like biocompatibility and
transparency. After the user is done specifying the base
material, he could for example enter the term ”rectangle”,
which is the desired structure of the use case. In this case the
engine would detect a node from the geometry taxonomy and
load its most relevant parameters width and length as well

as edge rounding and sidewall angle. While the user defines
these restrictions, the result set of matching manufacturing
competences, which are to be displayed underneath the
suggestion box, is updated in real time in the background.
This will enable an instant feedback mechanism enabling
users to make incremental changes to their restrictions and
see how these affect the result set. The rest of this chapter
will focus on possible input values for the search-component
and describe the specific cases in more detail. Figure 4 shows
the possible interpretion of the given input. As you can see,
one or more technical parameters (TA) can be specified.
Additionally, the TAs can be described more detailed by
adding constraints in form of technical parameters (TP) and
even concrete values or value ranges for these TPs.

Start

End

Input TP value/range

Input TA

Input TP

Figure 4. Input semantic for the keyword-based search

Case 1: Specification of a technical aspect

After specifying a technical aspect (for example a
material), you can differentiate between the two following
procedures:

(i) Overview on all technical aspects, which are below

the selected node in the taxonomy: This makes sense,
if you want for example to have an overview on the
available technical aspects like the populated materials,
processes, machines, etc. In this case the user interface
offers all entries of the corresponding subtree. After the
term is entered completely and recognized as a technical
parameter these items are shown automatically by the
suggestion-component and therefore can be selected
directly. Afterwards the selected value overwrites the value
that was entered before and represents a specialization of it.
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(ii) Overview on the available technical parameters for

this aspect: Every technical aspect is linked to one ore
more technical parameters, which describe it more precisely.
Furthermore these technical parameters are inherited from
the root of the taxonomy to the leaf nodes.

To have an overview of the available technical parameters,
all possible parameters for these technical aspect are shown
in the input field after entering the technical aspect and
the -tp (technical parameter) flag. It contains the directly
associated parameters as well as the parameters inherited
from the upper levels of the taxonomy. By selecting one or
more of these parameters and specifying a value or a range
(see case 3), the search area within the taxonomy gets
smaller as fewer nodes will fulfill the specified parameter
value. Alternatively, instead of using the -tp flag, these
parameters can be shown by focusing one of the entries in
the subtree of the former case.

(iii) Overview of all technical parameters for this aspect

and their specialization: If not only the parameters for
the current technical aspect shall be shown, but also those
parameters, which are defined below this aspect within
the taxonomy, then this can be achieved by appending
the flag -atp (all technical parameters) after the technical
aspect. If one of those parameters is selected, the origin of
this parameter, which is a technical aspect that is located
below the previous aspect in the taxonomy, is automatically
selected and the previously typed or selected technical aspect
is overwritten. This means that the selection of a specialized
parameter will instantly lead to the selection of the technical
aspect, that defines this parameter. Hereby a specialization
of the previously entered term is achieved.

Case 2: Specification of a technical aspect and the corre-

sponding parameter and items

After entering a technical aspect and a corresponding
technical parameter, a concrete value or a range can be set
for this parameter. If necessary the prior selected technical
aspect gets replaced by an aspect which is in a lower part
of the taxonomy, but only if it is required by the selected
value or range of the parameter.

Case 3: Specification of more technical aspects

In this case the entry of a technical aspect (optionally
with parameter and value/range) is followed by the entry
of further technical aspects. Starting with the second tech-
nical aspect, the previously entered aspects functions as
an additional filter. Therefore only those technical aspects
are presented in the autocomplete box, for which there
are competences, which also include the previously entered
technical aspects.

Case 4: full-text search:

In case of not finding any terms within the concepts
of the technical aspects, the technical parameters or the

competences, the search-component switches automatically
to the full-text search and then it tries to find hits within the
foregoing concepts.

V. EVALUATION

To evaluate our concept, we build a simple hardcoded
version of our semantic fulltext flavored search. The first
tests are encouraging, the search is much more precise as the
previously implemented fulltext search. Additionally, after a
short learning phase the time to retrieve the relevant datasets
was significant shorter than using our old expert search.

VI. RELATED WORK

The idea to bridge the gap between user friendly keyword-
based search and expressive, formal and structured queries
has fostered a lot of research in the past. The approaches
that are closest to our paper are the following: SQAK [5]
attempts to make it easier to access structured information
stored in databases by using a keyword-based approach.
Users require knowledge about SQL as well as a deep
understanding about the structure of the underlying database
for non-trivial use cases. SQAK attempts to overcome this
situation by diagnosing the structure of the database and
offering a keyword-based input mechanism requiring only
small amount of knowledge about the structure of the
database, that is translated into more complex SQL queries.
DBXplorer [6] allows to search across relational databases
using keywords by utilizing so called symbol tables that con-
tain meta information about the database. Similiar to inverted
document lists in information retrieval these symbol tables
allow to match incoming keywords to rows and columns
of the database, while also supporting queries spanning
across multiple tables using dynamically built join trees.
As we have only a limited set of tables (technical aspects
and parameters) as starting points for our semantic search,
the use of symbol tables is not adequate for our scenario.
Our main focus is semantically evaluating the incoming
search terms and suggesting, e.g., most relevant technical
parameters or subconcepts for better refinement of the search
restrictions. GINO [7] and Ginseng [8] provide a natural
language interface for entering queries in a quasi-English
language with guided entry of ontological concepts as well
as derivation of triple-sets and SPARQL queries for query
processing. While the concept of guided entry is similar to
our automatic suggestion of parameters and aspects stem-
ming from the knowledge base, we dont consider natural
language interface suitable for our domain, since numeric
input of parameter values and ranges is simpler to capture
within a suggestion box since they are associated directly
with the concept they are linked with in the knowledge base.
XXploreKnow! [9], Q2Semantic [10] and SPARK [11] are
focused on translating keyword queries into formal descrip-
tion logic queries. The approach of mapping search terms to
knowledge base entities, exploring the connections between
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them and utilizing the acquired knowledge thereof for further
refinement of the search is similar to our approach. The
difference is, the structure of their knowledge base is built
on tools stemming from the field of the semantic web
technologies, while MinaBASE uses a traditional relational
database with a flexible entity-attribute-value schema.

VII. CONCLUSION AND FUTURE WORK

This paper presented an approach to extending the
MinaBASE process knowledge database, a system for man-
aging the knowledge in the field of microsystems technol-
ogy. By means of this approach, a semantic search can
be implemented, that maps application-oriented properties
to concepts of the knowledge base, which allows easier
access and a more intuitive discoverability of knowledge
entities. After the concepts of MinaBASE were explained
in more detail in Section II, a concrete use case for the
semantic search was shown in Section III. Afterwards we
presented our concept in Section IV by first describing a
mockup of the user interface according to the use case and
then explaining the different input cases that need to be
distinguished as part of query processing. In a future version,
we plan to implement a customizable version of our semantic
search. In this implementation the possible states, transitions,
actions and preconditions associated with the transitions will
be configurable. If this version will be implemented as a
interpreter or with the help of a software generator is still
an open question.
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Abstract- The electronic-book (e-book) is one of the new 
technological changes that have significantly influenced the 
publishing industry in the last century. This has forced 
publishers to reconsider their distribution channels, since the 
Internet has provided a new means with which to serve 
readers. In this paper, a strategic market analysis is proposed 
from the perspective of a traditional publisher that needs to 
decide whether to switch to e-publishing business. The analysis 
framework determines the publishing market equilibrium in 
three different market scenarios. Besides, it shows the impact 
of readers’ choices and price sensitivities on the profits of 
publishers. The proposed framework has its basis on game 
theory and it is built in an oligopoly setting to reflect the severe 
market competition. The readers’ utilities and demands are 
modeled using the multinomial logit model. Although the first 
scenario possesses a global optimum solution, in the remaining 
two market scenarios genetic algorithms are used in order to 
find the sub-optimal solutions of the oligopolies. 

Keywords- distribution channel; multinomial logit model 
(MNL); game theory; genetic algorithm  

I.  INTRODUCTION  
Traditionally, the term “publishing” refers to the 

distribution of printed works such as books and newspapers. 
With the advent of digital information systems and the 
Internet, the scope of publishing has expanded to include 
electronic resources, such as the electronic versions of books 
and periodicals, as well as micropublishing, websites, blogs 
or video games. In this work, an electronic book (e-book) 
will be considered as the digital version of a traditional 
printed book (p-book) to be read digitally on a personal 
computer, handheld computer, PDA or a dedicated e-book 
reader. It has been estimated that e-book sales will account 
for 50% of the publishing industry’s sales by 2020 and 90% 
by 2030 [1].  

In this paper, a strategic market analysis framework in a 
publishing market is proposed in the presence of multiple 
competing publishers. The proposed publishing market 
consists of p-publishers (publishers of p-books) that try to 
decide on whether or not switch to e-publishing (publishing 
e-books). In this environment, a p-publisher is assumed to 
face three market scenarios, presented in sub-section 2.2. In 
each scenario, the publishers’ decision variables are their 
offered unit prices. There are two types of prices for an e-
publisher: A price for its traditional retail channel and a price 

for its electronic/Internet channel, while there is only the 
traditional retail price for a p-publisher. The traditional 
channel and Internet channel of a publisher are distinguished 
based on two features: the stocking and maintenance costs 
and price sensitivity of readers. It is assumed that readers 
will be more sensitive towards price, when they intend to 
buy a book from an electronic channel.   

The proposed framework computes the unit prices, and 
accordingly the profits of the publishers in each market 
scenario. Since the publishers need to make their decision in 
an uncertain market environment, the customer utility and 
demand are modeled using the multinomial logit model 
(MNL), which is based on probabilistic theory, by assuming 
that a customer has also a no-purchase alternative. For each 
scenario, a non-cooperative pricing game is built, whose 
players are the publishers. Solving the game, the mutual best 
response strategies that determine the equilibrium point(s) 
are studied. With the optimum prices, the publishers 
calculate their expected demands and expected profits. For 
the first scenario, the equilibrium prices and profits are 
global optimum, since the profit maximization problem is 
proved to be convex. However, the maximization problems 
of the second and the third scenarios cannot be proven to be 
convexes, hence their optimum solutions are found using a 
type of local search algorithm: the genetic algorithms (GA). 
A genetic algorithm is an evolutionary optimization 
approach which is most appropriate for complex non-linear 
models where finding the location of the global optimum is a 
difficult task [2]. GA utilize a population of solutions in the 
search, rather than handling one feasible solution like in 
other local search methods, such as Simulated Annealing or 
Tabu Search. GA have good performance in large and 
complex search spaces, since they explore and exploit 
simultaneously the search space. They do not guarantee 
global optimality even it may be reached. 

The rest of the paper is organized as follows. Section 2 
discusses the related work in the literature and their 
differences from this one. In Section 3, the formulation of the 
model, three possible market scenarios and their 
demonstrative examples are given in detail. The results are 
discussed at the end of the Section 3. Finally, conclusions 
and future work are given in Section 4. 
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II. RELATED WORK 
In literature, the GA have been applied frequently as a 

part of decision support systems. In one of the recent works, 
the authors have used genetic algorithms in identifying the 
optimal parameters for water resource modeling applications. 
Moreover, they have optimized the genetic algorithm model 
parameters [3]. In literature, it is possible to encounter the 
use of GA into the game theory-based models. These works 
are from various research areas. Riechmann [4] has shown 
that economic learning via GA can be described as a specific 
form of an evolutionary game. In his paper, he has pointed 
out that GA learning results in a series of near NE. In another 
research, the authors have discussed a new evolutionary 
strategy for the multiple objective design optimization of 
internal aerodynamic shape [5]. They have claimed that 
game theory replaces a global optimization problem by a 
non-cooperative game based on Nash equilibrium with 
several players solving local constrained sub-optimization 
tasks. The authors have stated that game theory is not only 
the primary method for the formal modeling of interactions 
between individual, but it also underlies how biologists think 
about social interactions on an intuitive level [6]. In their 
work, they have used GA as an alternative method of 
searching evolutionary stable sets in a well-studied game of 
biological communication. In a sense, the point of view in 
this work resembles to the one in the proposed framework in 
this paper, since GA are used to search the market 
equilibrium points in games for three different market 
scenarios.   

There are numerous research in the literature on the 
adoption of e-books and e-publishing; however this paper’s 
concern is a more specific area. The concentration is on the 
economics and management aspects of e-publishing. The 
most relevant research are as follows: Jiang and Katsamakas 
examine how the entry of an e-book seller affects strategic 
interaction in the book markets and impacts sellers or 
consumers [7]. Their work is a good example of the 
application of game theory in analyzing the market 
asymmetries. The research of Hua et al., has the same 
research question as the one in this paper [1]. In their 
research, the authors derive the conditions under which a 
publisher should sell only p-books, only e-books, and both of 
them simultaneously. They use the newsvendor model to 
analyze demand behavior; whereas the demand is modeled 
using MNL model in this paper. As the demand varies 
linearly on offered price, they can determine the closed-form 
expression of optimum prices. In this paper, the problems are 
solved using nonlinear techniques. Bernstein et al. use the 
MNL model for the equilibrium analysis of retailers [8]. 
They differentiate retailers’ choices as “bricks-and-mortar” 
and “clicks-and-mortar”, which represent the traditional 
retail channel and Internet channel, respectively. Their study 
has some common grounds with the one in this paper, since 
they analyze the supply chain channel structure choice in an 
oligopoly setting.  

III. THE MODEL FORMULATıON 
An n-firm oligopoly setting is considered to study the 

structure of the game [9]. In the proposed game, the 
publishers that sell their books through a retail store (p-
publishers) want to reach more reader by publishing their 
books on an Internet channel (e-publishers). The e-publisheri 
will continue to sell its books on the retail stores, hence it has 
to define two different prices: a unit retail price pi for its 
traditional channel and a unit online price pei for its Internet 
channel. The p-publisheri needs to define only its unit retail 
price pi. As the stocking and maintenance costs of an e-book 
are assumed to be lower than the ones of a traditional book, 
the following assumptions on the prices are set: 

ei ip p≤ . A 
= {1, 2, …, n}∪ A0  denotes the set of publishers.  

A. Customer Utility Model 
A reader is assumed to derive a different utility when 

obtaining the book from a retailer’s physical store 
(alternative i) than obtaining it in an electronic form 
(alternative ei). Furthermore, a reader is assumed to have a 
no-purchase alternative (A0). In other words, if s/ he does not 
like any offer, s/ he will not buy any book. Then, the set of 
alternatives is AP =  {1, 2, …, n} ∪ A0 when all the 
publishers sell from their retail stores, while it is AE =  {1, e1, 
2, e2, …, n, en}∪ A0 when all publishers sell both from their 
retail stores and their online stores. It is also possible to have 
a case with k e-publishers and (n-k) p-publishers, then the set 
of alternatives is AEP(k) = {1, e1, …, k, ek, k+1,  …, n}. 

The customer utility is modeled using the multinomial-
logit model (MNL). The MNL model is one of the random-
utility models that are based on a probabilistic model of 
individual customer utility [10]. Let us assume that a 
customer has a utility for alternative i, denoted Ui. The 
probability that a customer selects alternative i from a subset 
A of alternatives is given by: 

 

                  ( ) { }( )max :i i jP A P U U j A= ≥ ∈                 (1) 
 

If we assume that u1 = -bp, this gives the following 
demand function: 
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where M is the market size and b is a coefficient of the 

price sensitivity. In the multiple-product case, by considering 
each user of the same type (bi=b), the demand function of 
publisheri is given by: 
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The MNL probability that a customer chooses product j 

as a function of the vector of prices p = {p1, p2, .., pn} is then 
given by: 
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B. Choice of Channel Structure 
In the proposed strategic analysis, each p-publisher that 

has an incentive to publish its books on an electronic 
environment, in other words that has an incentive to move to 
e-publishing business, faces three marketing scenarios:  
1. P-P competition: All publishers in the market are p-

publishers.   
2. E-P competition: Some publishers remain as p-

publishers, but the rest moves to e-publishing. 
3. E-E competition: All publishers in the market are e-

publishers.     
 

The list of notation for the equilibrium analysis under 
different scenarios can be given as: 

PP

ip : Equilibrium price of p-publisheri under P-P 
competition, 

EP

ip : Equilibrium price of p-publisheri under E-P 
competition, 

EP

eip : Equilibrium price of e-publisheri under E-P 
competition, 

EE

ip : Equilibrium price of p-publisheri under E-E 
competition, 

EE

eip : Equilibrium price of e-publisheri under E-E 
competition, 

PP

i∏ : Equilibrium profit for p-publisheri under P-P 
competition,  

EP

i∏ : Equilibrium profit for p-publisheri under E-P 
competition,  

EP

ei∏ : Equilibrium profit for e-publisheri under E-P 
competition, 

EE

ei∏ : Equilibrium profit for e-publisheri under E-E 
competition. 

 
1) Scenario I: P-publisher vs. p-publisher (P-P 

Competition) 
 

In this scenario, the set of alternatives for readers is 
{ } 01, 2, ...,PA n A= ∪ . All p-publishers simultaneously set 

their prices. Each p-publisher’s aim is to define its optimum 
price ( PP

ip ) in the given market environment that maximizes 
its profit: 
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where b is the price elasticity and ci is the unit cost of p-
publisheri. The probability that p-publisheri with the price 
PP
ip  is chosen by a customer is given as: 
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The first order condition of the choice probability with 

respect to its price ( ProbPP PP

i ip∂ ∂ ) is negative, which means 
that the price increase of a p-publisheri reduces its own 
demand; whereas the first order condition with respect to its 
competitor’s price ( ProbPP PP

i tp∂ ∂ ), i t≠  is positive, which 
means that the price increase of the competitor’s price 
increase the demand of p-publisheri. As p-publishers 
determine their prices simultaneously, they need to consider 
the competition, i.e., the prices offered by other p-publishers 
in their market. The problem is modeled as a game where the 
players are the p-publishers, the strategies of the players are 
their offered unit prices and the payoffs of the players are 
their profit functions. Solving such a game means predicting 
the strategy of the publisher. One can see that if the strategies 
from the players are mutual best responses to each other, no 
player would have to deviate from the given strategies and 
the game would reach a steady state. Such a point is called 
the Nash equilibrium (NE) point of the game [11]. In the 
game, p-publishers determine their prices independently and 
the information is strictly limited to local information. 
Hence, the game has a non-cooperative setup.  Global 
optimality conditions are used in order to analyze the 
existence and the uniqueness of the equilibrium point. The 
constraints in the proposed problem (5) are linear, so they are 
convexes. Therefore, the vector 

1 2p , , ..,PP PP PP

np p p= ⎡ ⎤⎣ ⎦  
denotes the solution (the NE) of this game 
with: ( )pPP PP

i i ip BR −= , where pPPi− represents the vector of 
best responses of all p-publishert, t i≠ . The NE is the point 

that solves the set of equations: 0,
PP

i

PP

i

i
p

∂∏
= ∀

∂
. It is also the 

global optimum of the given problem. 
This scenario is demonstrated on a simple but 

representative example with two p-publishers in the market. 
The target customer group is assumed to be consist of 
M=100 readers. The unit costs of two p-publishers (c1=c2) 
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are assumed to be the same and equal to 1. The price 
sensitivities in the readers’ demand functions are 
differentiated in order to analyze the impact of readers’ price 
sensitivities on the publishers’ price determination. The price 
sensitivity of customers of p-publisher1 (b1) is taken as 1, 
whereas the one of customers of p-publisher2 (b2) is taken as 
1.5. For the first scenario, the equilibrium price values and 
related demands and profits are given in Table 1. As the 
price sensitivity of the customers of p-publisher2 is set higher 
than the one of p-publisher1, p-publisher2 offers a lower 
price (

2

PPp = 1.7123) in the equilibrium. The demand values 
in given tables are found using Eq. (3). 

 
TABLE I.  PRıCE, DEMAND AND PROFıT VALUES AT EQUıLıBRıUM ıN 

SCENARıO 1 
 Equilibrium values 

 p-publisher1 p-publisher2 
Offered price  2.1123 1.7123 

Profit 11.2342 4.5592 
Demand 9.2907 13.8630 

Total profit of p-publishers 15.7934 
 
 

2) Scenario II: E-publisher vs. p-publisher (E-P 
Competition) 

 
In the second scenario, the first ( )1k k n≤ ≤  publishers 

are assumed to be move on e-publishing, whereas the 
remaining n-k publishers are stayed as p-publisher. The set of 
alternatives for consumers is 

. In this scenario, p-
publisheri determines only one price ( EP

ip ), but e-publisheri 

determines both a price for its traditional channel ( EP

ip ) and 

a price for its Internet channel ( EP

eip ). The p-publisher’s price 
is assumed to be influenced from other p-publisher’s prices, 
whereas the e-publisher’s price is influenced from both other 
e-publishers’ prices and from the price of its own traditional 
channel. In other words, if e-publisheri increases its Internet 
channel price ( EP

eip ), the demand to its traditional channel 
increases. From this point of view, two channels of an e-
publisher can be considered as “competing” [8]. Both type of 
publishers’ aim is to define their optimum prices ( EP

ip and 
EP

eip ) that maximize their profits. P-publisherj wants to 
maximize its profit: 
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On the other hand, the objective of e-publisheri is to 

choose EP

ip and EP

eip  that maximizes its own profit:

 

The first 
term of the profit function belongs to the profit earned from 
p-publishing, while the second term belongs to the profit 
earned from e-publishing. In the proposed model, the 
coefficient 1ϑ ≥  is inserted to the demand function because 
an e-reader’s sensitivity to price is assumed to be higher than 
the one of a p-reader. In this setting, it is not possible to 
derive closed-form expressions for the equilibrium prices, 
demands and profits. The convexity of the maximization 
problem in this scenario cannot be demonstrated. Therefore, 
the GA is used as a computing technique to find sub-optimal 
solutions. In the GA implementation, three different 
population sizes are utilized: 100, 125, 150. The profit 
functions of the publishers are used as fitness functions in 
order to decide the chromosome in the next generation. For 
the GA, the most frequently used stopping criterion is the 
specification of a maximum number of generations. In the 
GA implementation of the scenario, the maximum number of 
generations is defined as 250, which means that the 
algorithm terminates once the iteration number reaches 250. 
For each population size, the GA is run 50 times and the best 
result is chosen from these 50 results. The solutions have 
shown that the optimum solution does not depend on the 
initial population size in this scenario. The second scenario is 
demonstrated on an example with e-publisher1 and p-
publisher2 in the market. For the second scenario, the 
equilibrium price values and related demands and profits are 
given in Table 2. The results at the equilibrium point confirm 
that the e-publishing price is lower than the p-publishing 
prices because of lower publishing costs. E-publisher1 
reaches bigger market share, which is proportional to its total 
profit, since it offers two different publishing channels for 
different preferences.  

 

TABLE II.  PRıCE, DEMAND AND PROFıT VALUES AT EQUıLıBRıUM ıN 
SCENARıO 2 

 Equilibrium values 
 e-publisher1 p-publisher2 
 e-publishing p-publishing p-publishing 

Offered price  1.3839 1.7124 2.1426 
Profit 14.0419 4.5729 

Demand 9.6630 13.1912 9.9370 
Total profit of publishers 18.6148 
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3) Scenario III: E-publisher vs. e-publisher (E-E 
Competition) 

 
In the last scenario, it is assumed that all n publishers in 

the market adopt e-publishing. The set of alternatives is then 
{ } 01, 1, 2, 2..., ,EEA e e n en A= ∪ . All e-publishers determine 

two prices: A price for their traditional channel ( EE

ip ) and a 

price for their Internet channel ( EE

eip ). Each e-publisher’s aim 

is to define its optimum prices ( EE

ip and EE

eip ) in the given 
market environment that maximizes its own profit:  
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The convexity of the maximization problem cannot be 

demonstrated, the sub-optimal solutions are computed using 
the GA. The unit costs of p-publishing and e-publishing are 
assumed to be the same for two e-publishers and they are set 
to 1 and 0.75, respectively. The equilibrium price values and 
related demands and profits are given in Table 3. Both e-
publishing and p-publishing prices of e-publisher2 are lower 
than the ones of e-publisher1. The reason is that both types of 
readers (e-readers and p-readers) of e-publisher2 are more 
sensitive to price than the readers of e-publisher1. E-
publisher2 is obliged to hold its prices down in order to grab 
more readers.    

TABLE III.  PRıCE, DEMAND AND PROFıT VALUES AT EQUıLıBRıUM ıN 
SCENARıO 3 

 Equilibrium values 
 e-publisher1 e-publisher2 
 e-publishing p-publishing e-publishing p-publishing 

Offered price  1.3775 2.1349 1.3210 1.7446 
Profit 13.3059 7.4673 

Demand 12.9251 6.9969 7.3918 7.5115 
Total profit 20.7732 

 
Based on the numerical results of three demonstrative 

examples, it is possible to make some observations. The 
scenario where the sum of the profits of all the publishers in 
the market is maximum is the third one: the E-E competition. 

The E-E competition can be interpreted as the industry 
equilibrium. The results show that the coefficient of price 
sensitivity (b) is the fundamental factor that determines both 
types of price levels. As the price sensitivity of readers 
increases, publishers are obliged to decrease their prices in 
order to maintain more reader. In this sense, it is the reader 
that determines the price level. In the case e-publisher1 is 
alone in the market (E-P competition), its demand and 
accordingly its profit are higher than in the competitive 
market (E-E competition). In the case there is at least one e-
publisher in the market, the p-publisher loses profit. The p-
publisher cannot reduce price like an e-publisher because of 
its higher maintenance and stocking costs. An e-publisher’s 
profit reaches its maximum level, if its competitor is a p-
publisher. 

IV. CONCLUSıONS 
With the proliferation of smart mobile phones, such as 

iPhone or Blackberry, or the dedicated e-readers, such as 
Kindle or Nook, more and more young readers are 
accustomed to reading the electronic versions of the books 
and magazines. This has an increasing effect on the adoption 
rate of e-publishing; however it creates a pressure on the 
publishers. Now, publishers need to analyze the market more 
deeply in order to maintain their customer base. The 
principle objective of this work is to propose a strategic 
analysis framework which would be valid for different types 
of decision environments by making slight modifications. 
The concentration is on the publishing industry, especially 
on a p-publisher that tries to decide on whether to enter the e-
publishing business. However, the same decision support 
framework can help an existing firm when changing its 
business, or an existing firm to determine new prices, or a 
new entrant firm to determine prices. The framework is built 
on game theory basis, since a successful business strategy 
needs to consider the actions of other players in a 
competitive market. Using a local search algorithm, the GA, 
in order to find the equilibrium points of the games is the 
other contribution of this work. The numerical results have 
shown that GA can found similar results with a non-linear 
solver. The results have revealed that the price sensitivity of 
readers is the most fundamental parameter that affects both 
the choice of the reader and the price of the book. The higher 
the reader’s price sensitivity is, the more the publisher tends 
to sell e-book to the reader.        

Going forward, the equilibrium points may be found by 
using other soft computing algorithms and different 
algorithms can be compared in terms of obtained values and 
the execution time. Since the games are played offline in the 
proposed framework, the execution times are not questioned. 
The price sensitivity coefficient has a direct and profound 
impact on the equilibrium results, a future work can 
concentrate on determining it in the most efficient way. 
Some regression techniques can be useful in the presence of 
real life data. 
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Abstract- Enterprise Resource Planning (ERP) product 
selection can be seen as one of the most critical and difficult 
decision making stages for an organization. This research 
explores the application of a hybrid multi-criteria decision 
making (MCDM) procedure for the evaluation of various ERP 
alternatives. The proposed evaluation framework integrates 
three methodologies: Analytic Network Process (ANP), 
Choquet Integral (CI) and Measuring Attractiveness by a 
Categorical Based Evaluation Technique (MACBETH). ANP 
produces the priorities of alternatives with respect to the 
interdependent evaluation criteria. The conjunctive or 
disjunctive behaviors between criteria are determined using 
MACBETH and CI. Numerical application of the proposed 
methodology is implemented on the decision making problem 
of a firm that faces with four ERP projects. The final ranking 
is compared to the one obtained by ignoring the interactions 
among criteria. The results demonstrate that the ignorance of 
the interactions may lead to erroneous decisions. 

Keywords- ERP, supplier selection, MCDM, ANP, Choquet 
Integral.  

I.  INTRODUCTION  

An ERP system is a critical investment that can 
significantly influence future competitiveness and 
performance of a firm. It is increasingly important in today’s 
modern businesses because of its ability to integrate the flow 
of material, finance, and information and to support 
organizational strategies [1]. A successfully implemented 
ERP can offer organizations automating business process, 
timely access to management information and improving 
supply chain management through the use of e-commerce 
[2]. It standardizes processes and stores information as well 
as recalls that data when it is required in real time 
environment. Implementing an ERP system may be costly 
and time-consuming. Companies spend billions of dollars 
and use numerous amounts of man-hours for installing 
elaborate ERP software systems. However, the benefits of a 
successful ERP project are worthwhile. In order to 
implement an ERP software successfully, it is necessary to 
select an ERP system which can be aligned with the needs of 
the company. Thus, an efficient decision making approach 
for ERP software selection requires both company needs and 

characteristics of the ERP system and their interactions to be 
taken into account [3]. The selection process for determining 
the most appropriate ERP software among a set of possible 
alternatives in the market is a multi-criteria decision making 
problem. 
 This paper introduces a hybrid multi criteria decision 
making (MCDM) model for ERP selection based on 
Analytic Network Process (ANP), Choquet Integral (CI) and 
Measuring Attractiveness by a Categorical Based 
Evaluation Technique (MACBETH). Initially, we have 
categorized ERP selection criteria into three main criteria 
set: Vendor related criteria (VRC), customer related criteria 
(CRC), and software related criteria (SRC). Each one 
consists of its own sub-criteria set. Since these sub-criteria 
and criteria have both inner and outher dependencies, we 
have made use of the ANP to determine these dependencies 
and relative priorities of all criteria. MACBETH is both an 
approach and a set of techniques that have the goal of 
providing an overall ordering of options, and that aid on the 
construction of interval numerical scales based on 
qualitative (non-numerical) pairwise comparison judgments 
[4, 5]. In this research, we have used MACHBETH and CI 
to determine conjunctive or disjunctive behaviors between 
criteria. The last phase of the proposed methodology 
involves ranking the given ERP alternatives according to 
their final performance scores. We have shown the 
feasibility of the proposed framework on the decision 
making problem of a company that needs to evaluate four 
ERP software alternatives and select the most suitable one 
according to its requirements.  

The remaining part of the paper is organized as follows: 
in Section 2 we give related literature. Section 3 briefly 
describes the methodologies that constitute the proposed 
framework. The steps and details of the proposed decision 
support framework and its implementation into the ERP 
selection problem is given in Section 4. Finally, Section 5 
concludes the study.  

II. LITERATURE REVIEW 

There are various solutions in the ERP market and each 
one of them has its own features. Furthermore, buying an 
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ERP software is a very serious and difficult task for a firm 
since it may cost hundreds of thousands and even millions of 
dollars. Therefore, in the academic literature there are many 
research on the selection process of ERP products. Wei et al. 
[1] have presented a comprehensive framework for selecting 
a suitable ERP system. Their selection framework is based 
on analytic hierarchy process (AHP) approach. Liao et al. [2] 
have presented a model which is based on linguistic 
information processing, for dealing with such a problem. 
Yazgan et al [6] have considered this selection problem as a 
multi-criteria decision making problem and they have 
integrated artificial neural network and analytic network 
process. This integration enables them to interview only one 
expert for the assessments. Karsak and Özoğul [3] have 
proposed a selection framework that enables both company 
demands and ERP system characteristics to be considered, 
and provides the means for incorporating not only the 
relationships between company demands and ERP system 
characteristics but also the interactions between ERP system 
characteristics through adopting quality function deployment 
principles. 

III. THE METHODS 

A. Analytic Network Process (ANP) 

ANP is a generalization of Saaty’s AHP, which is one of 
the most widely used multi-criteria decision support tools. 
AHP is limited to relatively static and unidirectional 
interactions with little feedback among decision components 
and alternatives [7]. 

Many real life decision problems cannot be structured as 
a hierarchy because of the fact that they involve the 
interaction and dependence of higher level elements in a 
hierarchy on lower level elements. So the hierarchy 
becomes more like a network. On this context, ANP and its 
supermatrix technique can be considered as an extension of 
AHP that can handle a more complex decision structure as 
the ANP framework has the flexibility to consider more 
complex interrelationships (outerdependence) among 
different elements [8, 9].   

AHP incorporates both qualitative and quantitative 
approaches to a decision problem [10]. It is also capable of 
capturing the tangible and intangible aspects of relative 
criteria that have some bearing on the decision making 
process, but AHP cannot deal with interconnections and 
innerdependences between decision factors in the same level 
[8]. This is because an AHP model is structured in a 
hierarchy in which no horizontal links are allowed. In other 
words, AHP can only be applied to a hierarchy that assumes 
unidirectional relation between decision levels. In fact, this 
weakness can be overcome by using the advance multi-
criteria making technique, which is ANP. So, ANP is very 
useful in these kinds of situations providing a general 
framework without the assumptions of independence of 
higher-level elements from lower ones, or independence on 
the same level [11].  

In this approach, comparison matrices, prioritization and 
the weights while considering the interdependencies are 
formed between various attributes of each level with the 
scale of 1–9 suggested by Saaty [12]. Also the consistencies 
of the pairwise comparisons, made by the experts or decision 
makers, have to be checked in order to make the necessary 
changes if there is any inconsistency above the allowed limit. 
Once the pairwise comparison matrices are formed, weighted 
vectors for all the matrices are calculated. The concept of 
supermatrix is employed to obtain the composite weights 
that overcome the existing interrelationships. The 
synthesizing step is to rate the alternatives according all the 
criteria, compute the overall score for the alternatives and 
make the final decision as to choose the best alternative or to 
obtain the final ranking of the alternatives. 

B. Choquet Integral (CI) 

The CI, which has been introduced in the fuzzy measure 
community by “Murofushi and Sugeno [13]” is a fuzzy 
integral proposed by “Gustave Choquet [14]” and considers 
the interactions between k out of n criteria of the problem, 
which is called the k-additivity property.  

Letting , 1, ,it i n   be the scores on the criteria, by 

using only the interaction index, it is possible to express CI 
in the case of 2-additive measures as follows [15]: 
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Here, i  represents the relative importance of criterion i 

with 
1

1
n

i
i

   and Iij, defined in the interval [-1; 1], is the 

interaction value between criteria i and j. Positive values of 

ijI  implies a conjunctive behavior between criteria i and j. 

i.e. simultaneous satisfaction of both criteria is significant 

for the global score. Negative values of ijI  implies a 

disjunctive behavior between criteria i and j. i.e. the 
satisfaction of either one is sufficient to have a significant 
effect on the global score. If Iij is null, then there is no 
interaction between criteria i and j. If for all pairs of criteria, 
Iij are null then the i value acts as a weight vector in a 

weighted arithmetic mean.  

C. Measuring Attractiveness by a Categorical Based 
Evaluation Technique (MACBETH) 

MACBETH is a multi-criteria decision analysis 
approach which has been proposed by studies of “Bana e 
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Costa [16]”, “Bana e Costa & Vansnick [17]”, “Bana e 
Costa & Vansnick [18]”. The method requires only 
qualitative judgments about differences of value to help an 
individual or a group in quantifying the relative 
attractiveness of the elements of a finite set A and to 
associate a real number v(x) to each element x of A [19].  

Let X be the finite set of elements (alternatives) with at 
least two elements and J the group of decision makers who 
want to compare the relative attractiveness of these 
elements. Here, it is assumed that the DM or each DM is 
able to rank the elements of X either directly or through 
pairwise comparisons. Each DM is first asked to provide a 
judgment about the relative attractiveness of two elements at 
a time to retrieve the ordinal judgment. Then secondly, 
he/she is asked to provide a qualitative judgment on the 
difference of attractiveness of those two elements if they are 
not equally attractive using the following linguistic terms: 
Very weak, weak, moderate, strong, very strong and 
extreme.  

MACBETH method presents a procedure to transform 
qualitative preferences into coherent quantified elementary 
and aggregated performances. In order to solve the inter-
criteria commensurability problem, it is sufficient to 
determine, for all interval scales, two common reference 
points namely the good situation and the neutral situation 
with the performance values one and zero respectively. 

Let k

i
p  be the performance expression of the kth 

alternative for criterion i. Suppose the DM prefers for 
criterion i the alternative k to the alternative l and in addition 
to that information, DM will characterize the strength of his 
judgments with a level of strength that can take values from 
one to six (from the least to the most strong level) according 
to the six semantic categories of difference of attractiveness 
explained above and zero for a null strength. This level will 
be denoted with h. Therefore, if the DM prefers for criterion 
i the alternative k to the alternative l, with a strength h, then 
the following equation, where α is a coefficient necessary to 

meet the condition kp  and  0;1lp  , will be obtained: 
k h l k l

i i
A A p p h                     (2) 

Therefore, a preference ranking of alternatives for a 
specific criterion collected from a DM with the strength of 
the comparisons will give us a system of equation and after 
solving it the individual performance values of the 
alternatives for the criterion in question will be determined. 
In order to define CI parameters, the DM is asked to provide 
preferential information on the criteria and the couples of 
criteria including the strength of the preferences. This 
information will help us to build a system of equations with 
the Shapley and the Interaction parameters as variables. For 
the elementary performance expressions, MACBETH 
proposes to consider some particular and possibly fictive 
situations, S, in which the alternatives satisfies one criterion 
or two criteria simultaneously. A preference ranking of 
those situations collected from a DM with the strength of 

the comparisons will give us a system of equation and after 
solving it the CI parameters will be determined. 

In the situations where only one 1ip   (i.e. criterion i is 

satisfied) and all others are equal to zero, the aggregated 
performance expression will be as follows (Cliville et al. 
2007): 
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The aggregated performance expression of the situations 

where only one 0ip   and all others are equal to one (i.e. 

all criteria except i is satisfied) will be as follows [5]: 
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The aggregated performance expression of the situations 
where only two elementary performance expressions are 
equal to one (namely i and j) and all others are equal to zero 
(i.e. criterion i and j are satisfied) will be as follows [20]: 
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IV. ERP SYSTEM EVALUATION FRAMEWORK 

A. Evaluation procedure 

The evaluation procedure of this study consists of seven 
steps as follows: 
1. Identify the ERP software selection/ evaluation criteria 

that are considered the most important for the users. 
2. Once the model is built and the relations between criteria 

are defined, decide the method to use. This is not an 
arbitrary choice.   

3. If there is an outer-dependence between sub-criteria, 
then this is something to be analyzed with ANP because 
of the simple fact that CI cannot handle two elements 
that are connected to two different points. In this case, 
two sub-criteria in question belong to two different 
criteria. Hence, these dependencies will be handled with 
ANP. 

4. Analyze sub-criteria of the same cluster in order to 
define the conjunctive and disjunctive behavior between 
them. If there is such relation, use CI in order to find the 
interaction values. In case of no such interaction, handle 
the relations with ANP. 

5. After handling the sub-criteria, take in consideration the 
upper level, i.e. the criteria.   

6. A preference ranking of the criteria given by the DMs 
will define the conjunctive/disjunctive behavior between 
those. If there is not any interaction of this kind between 
criteria, then solve the model with ANP. Make the final 
aggregation and obtain a ranking.   

7. If there are conjunctive/disjunctive behavior between 
criteria, then use the Shapley indices and the interaction 
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values including the weights of the sub-criteria and the 
alternatives’ individual performance values for each of 
those sub-criteria in order to perform the final 
aggregation. 

B. Selection criteria 

Baki and Çakar have summarized the ERP selection 
criteria in their research after reviewing the related literature 
[21]. We have used the 16 criteria that they have proposed 
but we have grouped them under three main categories: 
vendor related, customer related and software related (Table 
1).  

TABLE I.  SELECTION CRITERIA 

C1 Vendor related criteria (VRC) 

C11 Support and service 
C12 Vision 
C13 Market position 
C14 Domain knowledge 
C15 Reputation 
C16 Methodology of software
C2 Customer related criteria (CRC) 

C21 Ease of customization 
C22 Better fit with organizational structure 
C23 Fit with parent/allied organizational system 
C24 Cross module integration
C3 Software related criteria (SRC) 

C31 Functionality 
C32 Technical aspects 
C33 Cost 
C34 System reliability 
C35 Compatibility 
C36 Implementation time 

C. Proposed decision framework 

The hierarchical structure of the decision model of the 
paper with the alternatives and the identified criteria is 
portrayed in Fig. 4. The proposed decision model consists of 
three levels: at the highest level the objective of the problem 
is situated while in the second level, the criteria are listed. 
The lowest level belongs to the alternatives. As alternatives, 
A1, A2, A3 and A4 are selected since they are in the same 
interval of price. 

D. NUMERICAL APPLICATION OF THE PROPOSED 
FRAMEWORK 

1) Part 1: ANP  
 In the first part of the framework, pairwise comparison 
matrices for all the sub-criteria have been prepared and 
filled out by the DM. The consistency indexes of the 
matrices are all smaller than 0.10, which proves their 
consistency [12]. The pairwise comparisons enable us to 
retrieve relative weights for the sub-criteria. The 
supermatrix, which has the role of obtaining the composite 
weights, has been constructed (Table 2).  
 

SELECTING THE BEST ERP SOFTWARE

SOFTWARE RELATEDCUSTOMER RELATEDVENDOR RELATED

Support & Service 
(S&S)

Vision (V)

Market Position 
(MP)

Domain Knowledge 
(DK)

Reputation (REP)

Methodology of 
Software (MS)

Functionality (F)

Technical Aspects 
(TA)

Cost (C)

System Reliability (SR)

Compatibility (CP)

Implementation 
Time (IT)

Ease of Customization (EC)

Better Fit (BFOS)

Fit with P/A (FPAOS)

Cross Module 
Integration (CMI)

A  L  T  E  R  N  A  T  I  V  E  S  
Fig. 4. Hierarchical structure of the decision making 

problem 

TABLE II.  UNWEIGHTED SUPERMATRIX. 

  S&S V MP DK REP MS EC BFOS FPAOS CMI F TA C SR CP IT 

S&S 0 0 0.07 0 0.25 0 0.39 0.25 1 0 0 0 0.11 0 0 0.11 

V 0.75 0 0.15 1 0.75 1 0.07 0 0 0 0.25 0 0 0.17 0.13 0 

MP 0 0 0 0 0 0 0 0 0 0 0 0 0.64 0 0 0 

DK 0.25 0 0.39 0 0 0 0.39 0.75 0 0 0.75 0 0 0.83 0.88 0.26 

REP 0 0 0.39 0 0 0 0 0 0 0 0 0 0.26 0 0 0 

MS 0 0 0 0 0 0 0.15 0 0 0 0 0 0 0 0 0.64 

EC 0.64 0 0.43 0 0 0 0 0.43 0.25 1 0.08 0.19 0 0 0.15 0.38 

BFOS 0.11 0 0.14 0 0 0 0.09 0 0 0 0.20 0.08 0 0 0.39 0.13 

FPAOS 0 0 0 0 0 0 0.46 0.43 0 0 0.20 0.08 0 0.75 0.39 0.38 

CMI 0.26 0 0.43 0 0 0 0.46 0.14 0.75 0 0.52 0.66 0 0.25 0.07 0.13 

F 0 0 0.05 0 0 0 0.25 0 0 0 0 0 0.19 0.25 0 0.26 

TA 0 0 0 0 0 0 0.75 0 0 1 0 0 0.07 0.75 1 0.11 

C 0 0 0.48 0 0 0 0 0 0 0 0.73 0.64 0 0 0 0 

SR 1 0 0.21 0 1 0 0 0 0 0 0 0.26 0.19 0 0 0 

CP 0 0 0.05 0 0 0 0 0 1 0 0.18 0.11 0.07 0 0 0.64 

IT 0 0 0.21 0 0 0 0 0 0 0 0.08 0 0.47 0 0 0 

 

 
 As the next step, cluster/criteria comparison matrices 
have been prepared and filled out by the DM in order to 
normalize the supermatrix (Table 2). Using the weights 
retrieved from these matrices, the cluster matrix is 
constructed and weighted supermatrix is calculated. The 
cluster matrix and the weighted supermatrix are represented 
in Table 3 and Table 4, respectively. 

TABLE III.  CLUSTER MATRIX. 

VRC CRC SRC 

VRC 0.637 0.258 0.258 

CRC 0.105 0.637 0.105 

SRC 0.258 0.105 0.637 
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TABLE IV.  WEIGHTED SUPERMATRIX. 

 
S&S V MP DK REP MS EC BFOS FPAOS CMI F TA C SR CP IT 

S&S 0 0 0.043 0 0.178 0 0.101 0.072 0.258 0 0 0 0.030 0 0 0.027

V 0.478 0 0.097 1 0.534 1 0.018 0 0 0 0.07 0 0 0.043 0.033 0 

MP 0 0 0 0 0 0 0 0 0 0 0 0 0.184 0 0 0 

DK 0.159 0 0.248 0 0 0 0.101 0.216 0 0 0.19 0 0 0.215 0.226 0.067

REP 0 0 0.248 0 0 0 0 0 0 0 0 0 0.075 0 0 0 

MS 0 0 0 0 0 0 0.039 0 0 0 0 0 0 0 0 0.165

EC 0.067 0 0.045 0 0 0 0 0.305 0.159 0.87 0.01 0.027 0 0 0.016 0.039

BFOS 0.011 0 0.015 0 0 0 0.058 0 0 0 0.02 0.011 0 0 0.041 0.013

FPAOS 0 0 0 0 0 0 0.290 0.305 0 0 0.02 0.011 0 0.079 0.041 0.039

CMI 0.027 0 0.045 0 0 0 0.290 0.102 0.478 0 0.05 0.093 0 0.026 0.007 0.013

F 0 0 0.013 0 0 0 0.026 0 0 0 0 0 0.138 0.159 0 0.165

TA 0 0 0 0 0 0 0.079 0 0 0.14 0 0 0.052 0.478 0.637 0.067

C 0 0 0.124 0 0 0 0 0 0 0 0.47 0.547 0 0 0 0 

SR 0.258 0 0.055 0 0.289 0 0 0 0 0 0 0.222 0.138 0 0 0 

CP 0 0 0.013 0 0 0 0 0 0.105 0 0.12 0.090 0.052 0 0 0.406

IT 0 0 0.055 0 0 0 0 0 0 0 0.05 0 0.332 0 0 0 

 
 As the final step of ANP procedure, from the weighted 
supermatrix given in Table 4, the limit supermatrix has been 
calculated. The relative importances of the sub-criteria have 
been collected and then normalized with respect to the 
criteria (Table 5).  

TABLE V.  WEIGHTED SUPERMATRIX. 

VRC S&S V MP DK REP MS 

w 0.138 0.473 0.065 0.235 0.045 0.044 

CRC EC BFOS FPAOS CMI 

w 0.422 0.049 0.202 0.327 

SRC F TA C SR CP IT 

w 0.099 0.276 0.238 0.159 0.126 0.102 

 
2) Part 2: CI 

 In order to find out criteria weights and conjunctive/ 
disjunctive interactions between criteria, a preferential 
ranking, including the strength of the judgment, has been 
asked to the DM. The following ranking has been obtained: 

1 3 1 2 2 3 1 3 2
& & & "0"M W M W S SC C C C C C C C C       

Using Eq. 2-5, the resolution of this equation system has 
given the results shown in Table 6. 

TABLE VI.  CHOQUET INTEGRAL PARAMETERS. 

Parameter Φ1 Φ2 Φ3 I12 I13 I23 

Value 0.4375 0.2083 0.3542 0.0417 0 0.0417 

  
 Table 6 shows that Vendor Related Criteria is the most 
important cluster for the DM with a relative importance (Φ1) 
of 0.4375, whereas Customer Related Criteria is the least 

important with a relative importance (Φ2) of 0.2083. 
Furthermore, it is possible to state that an employee must be 
successful on both VRC and CRC in order to be considered 
successful for the DM. The same situation is valid for CRC 
and SRC, as the interaction values (I12 and I23) are positive 
for those couples of criterion. On the other hand, there is no 
conjunctive/ disjunctive interaction between VRC and SRC 
as the interaction value for these (I13) is null.  
 

3) Part 3: Relative performance scores of alternatives 
 For each sub-criterion, the DM has been asked to give us 
a preferential ranking, including the strength of the 
comparisons. For example, forVRC, the following ranking 
has been obtained.  
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    

     tral

 

 Similarly, rankings for CRC and SRC has been obtained. 
The equations systems have been retrieved from these three 
preference rankings, using Eq. 2. The resolution of these 
equation systems are summarized in Table 7.  

TABLE VII.  PERFORMANCE VALUES OF ALTERNATIVES 
WITH RESPECT TO SUB-CRITERIA. 

  
C11 C12 C13 C14 C15 C16 C21 C22 C23 C24 C31 C32 C33 C34 C35 C36 

A1 0.692 0.929 0.786 0.923 0.929 0.929 0.214 0.625 0.625 0.786 0.714 0.857 0.067 0.867 0.800 0.133

A2 0.462 0.786 0.571 0.769 0.786 0.786 0.429 0.813 0.813 0.643 0.929 0.714 0.267 0.733 0.667 0.267

A3 0.231 0.571 0.286 0.308 0.286 0.571 0.643 0.563 0.563 0.500 0.500 0.500 0.533 0.467 0.400 0.533

A4 0.923 0.286 0.929 0.538 0.571 0.286 0.857 0.188 0.188 0.214 0.286 0.286 0.800 0.267 0.200 0.800

 
4) Part 4: Final aggregation 

 As the last step of the proposed procedure, the scores of 
the alternatives for each criterion have been calculated 
(Table 8).  

TABLE VIII.  PERFORMANCE VALUES OF ALTERNATIVES 
WITH RESPECT TO CRITERIA. 

  VRC CRC SRC 

A1 0.8854 0.5042 0.5754 

A2 0.7232 0.5950 0.5803 

A3 0.4310 0.5760 0.4934 

A4 0.4877 0.4788 0.4467 

 
 In order to determine the final performance scores of 
four alternatives (Table 9), we have used the values in Table 
6 and Table 8 and Eq. 2. 
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TABLE IX.  FINAL SCORES OF ALTERNATIVES. 

  A1 A2 A3 A4 

Score 0.6867 0.6429 0.4786 0.4705 

 
 The result indicates that the final performance score of 
alternative A1 is the highest (0.6867) and that of alternative 
A4 is the lowest (0.4705). The fact that VRC has the greatest 
relative importance (Φ1=0.4375) has played an important 
role for A1 and A2 to be ranked first two in the final ranking 
and for A3 and A4 to be ranked last two. Although A2 has 
greater performance values for CRC and SRC, VRC was the 
defining crieteria for A1 to be ranked first. The same 
situation is present between A3 and A4: A4 has lower 
performance values with respect to CRC and SRC and 
greater performance value with respect to VRC. However in 
this case, A3 is ranked before A4. The reason is the fact that 
the differences between performance values with respect to 
CRC and SRC for those two alternatives are greater than 
that for A1 and A2. 

V. CONCLUSION 

Enterprise resource planning is a software application 
package that integrates internal and external management 
information across an entire organization. As there are 
various ERP software product in the market, a client needs 
to choose the product that uses less resources and produces 
more output. In other words, the client needs to choose the 
most appropriate product for its own requirements.  

Our work presents a comprehensive framework for 
selecting a suitable ERP system based on an hybrid multi-
criteria decision analysis process. The procedure consists of 
three methodologies: Analytic Network Process (ANP), 
Choquet Integral (CI) and Measuring Attractiveness by a 
Categorical Based Evaluation Technique (MACBETH). We 
have illustrated the applicability of the framework through a 
case study of the ERP software selection of a company. The 
proposed decision making framework is flexible enough to 
fit other sectors with some specific characteristics changes 
and to incorporate different criteria in the evaluation 
process.  
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Abstract— Product Lifecycle Management has been developed 

as an approach to providing timely engineering information. 

However, the number of domain specializations within 

manufacturing makes such information communication 

disjointed, inefficient and error-prone. In this paper we 

propose an immersive 3D visualization of linked domain-

specific information views for improving and accelerating 

communication processes in Product Lifecycle Management. 

With a common and yet understandable visualization of 

several domain views, interconnections and dependencies 

become obvious. The conceptual framework presented here 

links domain-specific information extracts from Product 

Lifecycle Management systems with each other and displays 

them via an integrated 3D representation scheme. We expect 

that this visualization framework should support holistic 

tactical decision making processes between domain-experts in 

operational and tactical manufacturing scenarios. 

Keywords-Product Lifecycle Management; Process 

Modeling; Scientific Visualization  

I. INTRODUCTION 

The ability to deal with the increasing complexity of 
product manufacturing depends on mutual understanding and 
close collaboration between all manufacturing related 
domains. This level of collaboration is necessary in present 
day manufacturing enterprises, in order to make optimal 
decisions about product construction and process scheduling. 
This collaboration requirement leads to a strong demand for 
suitable information management and presentation tools as a 
fundamental component of successful operational and 
tactical decision making processes. In order to accelerate and 
improve holistic, integrated decision making, a conceptual 
framework is proposed, to provide multi-domain information 
visualization in a product engineering environment. This 
paper is structured as follows: First of all, the motivation, 
background and related work are introduced. On this basis, 
the conceptual framework is described by discussing several 
visualization options. Thereby special consideration is given 
to visualization approaches, which display links between 
central elements of information sets. This is concluded by a 
detailed analysis of hierarchical product structures and their 
impact on visualization. 

A. Motivation and Problem Description  

In recent years, Product Lifecycle Management (PLM) 
solutions have been developed for providing engineering 
related information wherever it is required. In PLM Systems, 
as an extension of Product Data Management (PDM), all 
relevant information relating products, resources and 
processes are stored [1], [2]. The internal data structure for 
storing and managing this information is referred to as the 
―Global Product Structure‖ (GPS) [3] in the context of this 
work. As the GPS contains all technical information of 
several engineering-related disciplines for all products and 
variants, the number of elements in the structure can easily 
become very large. In order to have a subset of information 
which is understandable and manageable, domain-specific 
views are created for the demands of specified target 
audiences. A view in this context is an extract from a global 
information system for domain experts containing a subset of 
relevant information in a suitable notation [2]. These subsets, 
extracted from the GPS, are the information used for 
decision processes and require inter-domain communication 
for making holistically optimized decisions. The conceptual 
framework introduced here is based on an elementary use 
case for a manufacturing decision, introduced in the 
following. The simplicity of the use-case regards the 
conceptual character of this approach; more complex 
scenarios are considered in future research.  

In this scenario, a decision making process is presented 
concerning the domains of resource planning, manufacturing 
process planning and product construction. Between 
representatives of these domains, a commitment should be 
made to have an overall optimized (pareto-optimal) outcome. 
This use-case describes the discussion about an attachment 
process in order to manufacture a wooden bench. One 
manufacturing alternative would be gluing the attachment; 
the other is screwing the attachment. Each variant would 
bring benefits and disadvantages for the considered domains: 
construction, process scheduling and resource planning. 

For benchmarking both process variants, performance 
indicators like manufacturing time, physical robustness, 
reusability or demand for several kinds of resources are 
identified. Following these indicators, it is plausible that the 
optimal choice of method could be different for each 
domain. In order to achieve an overall optimal choice, the 
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benefits of each variant have to be negotiated from the point 
of view of all disciplines in a process of direct 
communication. This discussion would end in choosing one 
of the variants, which would bring more benefits than 
disadvantages when considering all regarded disciplines. 

II. BACKGROUND THEORY AND PREVIOUS WORK 

Following ―General Model Theory‖ by Stachoviak [4] 
the models for each discipline, created with the motivation of 
―Pragmatism‖, contain elements which are only relevant in 
the corresponding domain. The individual models form the 
basis for domain representations in decision making 
processes. The fundamental issue for these cross domain 
negotiations is the development of domain-specific models 
for each participant. The direct communication between 
representatives of participating domains should be supported 
by a suitable visualization, which integrates and shows 
information extracted from all domains. Thereby, links and 
dependencies between all related models become obvious, 
communication processes are accelerated and consequently, 
decision quality is improved.  

Here the dilemma becomes obvious: within a common 
visualization on classic displays, the understandability of the 
extracts get lost as the number of items and their 
interconnections can easily get too high when the illustration 
is composed of several domain-specific extracts on one flat 
screen. Furthermore, there might be syntactic and semantic 
differences between the domain-specific models which could 
hinder understanding a combined visualization.  

To overcome the dilemma of complexity and 
understandability, a 3D visualization is proposed in this 
paper, to display the information from various domains 
simultaneously in an understandable and intuitive manner.  
In the field of visualization of abstract data sets, related 

work focuses information from singular domains like, e.g., 

process management [6], [9], [13], [16], [17]. In the field of 

visual data-mining, 3D visualization is used for showing 

unknown correlations between data [13]. Other approaches 

conduct 3D visualization for large data sets [18]. However, 

a 3D visualization for simultaneously showing information 

models from different domains seems not to be in the focus 

of research. 
Human spatial visualization capabilities give the 

opportunity to place domain-specific views in a 3D virtual 
space. Users can see domain-specific information models in 
the foreground or background, according to their position 
and orientation in the virtual space. This fact alone motivates 
the development of visualizations within a Virtual Reality 
(VR) environment, to increase understandability by full 
immersion and interaction, and has indeed led to an initial 
implementation. An initial VR prototype is under 
development in the Lifecycle Solutions Center (LESC), in 
Karlsruhe Institute of Technology, Karlsruhe, Germany.  

A process-oriented use-case has been chosen to illustrate 
this integrated visualization challenge. The manufacturing 
process is used as the major information model with which 
other domain-specific data-structures are linked. A process 

oriented approach, from industry and science, is used, due to 
its relevance in product manufacturing [5].  

III.  3D DOMAIN VISUALIZATION APPROACH 

In order to integrate and show cross domain PLM data in 
a coherent manner, we propose to use a 3D Cylinder 
structure modified to suit the particular requirements of PLM 
process data [6], see Fig. 2. 

 

 
Figure 1: Plan View of 3D Cylinder-based PLM visualization structure 

with the outer cylinder used for analysis, and the inner GPS structure to 
provide context with regards to the entire GPS. 

 
A plan view of the cylinder-based representation is 

shown in Fig. 1, using an inner representation of the GPS 
data structures related to a production process and an outer 
cylinder surface devoted to showing analytical 
representations. The intention is that such a representation is 
used within a fully immersive VR facility, as previously 
mentioned. Using this visualization approach, production 
domain specialists are able to stand around the cylinder and 
view domain relevant analytic representations, seeing how 
they relate to the inner data structure used as a representation 
of the PLM processes. This approach provides two key 
functions, Context and Collaboration.  

Context is provided by a representation of the PLM GPS 
within the cylinder, showing the GPS in entirety, using 
appropriate representations, supports traversal of its large 
hierarchical data structures. Or conversely, the interior GPS 
representation may be via a visualization of the product 
itself. This internal representation will be described in detail 
later. 

Secondly, the analytic surface facilitates collaboration 
and comparison via the close juxtaposition of multiple, 
different, domain representations. Domain specialists may 
gather around and compare values, based upon the domain 
representations that suit each viewer, enabling cross-domain 
discussion and collaboration. 

We consider that a full virtual reality representation of 
the cylinder would work best, due to the scope of the 
visualization lending itself to the traversal of large scale data 
sets, such as those found in manufacturing [2], [3]. The 
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visualizations in this paper are mockups shown in a virtual 
world that indicate the scale of the system to be devised by 
using an avatar for size comparison. It also should be noted 
that the representations on the surfaces of the cylinder in the 
figures are images used to convey the basis of the future 
implementation, and so should be considered proof of 
concept in nature. 

Interactions with the cylinder system occur at two main 
points, with the external structure, via rotating the outer layer 
around the y axis, and by selecting and filtering information 
from the internal GPS structure. One person in the analysis 
team would typically be in control of these interactions and 
visual representations used in the visualization.  

The outer layer can be spun, and is intended to be related 
to the internal GPS via visible linkages, shown as red arrows 
in our example figures. The internal GPS is interactive and 
can be used as an information source, to extract a domain-
specific representation to be displayed on the outer cylinder. 
We now discuss the representations in detail. 

A. Cylinder Surface Related Representations 

For domain analysis purposes, different representations 
are applied from the central GPS from a PLM System onto 
an outer cylinder. We add domains and processes into the top 
levels above the views, with indicators of differences in the 
graphs [7] for comparisons of processes and their influences 
on the results of the PLM processes. The flow on cost effects 
can be viewed in the lower level, or over the elements of the 
process model, applied to another part of the cylinder 
surface. 

 

 

 
Figure 2: Analysis representations that can be applied to the surface of the 

cylinder regarding: Production Processes (top left), Bill Of Materials 

(BOM) (top right), Product Schematics (bottom left) and Human Resources 

(bottom right). Red highlighted areas indicate links to select information in 
the central GPS. 

 
Each of these can be either drilled down upon in the 

central GPS representation, or specifically selected by the 

viewing session controller using a search interface. Models 
describing a certain region of interest are extracted from the 
GPS, following the pragmatism (demand for information) of 
several domains. Interconnections are taken from the PLM 
System, where the links are stored within the Global Product 
Structure [3], augmented with process linkages, shown in 
Fig. 3.  

 

 
Figure 3: Initial use-cases in Petri-Net notation with further manufacturing 

information. 

 

The extracted models are then processed to identify 
grouping relationships or pivotal elements. These elements 
are taken as links between the information models. Elements 
of the models are linked with 3D representations following 
defined mapping specifications between the abstract model 
and graphical representations. The mapping specifications 
include a rule-set for spatial arrangements, to assist in 
providing an optimal layout. 

B. Internal Cylinder GPS Data Representations 

We propose two internal representations for the PLM 
data: Tree-Map Hierarchy Stack and a Product Centric view. 
Each of these is chosen to represent the complex production 
data in a manner that provides context and complexity 
reduction when seeking to traverse and extract other 
representations to be displayed on the outer surface of the 
cylinder for domain analysis. Each of these representations 
also provides the key abilities of context, drill down and 
interaction required to traverse wide and deep GPS hierarchy 
information.  

1) Tree-Map Hierarchy Stack: The Tree-Map Hierarchy 

Stack representation consists of layers from each level of the 

GPS, summarized to provide context data. Such an 

overview is often used for strategic views of data in other 

applications enabling parallax at each level to easily identify 

the planar position of objects. Such an approach provides 

complexity management by the spatial arrangement of the 

objects in a manner so that constrained camera motion 

reinforces the categories instinctively. This approach has 

been applied to large-scale process visualization approaches 

in Biology and we expect this approach to scale to large 

PLM Systems with multiple sources of data. 
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Figure 4: Example showing the inner structure as a Hierarchy Stack, made 

up of summarized Tree-Map levels within the GPS. 

 
Each level of the hierarchy is composed of a Tree-Map 

structure. The Tree-Map GPS representation (refer to Fig. 5) 
is a popular 2D embedded hierarchy representation that can 
facilitate display and traversal of large hierarchical data 
structures, showing the path through the hierarchy, and 
allowing drill down capabilities [8]. This representation will 
allow domain specialists to see the contents of the GPS 
levels at a glance, and still enable interactive sense making 
of the relationships between each component. In particular, 
the path through the hierarchy can be traced across the 
surface of the Tree-Map, so its contextual capabilities give it 
an ability to facilitate transitions to areas of interest (see Fig. 
7). 

 

 

 
Figure 5: Simple example of a Tree-Map converting a tree structure (top) 

represented as a map structure (below) from [8]. 

 

2) Product Centric: A product centric representation 

(refer to Fig. 6), provides a hierarchical representation of the 

production process, from the point of view of the physical 

product components. 3D exploded representations of the 

product are shown in the central area of the cylinder, as a 

form of hierarchical representation. This representation is 

expected to be useful as a domain specialist independent 

view of the GPS, as it can be reasonably assumed that all 

stakeholders in a production facility are able to identify 

physical products and their components. 

 

 
Figure 6: Example using a product representation as the inner structure. 

 
The GPS views can be constructed by attribute filtering, 

architecture references, component hierarchy, zones of 
interest, structure compression and enumerations of alternate 
configurations [3]. In effect, visual or text-based queries can 
be applied to the GPS structure, to extract representations for 
analysis on the cylinder surface. Design decisions are then 
made based upon multiple domain views emanating from the 
GPS. Each of these may be chosen to suit the domain 
expertise of the people viewing the information. A product 
centric internal representation will suit product designers, 
while process models are suitable for manufacturing 
management personnel.  

Relationship information proceeds from the outer 
surface, and recedes into the centre, being deprecated/ 
escalated as required by the user. The central representation 
adapts in structure to eliminate clutter and pushes the 
relevant selected information to the outer cylinder. The path 
through the structure can be highlighted assisting traversal 
through the centre of the cylinder (see the red arrows in Fig. 
2 to 5). Analysis using such a structure is kept to the surface 
of the outer cylinder, where a number of representations can 
be placed to support product process analysis. The internal 
representation provides a visual, summarized representation 
of the complex GPS hierarchies present in the PLM data, and 
thus allows the viewers to relate different components of the 
GPS to each other visually, while maintaining a sense of its 
whole structure. 

IV. GPS HIERARCHY STRUCTURE 

We now describe in detail how the internal GPS 
organizes itself with regards to user queries. We divide the 
GPS views up into a hierarchy, with roles determining views 
at the highest level. Deep hierarchies are reduced due to 
pragmatics as a form of structure compression that facilitates 
insight and speedier traversals. Thus the techniques use by 
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Eichhorn et al. [9] are integrated into the visualization, with 
an enforcement of role levels onto planes, overcoming issues 
with the complexity of the hierarchy and its interaction with 
the process models at lower levels.  

In addition, each representation can be filtered either via 
a direct semantic querying, or by ordering in the natural 
hierarchy of the components. Each level ―group‖ can be 
related to, in order from top down: 

 

 Domains – as defined previously in Pools and Roles 
[9],[6]; 

 Views - related to the previous roles, derived from 
[10]; 

 Processes - and their respective perspectives [11], 
[12], 13]; 

 Product Architectures - levels of hierarchies in 
structure of the product [14]; 

 Components - base level to complex assemblies can 
be added to levels [14]. 

A. Level Membership  

When displaying the GPS hierarchy, some of the major 
issues to address are the choice of the number of levels and 
their summarized contents. Due to the large data sets 
involved in a PLM GPS, this level membership becomes a 
complex issue of summarization [15] and selection [8] that 
will assist in reducing the complexity of the internal 
structures, and will help with interacting with the complex 
database present in the GPS. Two key factors in this 
presentation process are, the visual representations and the 
visual interactions provided by the adaptive level 
management.  

The summarization process is intended to be adaptive in 
granularity. Objects and linkages can be adaptively 
summarized for each level to collapse complex multi-level 
hierarchies into simpler forms to populate each level [15]. 
This summarization process, however, will differ depending 
on the level being processed. Some levels in the GPS, such 
as the role hierarchies, are orders of magnitude less in 
complexity than say the deep and wide component 
hierarchies composing the product itself; this is especially 
due to people having responsibilities for more than one 
product or one component of a product. The number of 
levels visualized will be constrained to the main levels 
identified: Domains, Views, Processes, Product and 
Components. Each layer can be expanded and contracted as 
required, using an interactive animation. 

Thus, the level membership is adaptive, but constrained 
to be within major organizational levels. The divisions are 
planar in nature, in order to promote a parallax effect when 
analyzing the structure of the GPS. For example, while a 
product hierarchy can be expanded to different levels across 
its tree, the hierarchy is constrained to the product level. 
These level hierarchies are then visualized within each level 
of the hierarchy using the previously mentioned Tree-Map 
technique. If such planar constraints are not implemented, 
then a feasible clear summary of the entire GPS would be 
problematic, due to imbalanced trees in the data model not 

being projected correctly onto each level plane, preventing 
parallax effects from providing insights into structures [8]. 

 

 
Figure 7: Hierarchy of Information Layers in the GPS. 

 
In this simplified example, we show Domains, Processes, 

and Product as a selection of layers. The red arrows in Fig. 7 
illustrate an example path through the hierarchy that 
indicates the context of the information presented on the 
outer cylinder, i.e., this is a detailed example of the coarsely 
illustrated red arrows shown in Fig. 2-7). 

B. Scalability Issues  

Tree-Maps are designed for large scale hierarchy 
representations, and so other methods for level selection and 
summarization can be exploited easily. The Product 
Hierarchy representation is simpler to process, due to its 
inherently hierarchical, non-planar, nature. Indeed, products 
and components lend themselves to such spatial 3D 
representations, as the manufactured products will have that 
structure on production, providing intuitive insight into the 
components under examination.  

Product hierarchies can be summarized via the use of 
selective components in the product; that is, the choice of 
subcomponents as the key representation, such as a 
suspension unit, within an entire car. In addition, the 
summarization can be performed using selective exploded 
views on the complex subassemblies [14]; which can be 
intuitively performed via click or touch-based interactions, or 
by searches based on component or product key terms, e.g., 
strut, spring and/or cylinder. 

Another issue to address with the PLM structure will be 
the maintenance of a sensible path through the internal data 
structure, to link together the outer cylindrical analysis 
visualizations, with the GPS. Thus, any of the highlighting 
mechanisms must allow for unbroken paths through the 
hierarchies, in order to facilitate user understanding of the 
context of the information as it is presented from the GPS. 
We show in Fig. 7, how the Tree-Map stack allows a 
summarized view of the relationships of each outer cylinder 
representation to the internal GPS structure. 

Smooth interactions with the internal GPS will require 
progressive rendering algorithms applied to the large 

Domain
s 

Processes 

Product 

From Cylinder 

To Cylinder  
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hierarchy structures, in order to promote high levels of real-
time interactivity. Animations of the modification of the 
environment will allow the extraction of relevant product 
representations, and will enable the visual tracking of 
changes by users in the structure of the GPS.  

V. CONCLUSION 

Tight production process collaboration between experts 
of different domains is required for successful operational 
decision processes. To improve this decision process, we 
have developed a conceptual framework, which enables a 
sophisticated visualization of multi-domain information in an 
engineering environment. Our framework should support the 
experts in their decision process by giving a holistic 
overview of the different domains, showing the impacts of 
changes in one domain to other domains. Although our 
framework is generic for multiple dimensions, we chose as 
examples the three domains: resource planning, 
manufacturing process planning and product construction. 

Our framework is intended to be process oriented, due to 
a lack of domain independent process model representations 
in PLM. We connect the different domains to the process 
model domain. Therefore we aim to evaluate three modeling 
notations, Petri Nets, BPMN and YAWL as to their 
suitability to relate them to the resource and manufacturing 
domain. 

We based our visualization approach on information 
retrieval mechanisms provided by PLM Systems. The items 
contained in a PLM can be assembled into a Global Product 
Structure. Using the GPS, views can be generated, according 
to different domain specialties. Based on these views, we 
developed our new 3D production process model 
representation. For the 3D presentation we proposed to use a 
cylinder structure. With this structure, it is possible for 
different domain experts to stand around the cylinder and 
view domain relevant analytic representations. 

We discussed, and showed as mock-ups of two different 
representations for the inner structure (Product Centric, Tree-
Map Stack). With these structures it is also possible to show 
the connection between the elements of the different views 
by highlighted assisted traversal through the center of the 
displayed data. 

Future work will involve developing the system further, 
so it can also display the inner cylinder and show the 
connections between the elements of the different views in a 
fully interactive manner. Afterwards, we plan to perform an 
evaluation with domain experts about the usability of our 
visualization approach.  
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Abstract— To protect computer systems and their users against
security attacks, all potential security related incidents should be
detected by monitoring system behavior. In this paper, a novel
approach to detect, analyze and handle security anomalies in
virtualized computing systems is presented. Adequate sensors on
different virtualization layers monitor relevant events, a Complex
Event Processing engine is used to aggregate and correlate
events on the same or different layers to find genuine attacks
and eliminate false positives, and corresponding actions are
performed if a security anomaly is detected. To enhance the
quality of the results, machine learning techniques are used
to analyze a historical database of recorded events offline to
generate new or modify existing queries on the monitored event
stream automatically. Furthermore, sensors can be activated and
deactivated during runtime to gather interesting events, reduce
the false alarm rate and ensure the system’s responsiveness when
a sudden increase of monitored event data occurs. In this way, a
flexible, minimally-invasive approach for detecting, analyzing and
reacting to a broad variety of security anomalies in a virtualized
environment is provided.

Index Terms— security; malware; virtual machine monitoring;
complex event processing; intrusion detection.

I. INTRODUCTION

Computers exposed to the Internet are at constant risk of
being attacked. To protect them against security attacks, all
security related incidents should be detected by monitoring
system behavior. To detect security anomalies, Intrusion De-
tection Systems (IDS) or Intrusion Prevention Systems (IPS)
are typically used; their combination is known as Security
Information and Event Management (SIEM). However, most
SIEM systems only monitor events on the infrastructural layer,
need human assistance in case of error recovery, raise a
high number of false alarms, and do not scale well with an
increasing number of events.

In this paper, a new approach to detect, analyze and handle
security anomalies is presented. The anomalies include both
known and yet unknown security vulnerabilities with a particu-
lar focus on systems based on operating system virtualization,
such as Infrastructure-as-a-Service Cloud computing systems.
Hence, this paper proposes a novel SIEM system especially
for virtualized computing resources.

The proposed architecture monitors security anomalies on
different layers of a virtualized computing system. Monitoring

is based on installing adequate sensors in the hypervisor (also
called virtual machine monitor), in a virtual machine itself
and in any kind of application runtime environment, such
as an web-application container, to continuously report all
relevant activities. A combination of out-of-VM monitoring
using virtual machine introspection [6] and in-VM monitor-
ing is used to keep the usual monitoring overhead low. To
facilitate horizontal and vertical correlation and aggregation
of monitored events, Complex Event Processing (CEP) is
used. CEP enables robust cross-layer monitoring by leveraging
Event Processing Agents (EPAs). EPAs are continuous queries
on event streams that are able to analyze basic events and
look for security anomalies. Based on the gathered results,
the system can react autonomously and intelligently, i.e., it is
able to repel attacks and circumvent security vulnerabilities.
Occurring anomalies, even on different layers, will be detected
at an early state and appropriate actions are launched. To
enhance the quality of the results, machine learning is used
to analyze archived, offline data. This allows us to generate
new EPAs automatically through behavioral models derived
from a historical database of recorded events. Furthermore, it
is possible to activate and deactivate sensors during runtime
in order to gather interesting, individual events, eliminate
false positives and keep the system responsive when a sudden
increase of monitoring data occurs. n this way, a flexible,
minimally-invasive approach for detecting, analyzing and re-
acting to a broad variety of security anomalies in a virtualized
environment is provided.

The core functionality is maintained in a special, trusted vir-
tual machine (called ACCEPT-VM). It receives and processes
all sensor data and triggers actions if necessary. In order to
increase the processing speed and handle a larger amount of
events, the benefits of multi-core architectures are leveraged,
thus, EPAs can be scheduled between CPU cores. Furthermore,
to make use of intra-EPA-parallelism, it should be possible to
offload certain EPAs to General Purpose Graphic Processing
Units (GPGPUs).

This paper is organized as follows. Section II discusses
related work. Section III presents the approach for detect-
ing, analyzing and handling security anomalies in virtualized
computing systems. Section IV presents examples. Section V
concludes the paper and outlines areas for future work.
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II. RELATED WORK

Teixera et al. [11] present Holmes, an implementation of
a monitoring solution for integrating a CEP engine with
machine learning. The CEP engine generates alerts using hand-
crafted continuous queries to detect known abnormalities and
deviations from expected behavior. Furthermore, it normalizes
the asynchronous events for analysis with the machine learn-
ing algorithm, i.e., it joins different streams to be analyzed
together and generates time series with equidistant intervals.
A machine learning algorithm detects unknown anomalies in
time series, without manual rule creation and anticipation of
problem conditions and thresholds.

Holmes utilizes infrastructure level sensors and can thus
only detect hard- and software issues as well as attacks such as
Distributed Denial-of-Service (DDoS) attacks. The proposed
architecture is not hierarchical, i.e., it consists of a single
message bus, where all sensors publish their information to
and the central CEP engine and machine learning modules
subscribe to. This architecture does not scale well, neither for
an increasing number of events nor for an increasing number of
machines to monitor. Historical data is not used for anomaly
detection, which limits the potential to detect anomalies as
well as increases the risk of false positives.

Ficco [5] presents an approach to detect and respond to
attacks by using event correlation. The approach is described
using a DDoS attack as an example. Different information
sources on several architectural levels, such as network,
operating system and application, are deployed in strategic
points of the system. In the example, these sources are the
number of connections from a single IP, the length of the
backlog queue of TCP and the number of application requests.
Agents deployed together with the sensors analyze, filter,
normalize and forward messages to the so called Decision
Engine, consisting of a correlator, a diagnoser and a reaction
module. Specialized modules, called Remediators, are used to
remediate a specific attack or intrusion. An ontology is used
to map all symptoms and possible effects of an attack. This
ontology is used for the correlation of events and the decision
about the right remediation strategy.

Although the proposed solution uses sensors on several
architectural levels, it is targeted mainly at detecting different
types of DoS attacks. The detection is based on the information
about known attacks stored in the ontology. Detection of
unknown anomalies is not possible with this solution. Since a
central decision engine is used, scalability is also a problem
of the architecture for growing network size or an increasing
number of events. Finally, historical data is not taken into
account in the detection process, missing another opportunity
to eliminate false positives.

Cugola and Margara [3] present research about low latency
CEP and general purpose GPUs. The work is based on the T-
Rex CEP Engine and TESLA [4] as the language for defining
rules. The authors assume that there are two major approaches
for complex event processing: an automaton and a column
based approach. Their main goal is to evaluate performance
differences between them. Furthermore, they additionally com-
pare them with a GPU variant. Automaton-based Incremental

Processing (AIP) is the algorithm used to translate a CEP
rule into a linear, deterministic finite state machine, which
is fed with the incoming events while temporal results are
stored. The counterpart approach is based on Column-based
Delayed Processing (CDP), where events become more or less
replicated for each rule and are stored in a column based
structure. This algorithm is also used as a basis for their GPU
implementation.

In all of their test setups, it is obvious that a CDP approach
outperforms automaton based processing. They also imple-
mented the CDP approach with CUDA on nVidia Graphics
cards. Their first test of the GPU implementation results in
a speedup of 25 compared with CPU CDP. Their evaluation
leads to an average speedup of 40 with their hardware config-
uration. Additionally, their results are very varying depending
on the particular configuration. For example, a large window
size in which events are aggregated can lead to a speedup of
100. Their closing recommendation is to use GPU aided CEP
only for large and complex rules, because there is a tradeoff
between speedup and the overhead generated by using this
technology.

Gorton [7] argues that the usage of a diversity of sensors
on several architectural levels raises the chance to detect an
attack, because the sensors may reinforce each other. However,
this requires to manage and correlate the higher number of
events and alerts. Different solutions have been developed in
the area of intrusion correlation, targeted to the reduction of
alerts a security officer must address. The potential to detect
anomalies using these different information sources, however,
is not the focus of these solutions.

III. PROPOSED ARCHITECTURE

To detect attacks in a virtualized computing environment,
it is useful to know as many anomalies in the behavior of
the system as possible. Theoretically, every event that occurs
in one of the different layers of a virtualized system can be
an indicator for an anomaly: for example, established network
connections, creation or termination of processes or even user
or process activities beyond regular working hours.

The decision about what is a normal or unknown system
behavior cannot be made by the sensors of a monitored envi-
ronment. Instead, a CEP engine is responsible for processing
all the informations sent by the sensors and is then able
to decide what can be viewed as normal system behavior.
Through dynamic deployment of further sensors, it is possible
to eliminate false positives and verify findings.

Therefore, the architecture of the anomaly management
system consists of a secure and trusted virtual machine (called
ACCEPT-VM), where the main analysis components of the
system such as the Sensor Management, the Matchmaker, the
CEP engine and various databases are located. Furthermore,
a set of passive sensors and actors reside on every layer
(hypervisor, operating system and application layer) of each
virtual machine. All of these sensors continuously deliver a
stream of information to the ACCEPT-VM, and each actor is
able to execute a specific set of actions on its corresponding
layer in order to respond to any detected problem.
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Fig. 1. Sensors and Actors in a monitored environment.

A. Monitored System

Sensors are deployed on several layers: The hypervisor, the
operating system and application containers (see Figure 1). All
sensors and actors are equipped with their required privileges
related to the corresponding layer, and their implementation
is aimed to be minimally invasive with respect to the normal
functionality.

All information sent by sensors and received by actors
contain important system information, which can be misused
by an intruder. This is the reason why both the communication
between sensors and the secure and trusted ACCEPT-VM as
well as the communication between the ACCEPT-VM and the
actors are secured in terms of authentication of the communi-
cation partners and the integrity/secrecy of the messages sent
via the communication channels.

1) Sensors: There are several possibly interesting metrics
to be gathered on each layer. Some of the expected events to
be gathered can be found in the following list:

• Hypervisor level: Network traffic, system calls from
within VMs, process lifecycle information.

• Operating system level: File access, network sockets,
resource utilization.

• Application level: JVM information (heap utilization,
thread count, library calls)

Sensors monitor traditional characteristics of resource usage
(e.g., percentage of processor usage or memory consumption)
as well as all data created by all processes in a system, such
as system calls, network traffic, read/write memory access.
This low level information greatly enhances the chances to
detect more sophisticated attacks such as malicious polymor-
phic code, hidden processes or ongoing memory corruption
exploits. On the hypervisor level, virtual machine introspection
is used for acquiring monitoring data; on the operating system
and application container level, the sensors are running as
privileged user processes. Their security, as well as the security
of the actors are ensured by hypervisor introspection. The
hypervisor can monitor the running sensors and their process
memory to guarantee that they have not been manipulated.

Sensors installed on the application level are used to monitor
application behavior. This could be an application container
such as Tomcat or JBoss or a bare Java Virtual Machine
(JVM). Metrics gathered by these sensors are, e.g., changes of

the memory heap, number of threads, number of Java classes,
libraries or garbage collector statistics. Events occur if the
code flow accesses constructors, methods and variables.

2) Actors: Actors are also installed across all layers, en-
abling direct countermeasures at the appropriate levels. Ex-
amples for such actions can be found in the following list:

• Hypervisor level: Start, stop or pause a virtual machine.
Block or shutdown network interfaces.

• Operating system level: Start, stop, terminate processes
or network connections. Delete users or files.

• Application level: Launch the garbage collector, solve
deadlocks. Relaunch, terminate the application container
or even remove components from the latter.

Further actions include a migration of a compromised vir-
tual machine from the productive network to a separate honey-
pot network in order to detect possible malware. Since actions
can be triggered on all layers of the virtualized system, they
must be specified in a flexible, multi-purpose way. Therefore,
an easy-to-use scripting language such as JavaScript is used.
Actions can be executed concurrently on a target system, with
the constraint of being executed in isolation, consistently and
completely to avoid interferences or unknown system behavior.
To increase the expressiveness and the usability of specified
actions, actions are able to view all the data monitored by the
sensor of the corresponding level.

B. ACCEPT-VM

The ACCEPT-VM consists of the CEP analysis engine, a
Matchmaker, a Sensor Management, a Model Database and
a Historical Database (see Figure 2). The latter is stored
on a dedicated server in a data warehouse. The ACCEPT-
VM is a trusted virtual machine in the sense that its attack
surface is minimized: The number of services is reduced to an
essential set, Mandatory Access Control is implemented and
integrity checks are run on the file system. Existing security
approaches, such as AppArmor [2] or SELinux [8], Tripwire
[13] or AIDE [1] are used. Communication with this special
virtual machine avoids direct TCP/IP traffic to the other virtual
machines. A virtual device within the hypervisor is responsible
for all message passing between sensors and actors. This
has the advantage that the ACCEPT-VM cannot be directly
attacked from the network or through a compromised host.
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Furthermore, it provides a faster interface to pass information
than classic socket communication.

The capability of performing analysis on a large amount of
data on the input stream coming from the sensors is ensured
by two main approaches: First, the EPAs running in the
CEP engine are supported by pattern matching techniques.
Second, the inherent control- and data-parallelism of EPAs are
used to increase the number of events that can be processed.
Furthermore, today’s GPGPU technology is used to process a
higher degree of events in parallel.

1) Complex Event Processing Engine: The analysis of all
occurring events is performed using the CEP engine developed
by the Software AG [10]. Event Processing Agents work
as continuous queries on the different event streams coming
from the sensors. These EPAs are verbalized in a SQL-like
language and can combine information from different streams,
thus different layers. Even mixing dynamic stream based
queries with static data gathered, for example, from the Model
Database (see III-B.2) is possible. Based on the results of the
EPAs, actions are launched in order to react to a detected
anomaly.

2) Model Database and Historical Database: The Model
Database is built upon the information provided by the Histori-
cal Database. The Historical Database acts as a giant data store
and foundation for model generation. It stores all events and
actions generated by the sensors and the EPAs. Due to the high
number of events generated by the sensors, it is necessary to
develop new strategies to reduce the size of data. Nevertheless,
it is necessary that the events and actions get recorded so that
a root cause analysis is possible. The historical data can also
be used to create simulations within a sandbox and replay
certain scenarios. This enables both ”what-if” analyses and
the possibility to evaluate the effectiveness of EPAs.

With the data contained in the Historical Database, the
Model Database can be created. This database contains the
default behavior of a computer system expressed in statistical
models. For example, a model regarding the average time of a
TCP session to a web server can be created, and an EPA can
be installed to detect abnormally long TCP sessions. Such a

long open session might indicate a successful penetration of
the web server with a shell running through the socket instead
of short HTTP requests. The data from the Model Database
can be used by the EPAs to detect essential anomalies differing
from regular system behavior which again can trigger adequate
actions.

3) Matchmaker: The Matchmaker component consists of
two parts: The Input Matchmaker and the Output Matchmaker.
The Input Matchmaker is responsible for a fully automatic
interconnection between a sensor and an EPA. For example,
if an EPA wants a specific input, then a request is sent to
the Input Matchmaker. The Input Matchmaker is aware of the
position of every sensor, including its meta-data, i.e., a flexible
description of sensors and their possible actions. Analogously,
the Output Matchmaker serves as a mediator that forwards
EPA generated actions to actors within the monitored system.
The effectiveness of these actions is measured by the Output
Matchmaker. For example, if a false positive is detected,
then the Sensor Management can take countermeasures by a
reconfiguration of the corresponding EPA; if a static program
analysis implies that a sensor is no longer useful, then it is
possible to remove it from the system by means of the Sensor
Management.

4) Sensor Management: The Sensor Management controls
the (de-)activation and placement of sensors in a monitored
system. It is able to (de-)activate sensors on-demand and
during runtime, as well as it is able to scale the degree of data-
granularity sent by a sensor. For example, the sampling rate
of a sensor can be adapted to the needs of its corresponding
EPA. Another advantage of this dynamic management system
is that the number of events transmitted can be adjusted to an
optimal level with respect to the system resources available to
the ACCEPT-VM.

C. Performance Considerations

Due to the enormous number of sensors, a number of
performance considerations have to be taken into account.
Regarding the CEP engine, it is possible to optimize an EPA in
order to perform multiple computations only once. While this
problem is solved for simple queries, it still remains unsolved
for complex ones. Hence, new methods for pattern matching
must be developed. Furthermore, EPAs can be distributed
to multiple, distributed and dedicated computing resources.
If every EPA runs as a separate thread, it is possible to
leverage the advantages of recent multi-core architecture to
achieve a massive speedup (intra-EPA parallelism). It is also
possible to execute the ACCEPT-VM on multiple, dedicated
physical machines or an a whole compute cluster, respectively.
It is likely that the system will generate huge amounts of
data during runtime. Thus, the need for efficient ways to
transfer events arises, both within a single virtualized node
and between physical nodes in a virtualized cluster. The first
problem can be solved by a lightweight secure communication
channel based on para-virtualization. However, for inter-node
communication, an approach is needed that reduces the amount
of data, which could be achieved by technologies such as
difference transmission.
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GPGPU Aided CEP Engine: Due to the huge amount of
data and probably very complex requests to detect sophisti-
cated anomalies, it is necessary to take further technologies
into account. A possible solution is the use of General Purpose
Graphical Processing Units (GPGPU) with OpenCL or CUDA.
Due to the architecture of this hardware, a high degree of
parallelism can be achieved. But instead of a general use, only
special kind of requests should be executed with this SIMD
architecture due to hardware restrictions. It is imaginable that
the CEP engines uses the GPGPU as a co-processor. Especially
highly computation intensive tasks such as pattern matching
can be outsourced with a great benefit, as indicated by the
PFAC [9] library for exact string matching performed on
GPUs.

If compression algorithms are required to dump the data to
disk, a further application of the GPU might be possible. Due
to the high speed stream processing capabilities of a GPU,
it can be used to compress the event streams during runtime
without generating additional load on the CPUs.
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Fig. 3. ACCEPT Lifecycle

IV. EXAMPLES

The general lifecycle of the ACCEPT system is depicted in
Figure 3. The ”blue” loop with the larger arrows represents
the sense-detect-react-cycle and the ”yellow” loop with the
smaller arrows shows the automatic rule generation process. To
illustrate this new approach, two examples are presented in this
section. First, a simple anomaly in double-entry accounting of
the hypervisor and operating system layer port list is associated
with a network based backdoor (see Subsection IV-A). Second,
a more complex scenario shows an anomaly in the correlation
of sensor data on the application container and operation
system level (see Subsection IV-B), which is associated with
a common attack scenario: An SQL injection attack [14].

A. TCP Backdoor
In this scenario, an attacker has successfully installed a

backdoor in a monitored virtual machine. He/she hides his/her

presence through a rootkit, a modification of the operating
system and its userland interfaces. Even though the backdoor
is listening on an arbitrary TCP port, the process belonging
to it and the listening socket are not listed by the operating
system userland tools.

Sensors: The scenario including the sensors and corre-
sponding actions is shown in Figure 4. To detect the backdoor,
at least two different sensors are involved: One sensor is
running within the virtual machine and utilizes standard tools
such as netstat to check for any listening sockets. Since the
backdoor is well hidden, this sensor will not report the security
breach.

The other sensor is inspecting the network state of the
virtual machine from the hypervisor level. Since this sensor
is running outside of the guest operating system, it is not
affected by the backdoor’s hiding features. On this level, an
event is generated for the detection of a newly opened port in
the virtual machine.

Analysis: With the help of the Model Database and the
Historical Database, queries can be generated to recognize
normal or regular behavior. Therefore, an alarm should be
triggered when a new open port is detected. Furthermore, by
comparing both listening socket sensors, inside and outside
of the virtual machine, it can be concluded that this really is
a security related anomaly. A regular service installed in the
virtual machine should not be hidden within the system. The
conflicting sensors information is a clear sign of an attack.

Action: As a result of this attack, actions should be taken to
eliminate the threat as much as possible. One such action could
be to block all communication from and to the backdoor’s port
on the hypervisor level. This prevents the attacker of extracting
information or further using the infected machine. Another
step that should be taken is to isolate and possibly terminate
the processes involved in the infection. For forensics purposes,
taking a snapshot of the virtual machine and generating a dump
is another possibility.

B. SQL Injection
Another common attack scenario is the one of a web

application vulnerable to SQL injection. Input not properly
sanitized might lead to arbitrary queries executed on a backend
SQL server. Even though SQL vulnerabilities could easily be
fixed, they are still rated as the number one vulnerability in
the Open Web Application Security Project Top 10 risk list
[12].

Sensors: At least one sensor is needed to intercept all SQL
statements sent from the web application to the corresponding
SQL server. This sensor might be a JDBC proxy server
or directly located in MySQL, for example. Furthermore, a
sensor inspecting all running web applications and marking
potentially harmful SQL statements. Furthermore, a sensor is
needed to protocol which client request caused which SQL
queries.

Analysis: All queries coming from potentially harmful
marked statements can then be further analyzed. Signs of
potential SQL injection attempts can be identified by various
syntactic specialties such as extensive use of wildcard SE-
LECTs or trimmed of code through comments. In conjunction
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Fig. 4. Example: TCP backdoor detection.

with the information of the source of this request, an alarm
can be raised. One by-product of the passive analysis is that
potentially harmful code can be found before it is exploited
and fixed in advance.

Action: The obvious action to take is blocking the offending
IP address through a firewall. Through the use of the code
inspection sensor, the faulty code sections might also be
directly visible and automatic solutions to fix the problem can
be used.

V. CONCLUSION

In this paper, a multi-level approach incorporating several
state-of-the-art techniques such as virtualization, virtual ma-
chine introspection and complex event processing for detect-
ing, analyzing and handling security anomalies has been pre-
sented. The proposed approach tries to keep management and
maintenance within the virtual machines to a bare minimum
by emphasizing the use of sensors on the hypervisor level.
Furthermore, it does not only detect security anomalies, but is
also able to react accordingly and defend or secure the system
automatically. The flexible nature of the framework and the
CEP backend make it especially easy to add new sensors to
increase security and react to new threats or adapt to new
technologies/devices. Using EPAs allows robust monitoring on
all layers. With the Historical Database and techniques from
machine learning, new EPAs can be automatically generated.
While being able to detect not only new anomalies, the system
can also verify false positives through correlation of different
sensor layers. The components of the proposed framework
form a reliable and adaptable security monitoring solution.

The approach is currently under development, and no signif-
icant implementation work has been started yet. Future work
is devoted to detail the design of the components, implement
the system and perform adequate experimental evaluations.
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Jožef Stefan Institute
Ljubljana, Slovenia

{janez.kranjc,vid.podpecan,nada.lavrac}@ijs.si

Abstract—The paper proposes a novel platform for knowl-
edge discovery, which is based on modern web technologies,
and is implemented as a web application. It is based on
the principles of service-oriented knowledge discovery, and
features interactive scientific workflows. In contrast to the
few existing comparable platforms, our environment is suitable
for any knowledge discovery task, offers advanced workflow
construction including meta-workflows, can use any existing
web service as a workflow processing component, and runs
in all major web browsers and platforms, including mobile
devices. The presented environment has been demonstrated on
two use cases: a simple motivating use case built using Weka
web services, and an advanced use case featuring a complex
text mining scenario.

Keywords-data mining; knowledge discovery; web applica-
tion; web services

I. INTRODUCTION

The development of modern knowledge discovery and
data mining environments and tools has reached maturity.
While traditional data analysis software supported a single
or few algorithms, designed to mine highly specialized
data, today’s modern knowledge discovery systems provide
a large collection of generic algorithm implementations,
usually coupled with an easy-to-use graphical user inter-
face. The importance of visual programming using scientific
workflows is now also widely recognized, and all advanced
knowledge discovery software offer some form of workflow
construction and execution, as this is of crucial importance
for conducting complex scientific experiments, which need
to be repeatable, and easy to verify at an abstract level.

However, these so-called second generation systems have
failed to benefit from the concepts of service-oriented ar-
chitecture, and complex and geographically dispersed infor-
mation and knowledge sources as well as algorithms and
functions, publicly available on the web. Finally, today’s
knowledge discovery systems have also failed to bridge
different operating systems and platforms, and are not able to
fully utilize available server resources in order to relieve the
client from heavy-duty processing and data transfer. As the
general trend is shifting towards mobile devices and mobile
computing, this effectively prevents the employment of such
tools in modern mobile information environments.

The novel knowledge discovery platform presented in
this paper was designed to overcome all the recognized

deficiencies while retaining all important features of existing
solutions. As such, our platform benefits from service-
oriented technologies [1], the visual programming paradigm,
as well as platform and software independent technologies.

Firstly, service-oriented architecture featuring web ser-
vices as primal processing components enables paralleliza-
tion, remote execution, and high availability by default. It
provides access to large public (and proprietary) databases,
enables easy integration of third party components (as ser-
vices) and loose coupling, and supports not only distributed
processing but also distributed development.

Secondly, the visual programming paradigm simplifies the
construction of complex knowledge discovery scenarios by
providing basic building blocks, which can be connected
and executed, enables repeatability of experiments by saving
constructed workflows and parameters, provides an intuitive
structuring of complex parts of workflows by introducing
the notion of meta-workflow (workflow of workflows), and
makes the platform suitable also for non-experts due to the
representation of complex procedures as sequences of simple
processing steps.

Finally, as the platform and software independence can be
achieved by using web technologies only, the platform relies
on standards such as HTML, CSS, Ajax and JavaScript, and
widely supported and accepted software solutions such as
Apache and PHP.

To summarize, the presented platform offers a complete
service-oriented workflow environment, suitable for any
knowledge discovery task. The platform is truly independent
as it is implemented in the form of a web application, which
is accessible from any modern web browser.

The rest of the paper is structured as follows. Section II
briefly presents the related work. In Section III, the design
of the platform and its components are discussed in detail.
The description of the initial widgets repository is presented
in Section IV. In Section V, two data mining use cases
are presented. Finally, Section VI summarizes the work and
concludes the paper by suggesting directions of further work.

II. RELATED WORK

This section discusses the work related to the main
concepts of the presented platform: workflow editing and ex-
ecution environments, service-oriented approaches to knowl-
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edge discovery and browser-based applications for knowl-
edge discovery.

Many software solutions from different domains enable
construction and execution of scientific workflows. Well
known examples include Weka [2], Orange [3], KNIME [4]
and RapidMiner [5] data mining environments. The most
important common feature is the implementation of a work-
flow canvas where complex workflows can be constructed
using simple drag, drop and connect operations on the
available components. The range of available components
typically includes data loading and pre-processing, data and
pattern mining algorithms and interactive and non-interactive
visualizations.

Even though such data mining software solutions are
reasonably user-friendly and offer a wide range of compo-
nents, there are many deficiencies, which limit their use.
Firstly, all available workflow components provided by any
of these platforms are specific and can be used in this
particular platform only. Secondly, the described platforms
are implemented as standalone applications and have specific
hardware and software dependencies. Thirdly, in order to
extend the range of available workflow components in any
of these platforms, knowledge of a specific programming
language is required. This also means that they are not
capable of using existing software components, implemented
as web services, and available freely on the internet.

In order to benefit from service-oriented architecture
concepts, another group of software tools have emerged,
which are able to make use of web services, and can access
large public databases (some also support means of grid
deployment and P2P computing). Environments such as
Weka4WS [6], Orange4WS [7], Web Extension for Rapid-
Miner, Triana [8], Taverna [9] and Kepler [10] allow for inte-
gration of web services as workflow components. However,
with the exception of Orange4WS and Web Extension for
RapidMiner, these environments are mostly specialized in
domains like systems biology, chemistry, medical imaging,
ecology and geology. Lastly, none of these applications is
browser based thus still requiring specific hardware and
software.

The last group of software tools capable of workflow
construction, most similar to the presented environment,
encompasses browser based applications such as the Oryx
Editor [11] for modelling workflows and business processes,
and the Galaxy [12] genome analysis tool. The Oryx editor,
however, although designed similarly as the proposed envi-
ronment, does not support the deployment of workflows as it
is only a modelling tool. Also, the Galaxy web application is
limited exclusively to the workflow components, provided by
the project itself, and does not provide means for employing
arbitrary web services and other information and computing
resources found on the web.

III. PLATFORM DESIGN

The presented platform consists of three layers as shown
in Figure 1. The upper-most layer presents the parts of the
platform which run on the client side. The middle layer
is located on the server where the platform is hosted. The
bottom layer consists of the remote resources which provide
web services.

This section describes these layers in detail. The user
interface is presented first. Secondly, the workflow engine
is described. Finally, workflow components and the func-
tionalities to import web services are explained.

Figure 1. The three layered design of the platform. The upper-most layer
represents the part of the platform executed on the client side. The middle
layer is located on the server where the platform is hosted. The lower layer
represents remote resources which provide web services.

A. The user interface
The graphical user interface was implemented in HTML.

It consists of three main parts: the toolbar, the widget
repository, and the canvas. A sample screenshot of the user
interface is shown in Figure 2.

Two JavaScript libraries were used to implement the
toolbar. The buttons were implemented using the jQuery
UI library while their event listeners and handlers were
implemented using the jQuery library [13]. The primary
function of the toolbar is to start, execute, save, and load
workflows, and to separate parts of the workflow.
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Figure 2. A screenshot of the environment in the Mozilla Firefox browser.

The second part of the graphical user interface is the
widget repository, which provides a clickable list of available
widgets. By clicking on an available widget, its instance
appears on the canvas hosting the currently active workflow.

As the workflow canvas is the part which requires in-
tensive user interaction, it was implemented in JavaScript.
Each widget on the canvas is represented by a short HTML
description, and a special function in JavaScript, which
appends this HTML code to the document object model,
is invoked whenever a widget from the repository list is
clicked.

Widgets can be connected by clicking on an input or
output. When both an input and an output are selected, an
event is triggered, which checks for cycles in the workflow
graph using the depth first search algorithm. If no cycles
are detected, a connection is drawn and the corresponding
widgets become connected.

The connections are graphically represented as Bézier
curves, and implemented by dynamically adding HTML5
canvas elements to the document object model. To enable
cross-browser functionality, the ExplorerCanvas library was
used to simulate the canvas element in the Internet Explorer
browser family. Finally, the selection and removal of con-
nections are implemented using mouse and keyboard event
handlers, respectively.

B. The workflow engine

The presented platform is able to execute workflows
as well as separate widgets. A PHP script on the server
corresponds to each widget. It is invoked from the graphical
user interface using Ajax techniques.

The inputs of the widget are passed to the PHP script
using an asynchronous HTTP POST request. When the
results are available (or when an error occurs), a call-back
function is called, which stores the results of the execution
of the widget into the output variables in the underlying
document object model. The PHP script may either return
the data in a serialized form or issue a special command,
which instructs the user interface to open a pop-up window
for displaying the results (data visualization widgets utilize
this functionality). The execution of multiple independent
widgets simultaneously is assured by the asynchronous
nature of POST requests, which essentially represent an
equivalent to the multithreading programming paradigm.

The execution of the entire workflow is realized by a
special JavaScript function, which iteratively searches for
widgets whose predecessors have finished their execution,
and executes them.

C. Web services as workflow components

Workflow components of the presented platform may be
implemented as remote web services provided by a third
party, or as PHP scripts located on the server hosting the
platform.
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Since web services are completely defined by their WSDL
descriptions, the functionality to import web services was
implemented in PHP by parsing the corresponding WSDL
document. For every operation provided by a web service the
PHP script returns an HTML description of the correspond-
ing widget. In the user interface, this procedure is accessible
through a button whose event handler queries the user for
the location of a WSDL file, which is then imported and
parsed, and a list of available widgets is presented to the
user.

The user is allowed to decide about the role of each input
of each operation. The input may be designated as a user
interface input of the widget or as a widget input parameter.
User interface inputs can be set by entering the values
manually in the widget’s graphical user interface while
widget input parameters receive data from other widgets.

IV. THE WIDGET REPOSITORY

In order to enable construction of scientific workflows
implementing arbitrary knowledge discovery scenarios, an
initial set of widgets is available to the user. The widgets
belong to four distinct groups.

The first group of widgets enable data creation, manipula-
tion and simple visualizations including creation of strings
and integers, and joining strings and integers into arrays.
Arithmetic integer operations are also implemented. These
widgets are implemented as PHP scripts located on the
server where the platform is running.

The second group of widgets consists of three widgets,
which allow creating nested workflows (note that the depth
is unlimited). A sub-workflow can be created by adding
an instance of the sub-workflow widget on the canvas.
On activation, the canvas view is switched to the sub-
workflow (switching can also be achieved by clicking on the
corresponding canvas tab). Additionally, two special widgets
are used for assigning inputs and outputs of the current sub-
workflow to carry the data from the parent workflow to the
sub-workflow. By adding an input widget to the current sub-
workflow, the corresponding sub-workflow widget gains an
input, which is connected to the output of the input widget.
The output widget operates similarly. This group of widgets
is implemented in JavaScript and executed on the client side.

The third group of widgets consists of 35 implementations
of the local services available in Taverna [9]. Because Tav-
erna is written in Java and its local services in the Beanshell
scripting language, they were implemented in PHP and
integrated into the platform. These services include widgets
that allow reading and writing files, re-encoding strings,
executing SQL queries, querying public databases such as
PubMed, accessing documents using HTTP, extracting and
viewing images from websites, performing operations on
strings and lists of strings, and manipulating XML files.
Due to security issues in browsers, some services could
not have been implemented in PHP, such as services that

list files and folders of the user’s computer and execute
applications. Using the implemented collection of Taverna
services our platform supports the majority of workflows
created in Taverna.

Finally, the platform offers several data mining algorithm
implementations from the Weka data mining environment,
which have been made available as SOAP web services. The
Orange4WS [7] data mining platform and its tools were
used to implement these services, which enable easy and
platform independent access to the latest Weka software.
The actual SOAP web server hosting Weka services makes
use of the JPype wrapper library [14], which allows calling
arbitrary Java code from the Python interpreter. The services
communicate by exchanging serialized Weka objects such
as learners, classifiers, and datasets. While this approach
does not allow client-side modification of these objects
unless a Java client running Weka is used, it is currently
the only feasible way to use Weka in a service-oriented
environment as only a few Weka classes implement XML-
based serialization according to PMML standard [15].

V. USE CASES

This section demonstrates some of the abilities of the
presented platform. Two use cases are presented and dis-
cussed. The first one is a simple, motivating use case where
Weka web services are used to show the basic functionalities
of the platform: composing a workflow of remote web
services and local processing components, executing the
workflow, and displaying the results. The second use case
is an advanced example of a text mining workflow where
a word graph obtained by querying a public database is
pruned using a specialized graph algorithm (available as a
web service) and visualized locally in a powerful interactive
graph visualization component, provided by the platform.

A. A use case featuring Weka web services

The purpose of this use case is to demonstrate the use of
Weka algorithms, available as web services (see Section IV).
The J48 decision tree induction algorithm (J48) is cross-
validated on the 1984 United States Congressional Voting
Records dataset, which consists of 435 instances with 17
attributes and a binary class attribute, and is available in the
Attribute-Relation File Format (ARFF).

First, the Read Text File widget is used to load the dataset
into the platform. The widget provides a file chooser dialog
where an arbitrary text file can be selected and uploaded to
the server.

Since Weka web services communicate by exchanging
serialized Weka objects, the dataset has to be transformed
into a serialized Weka Instances object. A service from the
repository of Weka services provides this functionality.

Then, to perform the cross-validation of a learning al-
gorithm the Weka service for cross validation is used. It
accepts serialized data, a serialized Weka learner (i.e., an
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implementation of the learning algorithm), and the number
of folds. The Weka service providing the J48 learner is
connected to the cross-validation service, which can finally
be executed. The cross-validation service provides several
outputs, which return different reports generated by Weka.
Here, Weka’s cross validation summary is displayed using
the Display String widget.

The complete workflow for performing cross validation
using Weka services and displaying the results is shown in
Figure 3. The workflow can be executed by clicking the
execute workflow button. It invokes the workflow engine,
which takes care of the validation, execution, and error
reporting.

Figure 3. A workflow implementing cross validation of Weka algorithms.

B. An advanced text mining use case

This use case is built upon a collection of advanced
services for text mining, graph analysis, and graph visu-
alization. Its goal is to support the analysis of textual data
by providing means for representing texts as graphs, graph
pruning, and interactive graph visualization.

The information source for this use case is the well
known PubMed database [16], a free database accessing the
MEDLINE database of citations, abstracts and some full text
articles on life sciences and biomedical topics. It was used
for obtaining documents, relevant to the input query.

The resulting document corpus was then processed using
text mining tools from the LATINO project [17], which is
a software library implementing a range of data mining
and machine learning algorithms with the emphasis on
text mining and link analysis (components of the LATINO
library components were provided as web services).

Using LATINO web services, the document corpus was
transformed into a term network as follows. Firstly, it was
tokenized and lemmatized, and transformed into the bag-
of-words (BoW) vectors. Then, the network was produced
using the following principle. Each link between two words
represents a co-occurrence meaning that both words appear
together in at least one document, whereas the link’s weight
represents the normalized number of co-occurrences through
all documents. This weight is a similarity measure in the
sense that two words (or concepts) linked with a higher
weight are more similar (i.e. are more “connected“ because
they appear together more often) than two words with a
lower weight.

Figure 4. A workflow implementing the analysis of textual data using
a public database and a collection of text mining and graph mining
components.

Figure 5. A part of the term graph obtained by querying PubMed with
the query string stem cell. The graph is visualized using an interactive Java
applet available as a widget in the presented platform.

Finally, the resulting weighted graph was pruned using
the Pathfinder algorithm [18], a specialized algorithm for
graph simplification (we omit the details of the algorithm as
this is out of the scope of this paper). In order to transform
the weights into dissimilarities required by Pathfinder the
formula w = 1/w′ was applied where w is the original
weight.

As a result, the pruned graph retained only the strongly
linked concepts, which means that many less significant
edges were removed thus improving its understandability
and presentability. In the constructed workflow, as shown
in Figure 4, an interactive graph visualization component
was used, which enables user friendly exploration of large
graphs. A zoomed part of the graph, obtained by querying
PubMed with the query “stem cell”, is shown in Figure 5.
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VI. CONCLUSION AND FUTHER WORK

The paper proposes a browser-based environment for ser-
vice oriented knowledge discovery, which relies on modern
web standards and widely supported and accepted software
solutions. Coupled with the extreme versatility and power
of web services, the proposed environment presents a new
generation tool, ready to be used in any scenario or form
of knowledge discovery, including mining of web and data
streams thus surpassing all currently available knowledge
discovery software tools. Moreover, the proposed environ-
ment is able to run in all modern web browsers, including
those available on mobile devices, which presents great
opportunities for its deployment and widespread use.

In summary, we have developed an open, general, and
independent web application environment for knowledge
discovery, which employs service-oriented technologies, and
is ready to be used in any data and information analysis
scenario.

In future, we plan to implement the process flow control
widgets such as conditional branching and looping. We will
also explore adding means of mining data streams as well
as semi-automatic workflow construction based on planning
algorithms, modern knowledge discovery ontologies, and
systems for semantic annotation of web services. Finally,
we plan to provide a public installation of the environment,
a workflow repository, a community web site, and release
the sources under an open-source license.
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Abstract - Manufacturing enterprises are trying to cope with 

turbulent market situations by enhancing their existing 

monitoring and control of manufacturing processes. Enterprise 

integration within and across the enterprise can assist to 

realize the aforementioned goal. Further, event processing 

(EP) techniques can be employed to monitor and control 

manufacturing processes in real-time. Rules derived from 

stored process data using the knowledge discovery in databases 

process can be managed in an EP engine as event patterns. 

Nonetheless, rule identification is usually an offline activity 

whereas the control of manufacturing processes is a real-time 

activity. Consequently, the rule identification process should be 

transformed from an offline activity to an online or (near) real-

time activity. In the contribution, a methodology is presented 

to overcome the previously mentioned drawback. Machine 

learning (i.e., rule induction) methods are used to 

automatically adapt the existing set of event patterns. The 

implementation of the presented methodology has been started 

in a casting enterprise. 

Keywords - complex event processing, rule induction, rule 

classification, knowledge management, real-time control, 

machine learning. 

I.  INTRODUCTION AND PROBLEM DESCRIPTION 

Manufacturing enterprises are compelled to manufacture 
products with high quality and shortened lead times due to 
rapidly changing customer requirements, decreased life-cycle 
of products, and drastic variation in environmental 
conditions. Further, these challenges are intensified for 
enterprises having a high product mix with low volume 
production. Usually, these enterprises operate monitoring 
and control systems for their manufacturing processes. 
Nevertheless, enterprises need to enhance their existing 
systems to monitor and control manufacturing processes to 
retain their competitive advantages. Especially, enterprises 
strive for a higher degree of flexibility and adaptability. 

The main challenge on the route to achieve the 
aforementioned vision is the necessity for an integrated 
enterprise [1]. Attempts are being made to integrate 
enterprise levels along horizontal and vertical direction based 
on ISO 15704, enterprise reference architecture [2]. 
Horizontal integration deals with the integration of enterprise 
applications (e.g., enterprise resource planning (ERP) 
system) or resources at a particular enterprise level. On 
contrary, enterprise levels are associated with different time 

horizons, which require vertical integration of information 
and knowledge. Overall, enterprise integration (EI) within 
and across different enterprise levels can provide a holistic 
view of an enterprise. Therefore, EI can be considered as a 
prerequisite for enhancing the monitoring and control of 
manufacturing processes. Further, EI can be exploited to 
accomplish management strategies like the real-time 
enterprise (RTE), support enterprise performance 
measurement, and enhance knowledge management (KM), 
among others. 

During execution of manufacturing processes, enormous 
amount of process data (e.g., sensor readings, product quality 
feedbacks) is generated in (near) real-time (i.e., seconds or 
milliseconds) by resources located on the shop floor. In 
addition, operators provide necessary data related to 
resources, orders and products (e.g., selecting pre-defined 
reasons for a resource breakdown, order details during start 
of an order execution). This process data is utilized in 
different ways. First, the data is displayed in (near) real-time 
to enterprise members for monitoring of manufacturing 
processes. Second, process data is stored in relational 
databases for offline analysis (e.g., deriving new 
knowledge). Finally, the data is employed for real-time 
monitoring and control of manufacturing processes based on 
event processing (EP). 

EP has become an appropriate technology for event-
driven applications [3]. The knowledge (i.e., rules), derived 
from the offline analysis of stored / historical data using 
analytical techniques (e.g., data mining), can be modeled as 
event patterns in an EP engine. The rules can also be 
obtained from structured interviews with domain experts. 
Additionally, reactive rules can be defined, which describe 
(re-) actions to situations detected by analyzing the incoming 
process data streams. However, rule identification is an 
offline activity whereas controlling of manufacturing 
processes is a real-time activity.  

In addition, today’s shop floor is characterized by high 
automation and few employees, an employee managing 
multiple resources. Accordingly, the control system should 
be able to identify and react to situations, which are not pre-
defined using the offline rules. Overall, the (near) real-time 
identification of rules complements the offline rule 
identification and enhances the performance of the 
manufacturing enterprise. Consequently, the existing rule 
identification and validation techniques need to be 
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transformed to (near) real-time activities based on the actual 
situations on the shop floor. As a result, the monitoring and 
control of manufacturing processes becomes more flexible 
and adaptable. 

An event-driven framework has been developed at the 
Information Systems Institute to minimize the vertical 
integration gap, and monitor and control manufacturing 
processes based on complex event processing (CEP). This 
framework is now been extended to include self-learning 
monitoring and control mechanisms (i.e., integrate real-time 
control and real-time rule induction). The remaining part of 
the contribution is organized as follows. Section II presents 
research carried out in the area of manufacturing execution 
systems (MES), CEP, KM, and rule induction. An approach 
is envisaged in Section III to realize self-learning monitoring 
and control of manufacturing processes. The implementation 
of the envisaged approach has been started in an industrial 
scenario. This scenario is discussed in Section IV. Finally, 
Section V presents conclusions and outlines future work. 

II. STATE-OF-THE-ART 

According to VDI 5600, an enterprise can be classified 
into different enterprise levels [4]. These enterprise levels are 
(still) inadequately integrated [5], which hinders the 
establishment of a holistic control of manufacturing 
processes [1]. Research and development has been carried 
out to reduce the vertical integration gap between enterprise 
levels. Software vendors provide MES solutions to bridge 
the vertical integration gap (e.g., [6][7][8]). However with 
these MES solutions, major issues still exist with respect to 
the interface between enterprise levels [5][9]. The exchange 
of data between enterprise control level and manufacturing 
execution (i.e., shop floor) is done manually or at most semi-
automatically due to inflexible and proprietary interfaces 
[10]. Hence, standardization activities by several 
organizations have been performed concerning MES (e.g., 
[4][11][12]). Latest standardization copes with the definition 
of logic interfaces for machine and plant control [13]. 

Event driven architectures (EDA) have been introduced 
along with MES systems to realize the requirements of real-
time monitoring and control of manufacturing processes 
[10][14]. FORCAM, a MES vendor, uses CEP technology as 
an innovative approach to monitor, analyze, and control 
manufacturing processes [15]. The introduction of EDA and 
CEP engines will assist to separate the control logic (i.e., 
event processing logic) from the coded application logic. 
Overall, this will result in an increasing flexibility and 
adaptability of the monitoring and control systems [16]. 

Rules are managed in an EP engine as event patterns. 
Further, the event patterns are formalized using means like 
event processing language (EPL) statements [10][14][16]. 
This knowledge is often domain specific and experts are in 
charge to define proper rules and statements. Knowledge 
management (KM) can be employed to assist experts to 
accomplish the aforementioned tasks [17]. For instance, the 
knowledge discovery in databases (KDD) process can be 
used to extract control-related knowledge from stored 
process data [17] and numerous KM tools are available to 
guide experts with user-friendly interfaces (e.g., [18]). 

However, KM tools are often utilized offline and consist of 
several non-trivial activities.  

The ability of the control system to rapidly adapt to 
critical situations during manufacturing process execution is 
fairly limited (i.e., monitoring and control system has to be 
adapted manually by modifying the rule base). Classification 
rule induction is part of machine learning [19][20] and aims 
to generate a set of classification rules for a given training 
data set [21]. Direct methods like RIPPER [22] and CN2 
[23] derive rules directly from the (process) data. In contrary, 
indirect methods extract rules by using classification 
methods like traversing of decision trees. A survey of top-
down induction of decision trees classifiers has been 
presented [24]. Also, parallelizing of classification rule 
induction has been discussed [25].  The rule induction 
techniques have been applied in various domains like 
chemical process control, financial industries, diagnosis of 
mechanical devices, and classification of celestial objects 
[26]. 

The integration of CEP with machine learning (e.g., rule 
induction) has not been (extensively) explored in literature 
and industry [27]. A monitoring solution for application, web 
and database servers has been presented, which is based on 
the integration of CEP with the machine learning algorithm 
FRAHST [27][28]. Also, credit card fraud detection based 
on a combination of CEP with various machine learning 
techniques (e.g., discriminant analysis, hidden Markov 
models) has been investigated [29]. 

III. APPROACH FOR SELF-LEARNING  

MONITORING AND CONRTOL 

An overview of a self-learning monitoring and control 
system of manufacturing processes is depicted in Figure 1. 
The central idea of the system is to couple EP with machine 
learning techniques (i.e., rule induction). Production 
resources at the shop floor generate process data that denotes 
quality of products, parameters of resources, and 
performance of manufacturing processes, among others. This 
process data is collected by a data collection engine, which 
implements various industrial communication protocols 
(e.g., Modbus) [1]. Next, a data aggregation engine 
aggregates the collected process data with the data from 
enterprise applications (e.g., order details from ERP system) 
and builds tracking objects. Each tracking object represents a 
certain process entity (e.g., order, product) [30]. 

A tracking object can also be interpreted as a (complex) 
event by a CEP engine [31]. This CEP engine analyzes the 
incoming event streams (i.e., integrated process data as 
tracking objects) and detects (pre-defined) critical situations, 
and thus, monitors the manufacturing processes. The CEP 
engine deduces appropriate actions to control the underlying 
manufacturing processes in case of detection of critical 
situations. The action can be a combination of (i) displaying 
alarm messages with assistance of charts and gauges or via 
communication channels like emails and SMS, (ii) advising 
operators to modify resource parameters, (iii) manipulating 
process parameters in the controller of a resource. 

Nevertheless, there are some instances where the CEP 
engine detects critical situations during process execution 
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Figure 1. Overview of self-learning monitoring and control system. 

 (e.g., number of product rejects has exceeded a certain 
threshold), but cannot provide a proper suggestion to the 
operators to overcome the identified situations or even 
manipulate the resource parameters. The manufacturing 
ramp-up of a novel product can be an example for such an 
instance. In this situation, the CEP engine initiates a process 
in the rule induction manager (see Figure 1) and forwards 
current process background information (e.g., product 
information) describing the context of the considered 
manufacturing process. The aim of the rule induction 
manager process is to refine / improve the rule base / event 
patterns employed in the CEP engine. The refinement of the 
rule base is performed by employing machine learning 
techniques (e.g., decision trees).  

The rule induction manager follows a sequence of 
activities to refine / improve the rule base. First, the process 
background information (i.e., process context) is analyzed 
and used to select a limited process data sample from the 
process database. For instance, the sample size can be 
restricted to select data for a specific product type and given 
time range. This step is mandatory as a huge sample size can 
overstrain the rule induction process (i.e., generation of 
rules). In addition, parallelization of classification algorithms 
can be considered to reduce the computation time [25]. 

Second, a suitable algorithm has to be selected from a 
rule induction library. A concise overview of rule induction 
techniques, which are promising candidates related to EP are 
listed [29]. The current research focuses on (classification) 

rule induction as rules are transparent and interpretable for 
domain experts [21]. The selection and parameterization 
criteria (e.g., rule accuracy, rule coverage) of a certain rule 
induction algorithm is defined in an XML configuration file 
of the rule induction manager, and thus, can be suitably 
modified by domain experts. 

Third, rules are generated by employing the selected rule 
induction algorithm. This can be either performed by a direct 
method (e.g., RIPPER) or indirect method (e.g., traversing of 
a decision tree [24]). The derived rules are evaluated against 
the predefined criteria. Further, the previously evaluated 
rules can be pruned to obtain more general rules (i.e., cover 
more instances of the sample data set). 

Finally, the induced rules are added to the rule storage 
(e.g., XML file format) and loaded into the CEP engine as 
EPL statements. The added rule complements the available 
rules, which might have been derived offline or online. The 
default action for a newly added rule is to visualize it as an 
alarm message because production resources should not be 
automatically manipulated without operator’s awareness. 
Nevertheless, an operator can modify the generated rules and 
define suitable actions (e.g., directly manipulate production 
resources). 

IV. INDUSTRIAL CASE STUDY 

The aforementioned methodology for a self-learning 
monitoring and control system elaborated in Section III has 
been (partly) put into practice in a casting enterprise [32], 
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Figure 2. Simplified view of a highly automated casting process. 

with the casting process as illustrated in Figure 2. The 
enterprise in consideration is characterized by a high mix 
production and low volume production (i.e., from few 
castings to thousands of castings per order). A highly 
automated molding machine is employed, which assists to 
realize the aforesaid characteristics. 

This machine simultaneously produces upper and lower 
molds. The molds are manually inspected for contour and 
surface damages after a certain number of lower and upper 
molds have been produced, which is mainly due to 
(construction) constraints in the manufacturing system. 
However in case of rejection during inspection, there is a 
high probability that a certain number of lower molds (here: 
30 molds) following the rejected molds would have similar 
damages. 

The aforementioned situation will have a negative 
influence on the production performance – lower utilization 
of resources, material wastage and above all a declined 
commitment to customers. To overcome this situation, a self-
learning monitoring and control of manufacturing processes 
is indispensable. An event-driven framework for enabling EI 
has been implemented using the Microsoft

TM
 Visual Studio 

IDE and the .NET framework 4.0. 
Real-time process data from the shop floor along with the 

data from enterprise applications is integrated and stored in 
an Oracle

®
 10g database. Further, the integrated data is 

utilized to create online tracking objects. The integrated data 
and online tracking objects are forwarded to process 
visualization clients, which display those using charts and 
gauges for monitoring purposes. In addition, the online 
tracking objects are utilized for monitoring and control of 
manufacturing processes using a state-of-the-art EP engine. 
Here, EsperTech

TM
 EP engine is employed [33]. 

The EP engine uses event patterns for the detection of 
(critical) situations in the process data streams. By default, a 
rule base has been initialized with rules defined by domain 
experts. The main goal of the control system is to reduce the 
number of rejects. If this number increases without any (re-) 
action of the control system, a machine learning process will 
be automatically initiated. Classification rule induction 
methods have to be employed to deduce rules, which can be 
used to mitigate the aforementioned situation. 

V. CONCLUSION AND FUTURE WORK 

Manufacturing enterprises are enhancing their monitoring 
and control of manufacturing processes to sustain their 
competitive advantages. EI can be utilized to have a holistic 
view of the enterprise. This EI needs to be exploited to 
enhance the monitoring and control of manufacturing 
processes. Further, research has been done to incorporate an 
EP engine to monitor and control manufacturing processes in 
(near) real-time. Here, the rules are managed as event 
patterns and event patterns are used to analyze the incoming 
process data streams. However, the rule identification and 
validation process is an offline activity. The existing rules do 
not adapt whenever there is a change in the processes’ 
situation. Consequently, the offline activity needs to be 
transformed into a (near) real-time activity.  

In the current contribution, an approach has been 
presented to identify and validate rules using rule induction 
techniques.  On detection of certain pre-defined situations, 
the CEP engine triggers a sequence of steps in the rule 
induction manager and at the same time forwards current 
process background information. This sequence 
encompasses: (i) selecting suitable process data, which is 
restricted to the background information, (ii) choosing a 
suitable rule induction algorithm and defining selection 
criteria, (iii) identification and evaluation, and generalization 
of identified rules, and (iv) transformation of the selected 
rules into event patterns. The presented approach has been 
(partly) implemented in a casting enterprise, especially with 
the aim to reduce the rejection of lower molds. 
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Abstract— With Norway being one of the few countries outside of 
the English speaking world with a clear governmental strategy 
and commitment to open data, combined with one of the highest 
Internet penetration and mobile access in Europe, it offers 
interesting opportunities for becoming a great testbed for 
consuming Linked Open Data (LOD). With this paper we aim at 
presenting potential applications consuming Norwegian LOD and 
showing practical benefits of aggregating open data in highly 
sensitive domains for governments and the general public such as 
regional development and environmentally friendly behaviour. 
At the same time, this paper will serve as an overview of the 
Norwegian LOD as of mid 2011. The proposed applications will 
not only aim at demonstrating the benefits of the current 
Norwegian LOD, but will also make contributions to the 
improvement and extension of the existing data sets. 

Keywords-Norwegian LOD, data sets, applications  

I.  INTRODUCTION 
Norway is one of a handful of countries outside of the 

English speaking world with a clear commitment to open data.  
Being one of the first countries to implement the PSI-directive 
as a law in January 2009 [1], each new governmental project is 
today required to address publication of the data it creates or 
processes. Simultaneously the community focusing on linked 
open data is ever increasing, and major governmental agencies 
are involved in making their data available as Linked Open 
Data (LOD). However, as we write 2011, few if any, 
applications are using LOD as their data source. We expect this 
to change soon. 

We believe that the interest in LOD, combined with the 
highest Internet penetration in Europe after Iceland,  and 
second only to Sweden on mobile internet access in Europe, 
Norway offers interesting opportunities for becoming a great 
testbed for consuming LOD data. With this paper we aim at 
giving an overview of the current status of the Norwegian 
LOD, and propose applications consuming Norwegian LOD in 
highly sensitive domains for governments and the general 
public such as regional development and environmentally 
friendly behaviour. The proposed applications will not only 
aim at demonstrating the benefits of the current Norwegian 
LOD, but will also make contributions to the improvement and 
extension of the existing data sets. 

In the following we provide an overview of two potential 
applications consuming Norwegian LOD (Section II), and then 

present the current LOD in Norway, with a focus on its 
relevance to the proposed applications (Section III).  Section III 
summarizes this paper. 

II. APPLICATIONS FOR NORWGIAN LOD 

A. Regional development with LOD 
Why? Regions are often faced with challenges such as lack of 
competitiveness and need for regeneration to various political 
challenges. The long-term trends and effects of development 
schemas are however often not well understood and readily 
available to the public. Local news agencies and the general 
public are often served numbers without being able to look 
behind the scene. There is a clear need in this domain for 
support in creating visualization tools over statistical data or 
aggregated data to follow the long term effects of regional 
development. 

Who are the stakeholders? Data-journalists in Norway, both 
from the broadcasters and news agencies, have requested a tool 
allowing ad-hoc combinations of datasets in their regional foot 
print. A tool based on linked data will increase its value as new 
datasets become available. Data visualization and investigation 
support should also be available for public use, allowing 
citizens to drill into public data. 

What and how? Inspired by Hans Roslings famous 
presentation tool Gapminder [2], we propose to build an 
application focusing on innovations and development in 
various sectors in regions and municipalities. Central 
Norwegian public sector data owners have opened their data as 
linked open data during 2010. The Brønnøysund Registry 
Center 1  has opened the national organization registry, 
Enhetsregisteret [3]. Others, notably the Norwegian Research 
Council, 2  have already used the dereferencable URIs from 
Enhetsregisteret while publishing their own data sets. This case 
study will require the need to improve the existing company 
registry service (exporting also NACE codes), and to include 
geographical information (linking to Kommuneregisteret,3 the 
details of municipalities and counties). In addition it requires 
the use of visualization tools. The successful implementation of 

                                                           
1 http://www.brreg.no/english  
2 http://www.forskningsradet.no/en  
3 http://www.kommunenokkelen.no/adresse/side2.do?side=kommuneregisteret  
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this application is dependent on the quality of the data and links 
in the existing Norwegian LOD, and on useful and flexible 
analytics and visualization of the linked data which will be 
developed as part of this case study. 

B. Assisting Environmentally Friendly Behaviour with LOD 
Why? The current Norwegian government has made a point 

that environmentally friendly behaviour should pay off. 
However, behaving environmentally friendly is not an easy 
task even if financial incentives are in place. For example, 
often the information about public transportation and 
availability of city bikes is not as easily available when a trip 
decision needs to be taken. In such situations, there is a need 
for applications that combine linked open data in the 
environmental domain as a decision making tool. 

Who are the stakeholders? Citizens interested in 
applications assisting them in environmentally friendly 
behaviour.  

What and how? In the private sector a number of 
applications and mobile apps have been created as a result of 
open data initiatives. In Norway this includes applications 
ranging from real-time public transportation information [4], 
snow and ski conditions [5], the presence of electric cars 
charging stations [6], real time status for city bike stands [7], 
weather forecasts [8], and many more. Common to all this is 
that they use only one source of open information. The 
proposed application in the environmental domain will 
combine the use of transportation (e.g. public transportation, 
electric cars parking lots, bikes stands) to events (e.g. concerts, 
art galleries) while including other decision relevant real-time 
information (e.g. forecast, traffic messages). The application 
will be made as a mobile app. The overall goal here is to 
invoke the citizen’s own interest in environmentally friendly 
behaviour. The successful implementation of this application is 
dependent on extending the existing Norwegian LOD with new 
data sets and ensuring the quality of the new data sets and their 
proper linking to the existing Norwegian LOD, as well as on 
the usability of such an environmentally friendly behaviour 
application which will be developed as part of this case study. 

III. NORWEGIAN LOD 
On January 1st 2009 the EU PSI Directive was implemented 

in Norwegian law. As a direct consequence of this, the Ministry 
of Governmental Reform and Administration in 2010 
announced the development of data.norge.no (currently in 
alpha mode), the equivalent of data.gov and data.gov.uk, to be 
launched during spring 2011. While the portal will be filled 
with PSI data sets, other data sets will be included such as 
those provided two central Norwegian LOD projects, Sesam44 
and Semicolon II5, which opened data sets and converted them 
to RDF with links in-between and to other sources. Of special 
interest was the national registry for company information, 
Enhetsregisteret, and the archive for research funding, 
Prosjektdatabasen, from the Norwegian Research Council. 

                                                           
4 http://sesam4.net/ 
5 http://www.semicolon.no/  

Figure 1 provides an overview of the existing data sets in 
the Norwegian LOD and their relationships. The blue-coloured 
data sets are related to the regional development case study and 
the green-coloured data sets are related to the environmentally 
friendly behaviour. The solid arrows between the data sets 
represent the already existing links between the data sets, 
whereas the dotted arrows represent the logical connections for 
which we plan to create the necessary links in the project (as 
far as the relevant data sets are concerned). 

A brief description of the relevant data sets we are 
considering for the two applications is given below: 

• All legal entities are registered in the Central 
Coordinating Register for Legal Entities 
(Enhetsregisteret) at Brønnøysund Registry Centre. 
URIs and a RESTful service returning RDF has been 
created to look up based on organizational number. 
The service needs to be made searchable by including 
a RESTful service based lookups on NACE codes 
and regional codes. 

• The Norwegian Association of Local and Regional 
Authorities (KS) and Statistics Norway maintain a 
registry of municipalities and counties 
(Kommunekatalogen). The information translated to 
RDF as a proof of concepts by the research project 
Semicolon II, but URIs haven't been made RESTful 
and outgoing links to e.g. dbPedia has not yet been 
created. 

• The Norwegian Research Council maintains a 
catalog of funded projects (Prosjektarkiv). This 
relates instruments and projects to organisations. This 
catalog has been translated to RDF and outgoing 
URIs have been created to the Enhetsregisteret. The 
catalog is hosted on a triplestore supplied by 
Computas through the SESAM4 research project. 

• All the parties are, according to the Political Parties 
Act, obliged to report their income to a central 
register. The Ministry of Government Administration, 
Reform and Church Affairs, maintains a central 
register of parties and their income 
(Partifinansiering.no). This data is available in RDF 
/ SPARQL, on Computas triple store and have been 
assigned URIs, but has not yet been linked to the 
Kommunekatalogen.  

• The Ministry of Local Government and Regional 
Development have made election results from 
elections available in structured form. These data 
should easily be translated to RDF with outgoing 
links to the party register mentioned above and then 
made available in a triple store (SPARQL). 
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Figure 1. Norwegian LOD.

• Norsk Tipping is a wholly state-owned company 
under the jurisdiction of the Ministry of Culture with 
a special role in regulating gaming in Norway. 
Gaming funds benefit sporting and cultural activities 
as well as voluntary humanitarian organisations all 
over the country through the Grassrootshare 
(Grasrotandelen). Grasrotandelen is a registry 
showing organisations that receive funding. The 
registry has been transalated to RDF but without the 
links to the organisations involved (in 
Enhetsregisteret). 

• Trafikanten’s main purpose is to provide the public 
with up to date travel information for the public 
transportation system in and around the counties 
Oslo and Akershus. The data is about all public 
transportation, the current location and delays of 
route. Currently the data is not available to the public 
as raw data (only through their own app), but there 
are currently work going on in Oslo Municipality to 
make it available as RDF.  

• Yr.no is the joint online weather service from the 
Norwegian Meteorological Institute (met.no) and the 
Norwegian Broadcasting Corporation (NRK). They 
have a XML service available for 7 million places in 
Norway for free. Work is going on in the Semicolon 
II project to make this available as RDF RESTful 
services. 

• Markadatabasen is maintained by the Norwegian Ski 
Association. It's a public source that provides routes 
and real time status of preparation of ski slopes. 
The data is available in XML. It is also linked to 
Open Street Map. The data needs to be translated to 
RDF and made available as a RESTful and SPARQL 
endpoint. The data will also be linked to public 
transport routes from Trafikanten.  

• Oslo is equipped with around 3000 city-bikes 
available for the public. A real-time status of the 
bike stands (where bike stands are and how many are 
available) is developed. ClearChannel is maintaining 
this on behalf of Oslo Kommune. The data is made 
available as a XML service. The service needs to be 
wrapped as RDF and interlinked with bike tracks and 
tour tracks.  

• Bike tracks and touring tracks in Oslo is a dataset 
that is made available from Oslo Kommune. This 
should be connected to the city-bike stands and made 
available as a SPARQL/RDF endpoint. 

• All national electric cars charging stations for 
electric-cars are made publicly available as a dataset 
and translated to RDF, and made available by the 
research project SESAM4 on a triple store. It is now 
being extended to include real-time availability. This 
real-time service will have to be interfaced to the 
charing station locations. 
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• Snow ploughing real-time status is another service 
that is made available by the Oslo Kommune in near 
future. This data set could relate to traffic information 
making it more sensible to take public transportation. 
The dataset should therefore link to public 
transportation and made available in RDF, and also 
connected to the weather information. 

• Tellus is a national dataset of accommodations, 
attractions and events produced by the same 
organisation. It has been made available as a 
SPARQL endpoint with RESTful RDF lookup by the 
Sesam4 project. It should be linked to Open Street 
map and possibly to public transportation.  

• The Ministry of Culture maintains a dataset of all 
sports arenas in Norway. This dataset has been 
converted to RDF and made available as SPARQL 
endpoint with RESTful lookup in RDF by the 
Sesam4 project. This should be connected to the 
organisation in the Enhetsregisteret. 

Table 1 below provides information of the above mentioned 
data sets regarding the owners, the current formats they are 
available in, where they are made available, the estimated size, 
the quality of data, and the case study where they will be 
applied. 

 

Table 1. Relevant Norwegian LOD data sets for the proposed applications. 
Name Owner Format Hosting Estimated # of 

triples 
Quality 
(stars) 

Application 

Enhetregisteret Brønnnøysundreg
isterene 

Restful RDF Web 
service Brønnøysundregisterene > 4.500.000 5 App #1 

Kommunekatalogen KS XML Univ of Oslo / Semicolon II Ca 2.000 3 App #1 
NFR prosjektarkiv Norwegian 

Research Council 
RDF Computas/ Sesam4 Ca 200.000 5 App #1 

Valgresultat 2005 Government RDF Computas/ Semicolon II Ca 100.000 4 App #1 
Partifinansiering 2009 Government RDF Computas/ Semicolon II Ca 100.000 4 App #1 

Grasrotandelen Norsk Tipping RDF Computas/ Semicolon II Ca 70.000 4 App #1 
Trafikkanten sanntid Oslo Kommune XML, JSON Oslo Kommune or Computas Ca 50.000 3 App #2 

Yr.no Met. Inst. XML Univ of Oslo / Semicolon II Ca 700.000.000 3 App #2 
Markadatabasen 

sanntid 
Skiforeningen XML Oslo Kommune or Computas Ca 100.000 3 App #2 

Offentlige sykler 
sanntid 

ClearChannel XML Oslo Kommune or Computas Ca 10.000 3 App #2 

Sykkelveier, turveier Oslo Kommune XML Oslo Kommune or Computas Ca 10.000 3 App #2 
Ladestasjoner (Sanntid) Ladestasjoner.no RDF Computas/ Semicolon II Ca 1.100  3 App #2 

Brøytebiler Sanntid Oslo Kommune XML Oslo Kommune or Computas Ca 10.000 3 App #2 
Tellus Tellus RDF Computas/Sesam4 Ca 600.000 3 App #2 

Idrettsanlegg Ministry of Culture RDF Computas/Sesam4 Ca 1.000.000 3 App #2 

IV. SUMMARY AND OUTLOOK 
This paper gave an overview of the Norwegian LOD as of 

mid 2011, and proposed two applications consuming the 
Norwegian LOD. The aim of the two applications is to enhance 
transparency in making factual information available to the 
public when it comes to regional development, and help 
individuals to act more environmentally friendly. We outlined 
the data sources available for building these two applications. 
The two applications rely on local and national data sets, but 
are highly generic and could be applicable for other countries 
as well. 

Whereas the data is available, improving its quality is of 
crucial importance for a successful realization of the proposed 
applications. In particular, the quality of links between the 
relevant data sets needs to be ensured. The links should be 
created with quality information based on the method being 
used, e.g. lookups in other registries, ontology reasoning, etc, 
and be put into a separate graph holding this provenance 
information. In addition, especially for the second application, 
available open data sets need to be published as RDF in a triple 
store and an infrastructure for the triple store and RESTful 
services needs to be available. 
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Abstract - Data mining is an increasingly important means of 

knowledge acquisition for many applications in diverse fields 

such as biology, medicine, management, engineering, etc.  

When tackling a large-scale problem that involves a multitude 

of potentially relevant factors but lacking a precise formulation 

or mathematical characterization to allow formal approaches 

to solution, the available data collected for the application can 

often be mined to extract knowledge about the problem.  

Feature ranking and selection, thereby, are immediate issues to 

consider when one prepares to perform data mining, and the 

literature contains numerous theoretical and empirical 

methods of feature selection for a variety of problems.  This 

work in progress paper concerns the related question of 

critical dimension, i.e., for a specific data mining task, does 

there exist a minimum number (of features) which is required 

for a specific learning machine to achieve satisfactory 

performance?  As a first step in addressing this question, a 

simple ad-hoc method is employed for experiment and it is 

shown that the phenomenon of critical dimension indeed exists 

for several of the datasets studied.  The implications are that 

each of these datasets contains irrelevant features or input 

attributes, which can be eliminated to achieve higher accuracy 

in model building using learning machines. 

Keywords-feature selection; critical dimension; machine 

learning. 

I. INTRODUCTION 

Data mining is aimed at extracting useful information or 
knowledge from datasets; to achieve this goal, feature 
selection is often necessary to eliminate lesser or 
insignificant features in order to reduce the size of the dataset 
and to facilitate model building (e.g., using learning 
machines) for knowledge extraction. Many methods have 
been proposed for feature selection [1]. The interesting fact 
about extracted features are that sometimes not all extracted 
features are individually useful; however, correlation of 
features itself an intriguing question.  

We may use learning machines to find feature correlation 
or to discover important or relevant features. Some 
theoretically optimal criteria could become practically 
intractable [2].  The ultimate, guaranteed optimal feature 
selection method requires exhaustive analysis of all possible 
subsets of features; this is infeasible for datasets with a large 
number of features; so, the next best goal is to find a 
satisfactory set of subsets. Feature selection is usually done 
in two different ways, namely subset selection or entropy-

based selection and feature ranking. Feature ranking uses 
ranking algorithms which scores all features using certain 
metrics and ranks them accordingly [3]. A subset selection 
method uses an algorithm to find a best possible subset in 
arbitrary time. Here, the term best possible subset refers to 
the best subset found among satisfactory set of subsets [4].  

II. FEATURE RANKING 

The main objective of feature selection is to improve the 
prediction performance or accuracy, to provide faster and 
cost-effective predictors and understand the correlation 
among data [5]. For our experiments, we use both feature 
selection and subset selection.  

A supervised ‘Chi-squared Ranking Filter’ [6] and a 
supervised ‘Support Vector Machines (SVM) feature 
evaluator’ [7] method are used for ranking features. A 
‘Ranker’ search method ranks attributes according to their 
relevance and individual evaluations. Using Ranker we can 
set the threshold to reduce the attribute set to consider or 
also specify the set of attributes to ignore; hence it is 
comfortable for our experiments to eliminate some 
unwanted features. The Chi-squared Ranking Filter 
evaluates the worth of an attribute by computing the value 
of the chi-squared statistic with respect to the class. It is a 
statistical test to find the independence of two events 
for goodness of fit of an observed distribution to a 
theoretical one whose value is in zero to infinity range and 
cannot be negative. SVM feature evaluator evaluates the 
worth of an attribute by using an SVM classifier. Attributes 
are ranked by the square of the weight assigned by the SVM 
feature evaluator. Attribute selection for multiclass 
problems is handled by ranking attributes for each class 
separately using a one to all method and then dealing from 
the top of each pile to give a final ranking. 

To find the best feature subset, we use supervised CFS 
Subset Evaluator method and a greedy stepwise search 
algorithm. The algorithm evaluates the worthiness of a 
subset of attributes by considering the individual predictive 
ability of each feature along with the degree of redundancy 
between them. Subsets of features that are highly correlated 
with the class while having low inter-correlation are 
preferred [8][9]. 

The two feature selection methods discussed above are 
the most widely used methods but there could always be that 
one subset which is the best feature subset or the correlation 
among a certain low ranked features could increase the 
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performance. Hence, in this paper, we show results of a 
method called critical dimension which can provide us the 
minimum number of features that are required for a learning 
machine to perform accurately. 

III. CRITICAL DIMENSION 

The critical dimension of a dataset is the minimum 

number of features required for a learning machine to 

perform prediction or classification with high accuracy. As 

such, it is an informal concept and empirical methods are 

called for to determine the critical dimension. Thus critical 

dimension of a dataset can be defined as that number (of 

features) where the performance of a specific learning 

machine would begin to drop significantly, and would not 

rise again when smaller number of features is used. 
Specifically, it is postulated that for a dataset there 

possibly exists a critical dimension µ which is a unique 
number for a specific machine learning and feature ranking 
combination. More clearly, let A = {a1, a2, …, an} be the 
feature set where a1, a2, …, an are listed in order of 
decreasing importance as determined by some feature 

ranking algorithm. Let Am  A contains the m most 
important features, i.e., Am = {a1, a2, …, am} where m ≤ n. 
For a learning machine M and a feature ranking method R, 
we call µ (µ ≤ n) the critical dimension of [M, R], if 

whenever M uses feature set Ak with k  µ the performance 

of M is  T, where T represents a performance threshold 
deemed satisfactory; and whenever M uses less than µ 
features its performance drops below T; further, M’s 

performance from µ to µ1 features decreases significantly. 

Figure 1. Showing the critical dimension at feature size 8 
 

The graph in Figure 1 shows that there exists a µ at 8 
features in the Wisconsin breast cancer dataset [10] dataset. 

 AdaBoost was used to classify this dataset. The graph is 
plotted with the number of features on the x-axis and 
prediction accuracy on the y-axis. From the graph we can 
see that the performance decreases if we choose lesser 
features than µ and the performance never rises above the 
measure at µ. 

The first step in find µ is to rank all features using 
ranking algorithms. In this experiment we used Chi Squared 
Attribute Evaluator as the attribute evaluator and Ranker as 
the search method for feature ranking and a SVM subset 
evaluator for subset feature selection. Once the datasets are 
ranked the prediction accuracy is calculated. In the 
following iterations prediction accuracy is calculated by 
removing one least important feature each time till and 
beyond the critical dimension point. The results are studied 
and the point at which the performance curve as shown in 
Figure 1 drops drastically and never rises above that point is 
defined as the unique µ for that dataset.   

Utilizing results from experiments carried out earlier, we 
can say that µ exist in most datasets and that this µ is a 
unique number pertaining to that dataset for that particular 
or specific learning machine classifier and ranking 
combination. Results using similar classifiers by other 
experimenters are in the UCI database.  

The table below shows the results of experiments 
performed previously on six different datasets from the UCI 
repository [11] which, either has an obvious critical 
dimension (O), or no obvious critical dimension (N/O), as 
shown in the last column of the table. The classifiers used 
for classifying the datasets are also shown. The initial 
condition is when all ranked features or the best subset 
features are analyzed. For some of datasets, all features are 
feature ranked and then a learning machine classifier is used 
to find the accuracy and for others the best feature subset is 
found and classification accuracy is found using a learning 
machine classifier. Experiments were performed to find µ 
by removing one least important feature at the beginning of 
iteration and calculating the performance accuracy at the 
end of each iteration. In the table below, the accuracy at µ 
and accuracy during the first iteration are shown. The 
classifiers used for each dataset are also tabulated. For the 
Wisconsin breast cancer dataset (WBDC) two different 
classifiers were used to experiment. It can also be seen that 
the critical dimension is unique to that (dataset, machine 
learning algorithm and ranking) combination.   

TABLE I.  RESULTS OF BIO-MEDICAL DATASETS 

SN 
Name 

Initial condition At critical dimension Classifier Type 

# of  

features 

Accuracy  

% 

# of  

features 

Accuracy  

% 

1 WBCD 31 96.3731 8 96.8912 Ada Boost O 

2 Hypothoroid 25 97.3953 18 95.2483 SMO O 

3 SPECT Heart 22 74.1573 3 72.6592 Attribute selected O 

4 SPECTF Heart 44 98.001 10 87.9121 Bagging O 

5 Lung Cancer 56 63.6364 24 63.6364 Multi Boost O 

6 WBCD 31 96.3731 6 96.8549 Multilayer Perceptron N/O 

7 Parkinsons Disease 23 96.9697 5 100 Ada Boost N/O 

a. The dataset used for this experiment are from the UCI repository.  
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Critical dimension is an innovative and cost effective 
method to reduce the problems involved in feature selection 
as it is almost always impossible to find the best possible 
feature subset possible. The main idea is finding the 
minimum set of features necessary for the successful 
development of learning machine classifiers for a given 
dataset. The results from the table demonstrate that this is 
indeed the case for the several bioinformatics dataset 
studied.  

We can see from the results presented that there exists a 
unique critical dimension in some datasets which, when 
found can reduce the feature dimension, without 
compensating in performance. The accuracy of performance 
with all the features and at the critical point for all dataset in 
Table 1 shows that there is not much difference in the 
performance.   

Figure 2. x-axis representing the datasets as numbered in Table 1 and the y-

axis are the accuracies 

A mushroom dataset was created by us with 127 features. 
There are two types of genes recorded in this dataset, 
Lentinus Fr. and Marasmius Fr. and 40 samples of each. 
The 127 features are the mushrooms habitat, details of the 
macroscopic pileus, macroscopic gills, macroscopic stipe, 
microscopic context, microscopic basidispore, microscopic 
basidia, microscopic cystidia, microscopic trama and 
microscopic Pileipellis. The dataset contains subgenus of 
both Lentinus Fr. and Marasmius Fr. Lentinus Fr. and 
Marasmius Fr. are the broader classification. The dataset 
contains some missing values or gaps. 

This paper concludes the results of a new method to 
identify mushroom gene using machine learning methods. 
Different types of mushrooms are used as an extract to cure 
certain cancers and hence it is highly important to classify 
them [12]. In this experiment, we are trying to identify the 
species into the broader class classification. For example, 
the Lentinus Fr. has subgenus type such as Lentinus 
cladopus, Lentinus squarrosulus, Lentinus cyathiformis etc. 
which are classified as Lentinus Fr. Similarly the subgenus 
of Marasmius Fr. are grouped into type Marasmius Fr. 
Machine learning methods were used to identify the types. 
This is a binary class classification.  

The dataset contains a total of 127 features and 80 
samples. The datasets for the experimentation was divided 
into testing and training sets. The split is 66% for training 
and the rest for testing. The performance measure was the 

prediction accuracy of the test set. The mushroom dataset 
was classified using different classifiers, namely Rule based 
classifier ZeroR, classifier, SMO, AdaBoost and ADTree. 
We can see that the rule-based classifier accuracy was poor 
and SMO and ADTree showed 100% accurate results. 

TABLE II.  RESULTS OF DIFFERENT LEARNING MACHINE CLASSIFIER 

Method Accuracy% 

ZeroR 40.7407 

AdaBoost 96.2963 

SMO 100 

ADTree 100 

 
A ranking algorithm was then used to rank the dataset. 

The ranking method used was CfsSubsetEval and the 

selection was made using greedy stepwise algorithm. The 

output was a feature set of 20 features. The feature numbers 

of the best feature subset was {3,7,14,22,31,36,58,68,72, 

73,74,75,78,84,93,113,121,122,125,127}. Using this best 

feature subset and SMO classifier the results obtained are 

shown below. 

TABLE III.  SMO RESULTS OF BEST FEATURE SUBSET 

Method Accuracy% Confusion matrix 

SMO (using 

best feature 

subset) 

100 

 a     b 

 0    16 |  a = Lentinus Fr. 

11     0 |  b = Marasmius Fr.  

 

Now, using Ranker algorithm and 

ChiSquareAttributeEval method, all 127 features were 

ranked, for example, the 84th feature was ranked the highest 

or most important feature and 67th feature was ranked as the 

least important feature. We then use only the top twenty 

features ranked by the Ranker and run our learning machine 

classifier. The dataset was split into training (66%) and 

testing dataset (34%). The second line shows the output of 

SMO classifier using the top 20 features.  

TABLE IV.  RESULTS OF MUSHROOM DATASET 

Fea

tur

e 

TP 

rate 

FP 

Rate 

F 

Meas

ure 

ROC 

Area 

Mean 

abs 

error 

Relative 

abs 

 error 

Accura

cy% 

31 0.96 0.04 0.964 0.994 0.045 9.758   96.373 

30 0.96 0.04 0.964 0.994 0.045 9.758   96.373 

11 0.96 0.04 0.964 0.99 0.055 11.903 96.373 

10 0.95 0.55 0.953 0.988 0.058 12.416 95.336 

9 0.97 0.03 0.969 0.993 0.0562 11.974 96.891 

8 0.97 0.03 0.969 0.993 0.0562 11.974 96.891 

7 0.95 0.07 0.948 0.993 0.0591 12.591 94.818 

6 0.95 0.07 0.948 0.993 0.0591 12.591 94.818 

5 0.95 0.07 0.948 0.993 0.0607 12.941 94.818 

4 0.96 0.03 0.964 0.992 0.0581 12.384 94.818 

 

The critical dimension was found for the mushroom 

dataset. We can see from the table above that a critical 

dimension exists and is 7 features. We can see that when the 

experiment was run using top 6 features the accuracy drops 
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to 96.2963%. Hence, a critical number 7 can be assigned to 

this mushroom dataset using SMO.  

The above experiments show that a 100% accurate 

perditions result was obtained by means of a SMO classifier 

using the best feature subset and also using the same 

number of features as in the best feature subset, i.e., top 

twenty features. The dataset was analyzed to find the critical 

dimension and a feature set containing the top 7 features 

namely, Microscopic Context type (homoiomerous or 

heteromerous), presence of Annulus or partial veil, 

Macroscopic  Stipe Color, Microscopic Trama breath, 

Microscopic Cystidia Cheilocystidia shape, Macroscopic 

Pileus Shape, and Macroscopic  Stipe consistency was 

found to be the critical dimension of the mushroom dataset. 

The results of this paper are a breakthrough in mushroom 

identification for broader genus identification. 

The graph showing the critical dimension of the 

mushroom dataset is shown below. From the plot and the 

table, we observe that this dataset possesses an obvious 

critical dimension.  

Figure3. Mushroom dataset showing µ = 8 

CONCLUSION AND FUTURE WORK 

As we continue to explore the concept of critical 
dimension and seek to develop a more formal framework, 
we are also trying to study and verify the ramifications of 
this phenomenon. Clearly, a dataset that exhibits an obvious 
critical dimension indicates that it contains irrelevant 
features which can be eliminated, or that the dataset itself is 
not large enough or sufficiently representative of the 
problem’s whole input space to allow the construction of 
accurate models using learning-machine-based approaches 
(i.e., the inclusion of more data points may make the critical 
dimension disappear).  Experiments are also being carried 
out to study critical dimensions in relation to different 
learning machines and feature ranking methods, since it 
appears that the critical dimension of a dataset is dependent 
on both the adopted learning machine and the adopted 
feature ranking/selection method for mining the data.  It is 
believed that this research complements the research on 
feature ranking and selection in several aspects by 
addressing the question of how many features are essential 

in building, e.g., a learning machine classifier that delivers 
acceptable performance. Also, the existence of a critical 
dimension for a dataset indicates a measure of poor data 
quality and points to the opportunity of dimension reduction 
by eliminating useless or irrelevant features. 

We are creating a much larger dataset for the mushroom 
study to perform experiments on multiclass classification 
and to see if the results are as expected or as good as the 
binary classification. New dataset will be tested using the 
top 7 features given by experiments performed in this 
dataset. Sub genus identification and classification using 
data mining is the next step after multiclass classification 
experiments are carried out.  
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Abstract—Although many valuable visualizations have been
developed to gain insights from large data sets, selecting an
appropriate visualization for a specific data set and goal
remains challenging for non-experts. In this paper, we pro-
pose a novel approach for knowledge-assisted, context-aware
visualization recommendation. Both semantic web data and
visualization components are annotated with formalized visu-
alization knowledge from an ontology. We present a recommen-
dation algorithm that leverages those annotations to provide
visualization components that support the users’ data and task.
We successfully proved the practicability of our approach by
integrating it into two research prototypes.

Keywords-recommendation, visualization, ontology, mashup

I. INTRODUCTION

Visualization is a powerful way of gaining insight into
large data sets. Therefore, a myriad of visualizations have
been developed in recent decades. To bridge the gap between
data and an appropriate visual representation, models like
the visualization pipeline [1] have been developed and
implemented in numerous tools. As one part of this process,
the mapping of data to a graphic representation is critical be-
cause only small subsets of existing visualization techniques
are expressive and effective for the selected data in a specific
context. Generally, domain-specific data can be visualized
either using tools which were developed specifically for that
domain and use case, or using generic visualization systems.
The development of the former requires extensive knowl-
edge by visualization and domain experts, and is usually
costly and time-consuming. Thus, in many cases generic
visualization tools are preferable, because they are quickly
available and reusable in different contexts. Using such tools,
domain experts can directly get the information they need
out of their data. However, these tools typically require them
to select the visualization type and to specify the visual
mappings, which can be difficult because they often lack the
necessary visualization knowledge [2]. Knowledge-assisted
visualization can address this problem by representing and
leveraging formalized visualization knowledge to support the
user [3]. Suggesting automatically generated visualizations
to the user is one promising approach to aid domain experts
in constructing visualizations [2], [4].

Visualization
Knowledge

3)

Schema of
Selected Data

Event

Venue
hasName hasPrice

hasVenue

xsd:string xsd:float

1) 2)

Visualization 
Components

33% 50% 16%

Semantic
Visualization

Model

Recommendation

User,
Device, and
Task Models

4)

annotate describe

model for

use

Application

recommend 
mappings

integrate

Figure 1. Overview of our goal to recommend mappings of a data source
(1) to a visualization component (2) based on a semantic model utilizing
visualization knowledge (3) and context information (4).

Consider for example a semantic web data set comprising
a list of events hosted at different venues with varying
fees. A business user with less visualization experience
wants to get an overview of how expensive the events
are using his laptop. Thus, he selects a subgraph from a
semantic data set as shown in Fig. 1-1 containing two classes
(EVENT, VENUE) linked by a Property (hasVenue) as well
as two Data Properties (hasName, hasPrice). To map this
data to a compatible visualization component (Fig. 1-2),
a user needs visualization knowledge (Fig. 1-3). Context
information (Fig. 1-4) about the user (knowledge, skills),
his device (hard- /software capabilities) and his task (get
overview) must also be considered to create a successful
mapping. We strive for a generic recommendation approach
utilizing and understanding these different ingredients based
on a common semantic knowledge model to facilitate the
automated visualization process for different tools.

Our goal of creating a knowledge-assisted, context-aware
system which recommends visualization components in-
volves a number of challenges, which are addressed by this
paper. First, a formalized vocabulary for the interdisciplinary
visualization domain is needed. To this end, we have devel-
oped a modular visualization ontology called VISO. Second,
means to semantically describe visualization characteristics
of both data sources and visualization components must be
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provided. Therefore, we propose the linking and annotation
of semantic web data and component descriptors with con-
cepts of VISO. Third, appropriate visualization components
must be discovered for a certain set of data, which includes
the deduction of applicable mappings between data and
graphic representations. We present a discovery algorithm
which takes the aforementioned formalized visualization
knowledge and given user requirements into account to
search for compatible visualization components. Finally,
component candidates need to be ranked with regard to
the user, usage and device context, e. g., to consider user
language, screen real estate, and available plugins on the
device. We have developed a corresponding ranking algo-
rithm for the mappings, i. e., component candidates resulting
from the discovery. It explicitly takes into account the
visualization knowledge, assigned domain concepts, the user
and device context as well as optional criteria from the end
user to achieve a context- and task-aware rating. We show
the feasibility and practicability of our approach with two
prototype implementations: an Eclipse-based visualization
tool for semantic multimedia data and a mashup-based
visualization workbench called VizBoard.

The remainder of this paper is structured as follows. First,
we discuss related work in the fields of automated visu-
alization, semantic models for visualization, and semantic-
based component recommendation in Section II. Then, Sec-
tion III introduces our visualization ontology VISO in detail
and clarifies how it is applied to describe visualization
components and data sources. Afterwards, we present the
corresponding recommendation algorithm separated into dis-
covery and ranking in Section IV. Section V gives a brief
overview of the prototype implementations and discusses our
findings. Finally, in Section VI we conclude the paper and
outline future work.

II. RELATED WORK

The recommendation algorithm presented in this paper
builds on previous research in the three different research
areas (1) automated visualization, (2) semantic visualization
models, (3) mechanisms for semantics-based component
discovery and ranking. We will now discuss the state of
the art in those three areas.

A. Automated Visualization

Several automatic visualization systems have been de-
veloped to help users to create visualizations. They pro-
duce visualization specifications based on user-selected data
and implicitly or explicitly represented visualization knowl-
edge. We distinguish between data-driven, task-driven, and
interaction-driven approaches.

Data-driven approaches analyze the meta-model of the
data and potentially instance data to generate visualization
specifications. Mackinlay addressed the problem of how to
automatically generate static 2D visualizations of relational

information in his APT system [5]. It searches the design
space of all possible visualizations using expressiveness cri-
teria and then ranks them using effectiveness criteria. Gilson
et al. developed an algorithm that maps data represented
in a domain ontology to visual representation ontologies
[6]. Their visual representation ontologies describe single
visualization components, e. g., tree maps. A semantic bridg-
ing ontology is used to specify the appropriateness of the
different mappings. Our automated visualization approach is
similar to the one by Gilson et al. in that both data and vi-
sualization components are described using ontologies. The
main limitation of data-driven approaches is that they do not
take other information such as the user’s task, preferences
or device into account. Task-driven and interaction-driven
approaches usually build on the data analysis ideas present
in data-driven approaches, but go beyond them.

The effectiveness of a visualization depends on how well
it supports the user’s task by making it easy to perceive
important information. This is addressed by task-driven ap-
proaches. Casner’s BOZ system analyzes task descriptions
to generate corresponding visualizations [7]. However, BOZ
requires detailed task descriptions formulated in a structured
language and is limited to relational data. The SAGE system
by Roth and Mattis extends APT to consider the user’s
goals [8]. It first selects visual techniques based on their
expressiveness, then ranks them according to their effective-
ness, refines them by adding additional layout constraints
(e.g., sorting), and finally integrates multiple visualization
techniques if necessary. In constrast to SAGE and BOZ, our
algorithm is ontology-based to allow for reasoning and it
leverages device and user preference information.

Visual data analysis is an iterative and interactive process
in which many visualizations are created, modified and an-
alyzed [2]. Interaction-driven approaches consider either
the user interaction history or the current visualization state
to generate visualizations that support this process. Mackin-
lay et al. have developed heuristics that use the current
visualization state and the data attribute selection to update
the current visualization or to show alternative visualizations
[9]. Behavior-driven visualization recommendation monitors
users’ interactions with visualizations, detects patterns in
the interaction sequences, and infers visual tasks based
on repeated patterns [10]. The current visualization state
and the inferred visual task are then used to recommend
more suitable visualizations. Interaction-driven approaches
leverage implicit state information such as the interaction
history, but they consider neither task information that is
explicitly expressed by the user, nor user preferences or
device constraints.

In summary, while our work builds on many ideas from
automated visualization approaches, in particular the work
by Gilson et al. [6], it is extensible in terms of visualization
components, and it considers task, user preferences and
device capabilities. In contrast to generative approaches [5],
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[7]–[9], the strength of using visualization components is
that such components are optimized for the visual metaphor
they represent.

B. Formalizations of Visualization Knowledge

As shown in the previous section, automated visualization
requires one or more models to bridge the gap between data
and suitable graphic representations. In this regard, prevalent
approaches use different concepts, such as rules [8], heuris-
tics [9], and semantic models [6]. We share the view of
Gilson et al. [6] that semantic technologies are the methods
of choice today. They allow for capturing and formalizing
expert knowledge in a readable and understandable manner
for humans as well as machines. Therefore, they provide an
effective solution for automated recommendation. Further,
the current technologies facilitate an easy and dynamic re-
use of existing semantic models in new scenarios.

Actually, only few academic works have explored se-
mantic web technologies as means to capture visualization
knowledge for describing and recommending resources.
Duke et al. [11] were the first proposing the need for a
visualization ontology. Their promising approach captures
an initial set of concepts and relations of the domain
comprising data, visualization techniques, and tasks. Potter
and Wright [12] combine formal taxonomies for hard-
/software capabilities, sensory experience as well as human
actions to characterize a visualization resource. Similarly,
Shu et al. [13] use a visualization ontology to annotate and
query for visualization web services, with regard to their
(1) underlying data model and (2) visualization technique.
While the former is a taxonomy comprising various kinds
of multidimensional data sets, the latter builds on the data
module to classify the graphic representations. For our work,
their data taxonomy is not flexible enough as we need to
support graph-based data structures for example. Gilson et
al. [6] employ three dedicated ontologies to allow for auto-
matic visualization: The first one captures domain semantics
and instance data to visualize; the second one describes a
particular graphic representation; the final ontology contains
expert knowledge to foster the mapping from domain to
visualization concepts. In contrast, we allow for a more
flexible and generic linking of both sides by annotating
each with VISO concepts instead of the explicit, manual
creation of an additional ontology. Rhodes et al. [14] aimed
to categorize, store and query information about software
visualization systems using a visualization ontology as the
underlying model. Their approach facilitates methods for
specifying data, graphic representation, or the skill of users.

In summary, we share the goal of the works presented
above: defining a formalized vocabulary to describe and
recommend visualization resources. However, as we strive
for a context-aware recommendation we need a more com-
prehensive and detailed model that covers not only data and

graphical aspects, but also represent the user, his activity,
and device.

C. Semantics-Based Component Discovery and Ranking

When it comes to finding and binding adequate services
for a desired goal, such as visualizing semantic data as we
are, Semantic Web Services (SWS) tackle a very similar
problem. SWS research provides solutions for finding a
service or service composition that fulfills a goal or user
task based on certain instance data. Therefore, they employ
a formal representation of the services’ functional and non-
function semantics – usually based on description logics –
to facilitate reasoning. Based on this, they strive for the
automation of the service life-cycle including the discovery,
ranking, composition, and execution of services through
proper composition environments.

The discovery of suitable semantic services employs
either complete semantic service models, e. g., in OWL-S
[15] and WSMO [16], or semantic extensions to existing
description formats, as proposed by SAWSDL [17] and
WSMO-Lite [18]. The former top-down approaches are usu-
ally very expressive, but descriptions are complex and time-
consuming to build. The latter bottom-up approaches add
semantic annotations, i. e., references to concepts in external
ontologies, to WSDL. Even though the above-mentioned
solutions cannot be directly applied to our problems, e. g.,
due to their limitation to web services formats and de-
sign principles (stateless), we follow the idea by extending
a mashup component description language with semantic
references. Thereby, visualization components can be de-
scribed regarding their data, functional and non-functional
semantics, including references to formalized visualization
knowledge.

In SWS discovery, suitable services are searched based
on a formalized goal or task definition, which is usually a
template of an SWS description. Thus, the desired data and
functional interface is matched with actual service models.
The corresponding algorithms either use measures like text
and graph similarities, which restricts the applicability to
design-time, or determine the matching degree of services,
operations, etc., using logic relationships between annotated
concepts as in [19]. In contrast to SWS, we follow a
data-driven approach, in which semantically annotated data
forms the input for the discovery of suitable candidates. The
direct generation of SWS goals from a selected data set is
not feasible. Therefore, we individually match data types,
functional interface and hard-/software requirements with
and between data and visualization components based on
shared conceptualizations. Based on this measure, compati-
ble visualization components can be found.

Ranking of service candidates in SWS bears a number of
similarities with ranking visualization components for a cer-
tain data set. It is usually based on non-functional properties,
such as QoS and context information (user profile, device
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Figure 2. Overview of the VISO data module

capabilities). To this end, a number of sophisticated concepts
exist, e. g., for multi-criteria ranking based on semantic
descriptions of non-functional service properties [16] and
for context sensitive ranking [20]. Since these algorithms
are rather generic and work on a semantic, non-functional
level, they likewise apply to our concept space.

In summary, the discovery and ranking of candidate
services for a predefined goal in SWS research follows
a similar principle as our work. Yet, its solutions can
not be directly applied to our problems. For one, there
is a difference in component models, e. g., with regard to
statefulness of visualization components. Furthermore, the
discovery of visualization components can not be based on
predefined, formalized goal descriptions, as it basically de-
pends on semantic data which is annotated with visualization
knowledge. For the annotation of visualization components
with semantic concepts though, we can apply the ideas
of SAWSDL and WSMO-Lite to the component descrip-
tions. To link semantic data with visualization components,
a shared conceptualization of visualization knowledge is
needed. Therefore, the next section presents VISO.

III. VISO: A MODULAR VISUALIZATION ONTOLOGY

The foundation of our visualization recommendation ap-
proach is a formalized, modular visualization ontology
called VISO [21]. It provides a RDF-S/OWL vocabulary
for annotating data sources and visualization components,
contains factual knowledge of the visualization domain, and
serves as a semantic framework for storing contextual infor-
mation. Altogether, it serves as a bridging ontology between
semantic data and visualization components by offering
shared conceptualizations for all four mapping ingredients
shown in Fig. 1. Details of VISO and its development are
described in [21]. The seven VISO modules (data, graphic,
activity, user, system, domain, and facts) represent different
facets of data visualization domain. They refer to each other
and to existing ontologies as needed. VISO modules can be
extended to accommodate new concepts.

1) Data: Fig. 2 shows the data module which contains
concepts for describing data variables and structures for
visualization purposes. While all concepts are employed to
describe visualization components, those with dotted lines
are also used to annotated semantic data. The vocabulary
is especially need at component-side to describe possible
input data in a generic manner as the most of visualiza-

tions allow for representing domain independent data. For
example, a simple table may visualize data about hotels,
cars, or humans. Using this vocabulary, we specify only
the data structure and characteristics. As can be seen, a
DATA SCHEMA consists of ENTITY and RELATION concepts.
The latter represent links between ENTITY concepts like
an OWL Object Property. Both ENTITIES and RELATIONS
can contain DATA VARIABLE concepts, whose equivalent in
OWL space is a Data Property. For example, the semantic
data model of a table visualization component would be
represented as one ENTITY concept with several DATA
VARIABLES for every column. Further semantics, e. g., the
SCALE OF MEASUREMENT and CARDINALITIES – specified
using built-in OWL constraints – can be defined on the DATA
VARIABLE concepts (cf. Fig. 2) to constrain its, e. g., its
scale. By linking the concepts from the data module to the
VISUAL ATTRIBUTE concepts from the graphic module, we
bridge the gap between data attribute and visual elements
and properties.

2) Graphics: The graphics module conceptualizes the se-
mantics of GRAPHICAL REPRESENTATIONS and their parts,
e. g., their VISUAL ATTRIBUTES. Concrete graphical rep-
resentations, e. g., scatter plot and treemaps, and concrete
visual attributes such as hue or shape are contained as
instance data. The concepts from the graphics module are
used to semantically annotate visualization components and
to define visualization knowledge in the facts module.

3) Activity: The activity module models user activity in
a visualization context. It builds on the ontology-based task
model by Tietz et al. [22], which distinguishes betweens
high-level, domain specific TASKS and low-level, generic
ACTIONS, similar to the distinction made by Gotz and Zhou
[23]. We have extended the action taxonomy of Tietz’s task
model by separating data- and UI-driven ACTIONS, and by
formalizing ACTIONS from the visualization literature such
as zoom and filter. This enables the fine-grained annotation
of interaction functionality in visualization components.

4) User: The user module formalizes user PREFERENCES
and KNOWLEDGE. Users can, for example, have PREFER-
ENCES for different GRAPHICAL REPRESENTATIONS, and
their visual literacy can differ. As manifold context models
for users, their characteristics and preferences, already exist
those can be seamlessly integrated and used here.

5) System: The system module facilitates the description
of the device context, e. g., installed PLUG-INS or SCREEN
SIZE. It also allows us to annotate a visualization component
with its system requirements. Again, sophisticated models
for device characteristics and context exist, which were
reused or integrated in this module. As an example, we
borrow concepts from the CroCo ontology [24], which
combines user, usage, system, and situational context from
different existing works developed by academia.

6) Domain: Many visualizations are domain-specific, and
thus it is important to consider the domain context during
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Figure 3. Description of a treemap visualization in VISO.

visualization recommendation. However, it is not feasible
to model all possible visualization domains. Instead, we
support linking to existing domain ontologies. A DOMAIN
ASSIGNMENT links VISO concepts, e. g., a DATA VARIABLE
(cf. Fig. 2), to concepts from specific domain ontologies.
As this assignment is usually created automatically during
data analysis, it can be qualified with a probability value
reflecting its accuracy. Thus, the analysis of a data source
with ambiguous Properties, such as typeOfJaguar and type-
ofApple, will result in multiple domain assignments with
probabilities below 1. In contrast, a Data Property hasPrice
from our motivating example could be annotated with price
and a probability of 1. A visualization component supporting
DATA VARIABLE annotated with the more general concept
value could be inferred as a possible mapping.

7) Facts: The visualization recommendation also de-
pends on factual visualization knowledge to select suitable
visualizations. Thus, we formalized knowledge from the in-
formation visualization community, e. g., verified statements
such as “position is more accurate to visualize quantitative
data than color” [25], to make it machine-processable. These
rankings and constraints are formalized in rules in the Facts
module. These rules use of the vocabulary of the other
VISO modules in their conditions part, e. g., SCALE OF
MEASUREMENT (quantitative) and the VISUAL ATTRIBUTE
(position, color) for the mentioned example. If the condi-
tions are matched, a rating is assigned to the corresponding
visualization component description.

To give a more practical insight, the following example
explains how a treemap visualization is described using
VISO (see Fig. 3). First, the hierarchical data structure of
the treemap is specified. At the top level, a Node ENTITY
represents the whole treemap. It can contain Leaf ENTITIES
and Node ENTITIES. The label and size variables of Leafs
can be configured. They are annotated with visualization
semantics, e. g., the SCALE OF MEASUREMENT for the label
variable is nominal and the ROLE of the size variable is
dependent. Further domain semantics could be added to
the variables, e. g., WordNet (http://wordnet.princeton.edu/)
concepts such as value. In addition to the data structure
and the variables, more general semantics such as the kind
of GRAPHIC REPRESENTATION (treemap), the LEVEL OF
DETAIL (overview) and possible ACTIONS (select, brush) are
defined for the entire visualization component.
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Figure 4. Overview of the recommendation algorithm.

In order to facilitate the construction of visual mappings,
VISO is used to annotate visualization components and
semantic web data. In the latter case, we annotate only
RDF Properties on a schema level. RDF Properties hold
the data that will be visualized, e. g., literals and relations,
whereas RDF classes assemble such properties and do not
provide additional information that would be relevant for
visualization. Similarly, annotations are made on the schema
level, because instance data annotation would be redundant.
Consider our motivating example (see Fig. 1-1), comprising
the Property hasPrice. Because the Property has the RDFS
Range xsd:float, the required DATA TYPE is already defined
and the SCALE OF MEASUREMENT is quantitative. The
number of distinct values (CARDINALITY) and the overall
number of values (QUANTITY) can be extracted from the
instance data. While a DOMAIN ASSIGNMENT is not manda-
tory, it could be applied, e. g., to price from the WordNet
vocabulary.

In summary, VISO models the concepts required for
data visualization. It is used to annotate data, to describe
visualization components, to represent context and factual
knowledge. Together, these different pieces are the founda-
tion of our visualization recommendation algorithm.

IV. VISUALIZATION RECOMMENDATION ALGORITHM

The visualization recommendation algorithm creates an
ordered list of mappings to visualizations components for
the selected data (see Fig. 1-1). It considers contextual
information (e.g., device, user model) as well as knowledge
about the full data source. While the user model and device
are mandatory inputs, visualization specific information like
the required LEVEL OF DETAIL or the requested kind of
GRAPHICAL REPRESENTATION can be provided as optional
constraints.

The algorithm consists of two separate steps: discovery
and ranking (see Fig. 4). Both steps leverage semantic
knowledge formulated as VISO concepts (see Section III).
In the discovery step, potential mappings between data and
widgets are generated based on functional requirements. The
resulting visualization set is then sorted in the ranking step
using the formalized visualization knowledge and domain
concepts, as well as by contextual and visualization specific
information.
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A. Discovery of Mappings

The discovery algorithm generates a set of mappings from
the selected data to visualization components (see Fig. 4).
First, potentially applicable widgets are identified and non-
applicable components are ruled out (pre-selection), since
limiting the set of available visualization components early
improves the overall algorithm performance. To be applica-
ble, a widget has to (1) be compatible with the target device
(e. g., required PLUGINS must be available), (2) support
the number of selected Data Properties, and (3) support
visualization and task specific requirements (e. g., showing
an overview), if specified by the user. As can be seen, these
constraints don’t relate to data structure or semantics of the
data variables, yet. Semantic matching is carried out with
the resulting component candidates in the following step.

Second, semantics, e. g., the SCALE OF MEASUREMENT,
DATA TYPE, and QUANTITY (Fig. 2) of the selected Proper-
ties are fetched (gathering semantics). For example, the
DATA TYPE xsd:float or the SCALE OF MEASUREMENT
quantitative of the property hasPrice (see Fig. 5-3)) would
get retrieved. This semantic information about the Properties
is used in the next steps.

Third, we generate generic data schemas, which are
then used to query for mappings. We distinguish between
tabular and graph-based DATA SCHEMAS. TABULAR DATA
SCHEMAS contain one ENTITY with several DATA VARI-
ABLES (Fig. 5-1). GRAPH-BASED DATA SCHEMAS contain
two or more linked ENTITIES, each containing zero or more
variables (Fig. 5-2).

If a single class has been selected, a TABULAR DATA
SCHEMA is chosen and an ENTITY is created for that class.
For every selected Data Property of this class, a DATA
VARIABLE with the semantic information (that was retrieved
in the previous step) is attached to the ENTITY.

If several classes have been selected, we generate both
a tabular and a graph-based DATA SCHEMA. For the TAB-
ULAR DATA SCHEMA, a single ENTITY gets created. For
any selected Data Property from those classes, a DATA
VARIABLE with the semantic information is attached to the
single ENTITY. This reduces the graph-based data structure
to a tabular structure. For example, consider the data shown
in Fig. 5-3. The algorithm would create one ENTITY with
two DATA VARIABLES. The first DATA VARIABLE would rep-
resent the semantics of hasName, e. g., the nominal SCALE
OF MEASUREMENT, and the second DATA VARIABLE would
represent hasPrice. The GRAPH-BASED DATA SCHEMA gets
generated as follows: Beginning with a class from the input
data, e. g., Event in Fig. 5-3, an ENTITY is created. Similar
to the other cases, DATA VARIABLES and their semantics
are attached to this ENTITY for the selected Data Properties
linked to the class. Next, for each Object Property connected
with the class, a RELATION gets generated. If the target
class for that RELATION has not been processed yet, it is

created and processed in a similar way. This depth-first
processing continues until the current part of the input graph
is completely traversed. If there are multiple unconnected
classes in the input, the algorithm continues with those
until all graph components are processed. For example, the
algorithm would generate the DATA SCHEMA illustrated in
Fig. 5-4 by processing the input data structure shown in
Fig. 5-3.

Fourth, the mappings are generated by querying the se-
mantic representations of the pre-selected components with
the generic DATA SCHEMAS that were computed in the
previous step (query for mappings). The mappings include
permutations of DATA VARIABLES with similar semantics,
and thus the number of mappings may be higher than the
number of existing components. Using the data structure
generated by the algorithm for the example shown in Fig. 5-
4, both the scatter plot (Fig. 5-1) and the treemap (Fig. 5-
2) would fit on the level of data structure. However, only
the treemap is a suitable mapping due to the annotated
semantics which are also employed by querying. The scatter
plot is not suitable because it has two quantitative DATA
VARIABLES where both a nominal and a quantitative DATA
VARIABLE are required. The generated set of mappings from
the selected data to the visualization components is ranked
in the next part of the algorithm.

B. Ranking of Mappings

The ranking step of the algorithm sorts the visual map-
pings that were generated by the previous discovery step.
While the discovery step identifies valid mappings and
visualization components that satisfy functional criteria, it
does not take their effectiveness into account. To sort the
mappings by their effectiveness, the ranking step applies
factual visualization knowledge, domain assignments and
contextual user and device information.

1) Factual Visualization Knowledge: The factual visu-
alization knowledge (see Section III) is defined by a set
of rules which consist of a condition and a rating. The
conditions are specified using the VISO vocabulary for the
visualization components. For each widget, the ratings of
all rules that are met are added to its specification. During
runtime, the arithmetic mean of all ratings rvi is calculated
for the discovered component of each visual mapping. For
example, we formalized rules to rate the appropriateness of
visual encodings for quantitative data [25]. The quantitative
DATA VARIABLE of the treemap (Fig. 5-2) is rated with 0.5
as it employs “only” size and not position.

2) Domain Assignments: Domain concepts from various
ontologies are assigned to both the data input and the
visualization components with a certainty value (see Section
III). For each pair of input Property and DATA VARIABLE
of the visualization component, we calculate a semantic
similarity rating between 0 and 1 (e. g., using [26]), if they
both have a domain concept assigned with a certainty greater
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Figure 5. Comparison of the data structure and the annotation between 1) a scatter plot, 2) a treemap, 3) user’s selected data, and 4) a generic equivalent
of the selected data.

than 0. The final rating rdj is the product of the semantic
similarity and the arithmetic mean of both certainties. In
our example (see Sect. III), we used value and price from
WordNet to annotate the quantitative DATA VARIABLE of the
treemap and the Property hasPrice from our data set, each
with a certainty of 1. Using [26], we get a rating rd=0.9094.

3) User and Device Information: The rules for the
context-based rating rc are part of the knowledge base and
use the VISO vocabulary, similar to the factual visual-
ization knowledge. The rules are executed during runtime
and employ the above mentioned identifiers of users’ and
their device context models. For example, we construct
a SPARQL-based rule that counts the use of different
GRAPHIC REPRESENTATIONS, like treemaps or scatter plots.
This rule assigns a rating rck between 0 and 1 to the visual
mappings.

The three different kinds of rating are combined using an
arithmetic mean. The overall rating has a range between 0
and 1. We weight all three rating types equivalently for two
reasons. First, the assignment of a (quantitative) rating is
often subjective. Second, a profound user study is needed
to evaluate the impact of each knowledge base in users
visualization selection process what will be future work. As
x, y, and z are the number of each kinds of rating, the overall
rating R for each mapping is calculated in terms of

R =
1

3

 1

x

x∑
i=1

rvi +
1

y

y∑
j=1

rdj +
1

z

z∑
k=1

rck


The list is ordered based on the combined ratings R for

each mappings. This ranking could be used to automatically
display the top mapping to the user as a visualization, or, as
in our approach, to let the user pick one of the top n ranked
visualizations. We next discuss our implementation of the

visualization recommendation algorithm in two research
projects.

V. IMPLEMENTATION AND DISCUSSION

To realize the concepts discussed above, we first de-
veloped VISO as an open, modular ontology (available at
http://purl.org/viso/) based on OWL DL. It is comprised of
concepts, properties and instance data from the visualization
domain, as well as factual knowledge modeled using Jena
Rules (http://jena.sf.net/). Details on the design process and
decisions can be found at [21].

We then implemented our generic recommendation ap-
proach and integrated it with two existing research projects:
KIMM [27] and CRUISe [28]. The algorithms build on Jena
to manage all semantic models and employ SPARQL 1.1 to
query the knowledge bases and to create the mappings.

Within the frame of K-IMM, we enhanced the Eclipse
RCP-based application Sim2 which allows for visualizing
RDF-based multimedia data. With a wizard we enable users
to select classes and properties from theirdata set for vi-
sualization. Since all views are semantically annotated with
concepts from VISO, this input can be used for our discovery
algorithm, which recommends suitable visualizations for the
selected data. Since Sim2 neither tracks nor uses any context
information, this integration was limited to the discovery.
The context-aware rating was omitted in this prototype. In
this prototype, the discovery mechanism, which relies only
on functional and objective matching, was able to identify
suitable visualizations.

Our approach is also an integral part of VizBoard, an
information visualization workbench for semantic data based
on the mashup platform CRUISe. CRUISe facilitates the
dynamic, context-aware composition of mashups from dis-
tributed web resources. Hence, it builds on a universal
component model which includes semantic descriptors. We
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encapsulated a number of well-known visualizations, includ-
ing several from the Protovis library [29], and employed the
descriptors to realize the annotation with VISO concepts.
The discovery and ranking algorithms were integrated as
part of a multi-step wizard, which results in the context-
aware recommendation of suitable visualization components
as basis for a mashup UI. Using this implementation, we
could also evaluate our ranking algorithm. Even though it
performs as expected, more work is needed for two reasons.
First, we build on visualization knowledge, e. g., the expres-
siveness of visual attributes for quantitative data, that reflects
the current state of knowledge in the field of information
visualization. However, due to limited empirical evidence
and different expert opinion, some of the current guidelines
are not accepted and could change in the future. Second, user
studies to identify the impact created by the visualization,
domain, and context knowledge in the visualization process
could improve the weighting of these three components.

As with many search mechanisms, defining the goal
of the visualization selection process is challenging. We
argue that the query creation should allow for defining
requirements and options, e. g., “I like to visualize A and
B, and C if possible”, in an uncomplicated way. Hence, a
sophisticated user interface should assist the user during the
goal definition. Furthermore, our discovery algorithm needs
to be extended to support optional input.

A limitation of semantic approaches like ours is the need
of descriptions respectively of annotations. Thus, it is up
to component authors and data providers to augment their
components/data using the VISO concepts correctly. In this
regard, adequate tool support would be beneficial.

VI. CONCLUSION AND FURTHER WORK

Selecting an appropriate visualization for a specific data
set in a specific scenario remains challenging for non-
experts. Therefore, we have presented a context-aware and
knowledge-assisted approach to recommend suitable visual-
izations for semantic web data. Its foundation is the modular
visualization ontology VISO which provides the vocabulary
to annotate both data sources and visualization components.
Based on these shared concepts from the visualization do-
main, our recommendation algorithm covers both discovery
and context-aware ranking of suitable graphic representa-
tions: First, possible mappings from data to visual encodings
are identified using the selected data, its semantics, and other
functional information. Then, quantitative ratings for each
mapping are calculated with respect to visualization knowl-
edge, domain concept relations and context information.

As our implementations shows that the approach can
recommend visualization components based on semantics
from different sources, the discussion shows some directions
for future work. We will investigate a tool for the semi-
automatic annotation of visualization semantics for semantic
web data. We are also planning to conduct a user study

to identify and model the interdependencies between the
knowledge bases employed within the ranking. To enhance
users interactive selection of data, task- and visualization-
specific input for the algorithm, we are working on a faceted
browser which will distinguish between requirements and
weighted optional criteria.
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Abstract — In this research, by developing a learning support 

system for medical services, we will establish an approach that 

supports medical profession novices to improve proficiency 

understanding patient-centered medical services. Using an 

ontology in this paper, as a first step of the project, we 

organized a learning model which promotes reflective learning 

of the case-method for medical service education. As an 

implementation of the learning model, we established a 

learning environment that support learners to reflect on their 

thinking process in their experiences by a learning strategy 

which consists of three case-writing phases: the description 

phase, the cognitive conflict phase, and the knowledge building 

phase. 

Keywords-Thinking skill; Case-Method; Ontology; Medical 

Service Education. 

I.  INTRODUCTION 

There are always many difficult problems continually 
appearing from various viewpoints in medical practice. 
Actually, medical staff always feels a vague anxiety that 
their dedicated efforts could not catch up with the increasing 
problems. Moreover, to provide high quality medical 
services that can respond to the various and high-degree 
increasing patients' demands is becoming an important and 
urgent issue in medical service practice. The subjects in 
medical service education in a broad sense include both the 
medical knowledge/skills for the medical diagnosis or the 
treatment and the interpersonal skill to facilitate the prompt 
and smooth implementation of medical services. In this 
research, we focus on the latter as the matter of medical 
service sciences in a narrow sense, while we address the 
former as the matter of "medical education" and will not be 
deeply involved in it. 

We believe that the service science approach can make a 
contribution to establish a methodology to improve the 
quality of Medical Services in a narrow sense. One of the 
pioneers in the field of Service Science, Yoshikawa has 
proposed that the model for service improvement is that the 
knowledge circulation of intellectual collaboration by the 
persons concerned in the service promotes to create and 
refine the service knowledge. Moreover, he implies that the 
knowledge circulation will cause the ideal of societal 
innovation [1]. In the medical viewpoint, we think it is 
necessary to refine the education approaches for supporting 
the medical knowledge circulation by improving the medical 

practitioners’ thinking ability to collaboratively create and 
refine a medical service knowledge. 

In this research, by developing the learning support 
system for medical services, we will establish an approach 
that supports the medical profession novices to improve their 
proficiency in understanding patient-centered medical 
services. The current goal of this research is to make a 
rational learning model for medical service education and try 
to establish a methodology to create design loop for medical 
service educational program development but not to make 
strong contributions to technological medical service 
education. 

II.  DIFFICULTIES IN MEDICAL SERVICE EDUCATION 

In  recent medical practice, the traditional apprenticeship-
style on-the-job training system, so-called of, “seniors train 
novices strictly on the job” is vanishing gradually because of  
mental resistance for novices to accept the evidence-lacking, 
experience-based guidance of implicit medical service 
knowledge from seniors. Moreover, newcomers who have 
poor insight and sensitivity to people are increasing, and 
there appears to be an increasingly pronounced tendency for 
the medical staff to be unable to learn medical service 
knowledge or skills to understand patients’ minds through 
communication with other medical staff.  

Difficulty of problem formulationComplexity of object problems

Difficulty of theory application

Low explicitness of theory

Complexity of selection
criteria to hypothesis

Low explicitness of learning 
objective

Difficulty of generalizing 
experience

Difficulty of learning skill of
self reflection

Lack of representation of
thinking process

Difficulty of making rhetorical 
discussion

Difficulty of learning thinking

Characteristics Difficulties of Learning

Complexity of psychological
characteristics of  patients

 
Figure 1.  Characteristics of medical service and difficulties of learning 

the knowledge required for it 

For example, when a novice nurse takes charge of 
pediatrics, he may be puzzled by the complexity of 
emotional engagement between the child patients who are 
weaker than himself, their parents who are exceptionally 
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anxious about their children’s health and the doctors who 
conduct medical treatment. In order to have an acute insight 
into the complex structure of emotional engagement, it is 
necessary to have a rich sensitivity for understanding others’ 
minds and, a rational attitude of the acceptance of and 
respect for the immature hearts of the pediatric patients. That 
is typical tacit knowledge which is not easy to acquire for 
novice medical staff.  

For the purpose of developing medical human resources 
with higher cognitive ability as shown in Figure 1, a variety 
of educational methods to foster the tacit knowledge or tacit 
skill by coaching the thinking process has been offered to the 
medical staff. For example, in the field of nursing education, 
teaching approaches such as clinical conferences, reflective 
journals, narrative methods, case-method, etc. are conducted 
on a routine basis at many hospitals. However, in such a 
practical learning environment, it is said that the major 
difference between the learners who can learn what should 
be learned and the learners who cannot learn very well 
comes from differences in learners' sensibility or insight to 
others' minds. Moreover, even though learners have 
successfully taught tacit knowledge in the practical learning 
environment, most of them face more serious difficulties to 
assimilate the knowledge to their own existing knowledge 
and organize it as general knowledge to be applicable to  
future similar situations. The difficulties are caused by lack 
of the experience of making “thinking about others’ minds” a 
subject for meta-level logical thinking, while most people 
guess others’ minds only by intuition. Therefore, to foster the 
ability of meta-level logical thinking seems to be 
accompanied by an essential difficulty caused by the 
essential nature of humanity. In addition, the complexity of 
the matters of minds, the low explicitness of theory, the 
complexity of selection criteria for hypotheses, a lack of 
representation of thinking process, etc., make it difficult for 
novices to learn the knowledge required for medical services 
(Figure 2). 

Case-method

Reflective journal

Conference

Narrative method

Education Methods Being 
Practiced

Skills building of problem 
formulation

Development of argument 
skill

Skills building of knowledge
generalization and systematization

Development of meta-cognitive 
ability

Development of problem 
solving

Purposes of Development

 
Figure 2.  Fostering tacit knowledge/skills by coaching-thinking process 

In this research, we focus on the case-method as an 
approach to Medical Service Education. One of the 
educational principles behind the case-method in business 
management education is “if you want to teach how to deal 
with a new problem that you have not yet experienced, we 
should teach them how to think. In fact, the ability of 
thinking about thinking and the ability of dealing with new 

problems can be regarded as different issues in principle but 
they are completely the same issue in practice.” [2]. 

III. OVERVIEW OF CASE-METHOD 

In the case-method, in order to acquire “skills to deal 
with new problems that have not been experienced yet”, the 
learners are assigned the task to think how to deal with the 
"real" problems that have occurred in their own practices and 
write their thoughts and behavior to cope with the problems 
as "cases". Then, they join a group discussion on the case 
with other learners to investigate the validity of their own 
thinking process from various viewpoints and co-create new 
solutions to the “real” problem. Through these learning 
experiences, they learn the learning ability to deal with 
highly-non-deterministic and highly-complex practical 
problems [2]. 

The actual flows of the case-method in business 
management education are as follows: (1) the instructor 
distributes the prepared case materials to the learners in 
advance. (2) The learners organize the contents of the case to 
analyze and identify the core issues. The analysis should be 
made based on the facts in the case, the assertion inferred 
from the facts, insight into the thinking processes of the 
agents in the case, and the learners’ own knowledge. (3) 
According to the analysis, they think out their own solutions 
to the problem. After that, (4) the learners join the discussion 
on the validity of each learner’s solution, where the 
instructor will not join the discussion actively but just raise 
the topic to be discussed and lead the flow of the discussion 
[3]. 

When designing learning materials for the case-method, 
it is necessary to (1) write down the events that actually 
occurred, (2) to consider how the learners think about the 
case and how they will discuss it. Therefore, it is essential 
for a case-writer to be able to estimate how learners think or 
how their discussion goes on from the deep understanding of 
written issues on the case [4]. 

A.  Learning in Case-Method 

In the survey paper on the argument study, Maruno and 
Tomita [5] claim that most researchers focus on the 
argumentative skills to examine the rationality or validity of 
information or knowledge used in the discussion. On the 
other hand, the skills to produce or externalize ideas in the 
discussion have not been studied in the research field. 
However, based on the empirical and the theoretical research 
so far, the former skills cannot be acquired without the latter 
ability. It implies that by participating in activities in which 
the latter skills in required repeatedly, the former skills can 
be acquired. 

Moreover, they support the Kuhn(1991) model of 
internal thinking process as a dynamic internal dialogue base 
on Billig’s idea that “people engaged in problem solving or 
decision making, try to make the best judgment of selecting 
one from some possible options by justifying each of them 
from many different viewpoints and comparing the 
justifications to the options” [6] [7]. The reason why they 
strongly rely on Kuhn’s model is that the model shows clear 
socio-cultural explanation of how the argument guides the 
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thinking process, which is, one regards 
the thinking developing process as a more 
dynamic and clarifies the tight 
relationship between individual internal 
process of thinking and social process of 
thinking such as exchanging position with 
others and the individual process. 

Standing on this viewpoint, the case-
method can be used as a concrete 
educational approach for learning internal 
dialogue. On the other hand, it is difficult to learn the 
dynamic internal dialogue associated with social interaction 
for the reason (shown in Figure 1) that particularly higher 
cognitive ability is required. In our research project, in 
parallel, we have been developing an educational program 
that can reduce the learner’s load in learning the association 
between internal dialogue [8] and social interaction [9]. 

B. Learning by Designing Case Learning Materials 

Ito proposed, by analyzing of effect of the verbalization 
as a learning strategy, a model of learning goals achievement 
by verbalization as an integrated model of three learning 
mechanisms, that is, tutoring that focuses on the learning 
effect of the teaching activities, self-explanatory quality 
(nature?) of learning activities, and collaborative learning 
among learners [10]. 

We believe that learners can be active entities who can 
find a meaningful entity for the goal of knowledge 
acquisition by themselves, and they can achieve the goal by 
externalizing their self-explanatory of their thinking process 
to other learners. The externalization processes consist of the 
two phases of the knowledge description phase, and 
knowledge building phase and the cognitive conflict can be 
bridging activities of the two phases as shown in Figure 3. 
We will discuss the three phases in detail below. 

The description phase is an iteration of the internal 
learning activities to achieve the goal of verbalization by 
externalizing one’s thought in his own experiences. The 
cognitive conflict is a trigger cognitive process for learners 
to go into the knowledge building phase by facing the 
conflict states (realization of cognitive gap among learners’ 
mental models, cognitive differences with other learners, or 
errors in their knowledge) through the verbalization of their 
thought and interaction with others. And then, in the 
knowledge building phase, the learners aim at achieving 
the goal of resolving those conflict states. The goal of 
verbalization in the knowledge building phase is to resolve 
the conflicts and is essentially different from the goal of 
verbalization in the knowledge description phase. This goal 
achievement model can be regarded as a learning model 
that includes the model of thought for dynamic internal 
dialogue mentioned above. 
As mentioned at the beginning of this chapter, the design of 
case materials requires: (1) writing the case, (2) preparing 
the content that should be considered and the set of branch 
points for discussions. In this research, we aim at 
developing learners’ meta-cognitive skills by imposing the 
design tasks of case-method learning materials on the 
learners and promoting cognitive interaction with others. 

Figure 3.  A goal-attainment model of verbalization as a learning strategy 

In particular, as an educational program for the medical 
professions (the nurses in this paper), we developed a 
learning environment for realizing a model of learning goals 
achievement by verbalization. Using the environment, the 
nurses write down (the description) their own thinking 
process in their experience as cases, guess others’ different 
thoughts, find a cognitive conflict from the thoughts and try 
to resolve the conflicts by building new knowledge [11] [12]. 

IV. ENVIRONMENT SUPPORTING LEARNING IN DESIGN 

LEARNING MATERIALS 

In Figure 3, in the learning strategy, learners engage with 
verbalization activities in the description phase and the 
knowledge building phase, and the activities are externally 
observable at the behavioral level. Meanwhile, the activities 
of making goals, plans, cognitive conflicts, resolving 
conflicts etc., are not externally observable internal cognitive 
activities. 

Since those activities are relatively abstract and 
ambiguous, it is difficult for the learners to achieve the 
learning goals. The difficulties of learning shown in Figure 1 
can also be considered as a reason for this ambiguity and 
abstraction. Our idea of a learning model to reduce the 
cognitive load for learners to achieve the learning goal is to 
provide an easy-to-use environment to support learners to 
reflect their thinking process in their medical services 
practices. The ontology for patient psychology, medical 
services, thinking activities and learning activities are 
incorporated in the environment. And a user-friendly 
interface for writing case learning materials is provided. 

 

Figure 4.  Thinking skill ontology (partial) 
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Figure 5.  An example of thinking representation in case learning material 
designing 

V. THINKING REPRESENTATION IN CASE DESIGN 

Figure 4 shows an overview of a part of the ontology for 
the thinking process in medical services [8]. Using the 
concepts in the ontology, the learners externalize the 
reflection of their thinking process in their experiences in the 
graphic representation as shown in Figure 4. 

Figure 5(A) shows the reflection description of thinking 
in one’s own experience and Figure 5(B) shows its graphic 
representation. The square nodes represent the assertions and 
the elliptic nodes represent thinking activities such as 
“hypothesizing”, “finding cause and effect” and so on. 
Figure 5(C) shows the estimated thinking process of another 
nurse with a different stance from the learner. Figure 5(D) 
shows the intended issues (cognitive conflict) to be discussed 
in the case materials, where a nurse wanted to provide more 
care, but the patient resisted out of pride, even though this 
added to the burden of the family in caring for the patient. 
Meanwhile, she guesses that there may be a nurse who thinks, 
on the assumption of “care priority”, that she should provide 
more care to the patients even though it may cause strong 
stress on the patient’s mind. Then the learner investigated the 
advantages and disadvantages of the results of different 
assumptions. 

Associating with the discussion in the previous chapter, 
(B) the visualization of one’s own self-reflection can 
correspond to the description phase. And (C) according to 
the assumptions at different standpoints, (D) the discussion 
set up can correspond to the evocation of knowledge 
building by cognitive conflicts. 

VI. LEARNING ENVIRONMENT FOR THINKING PROCESS 

TRAINING IN MEDICAL SERVICE EDUCATION 

Boud (1985) claims reflection is needed at various 
points: at the start in anticipation of the experience, during 
the experience as a way of dealing with the vast array of 

inputs and coping with the feelings that are generated, and 
following the experience during the phase of writing and 
consolidation [13]. 

Combining the learning strategies based on the goal-
attainment model of verbalization (Chapter 3) and the 
thinking representation in case design (Chapter 4), we 
developed a learning environment that can conduct the 
externalization of thinking processes using a model of 
thinking process for self-dialogue consists of three phases, 
where the learners are required to be able to conduct high 
quality thinking for self-dialogue which, to describe high 
quality reflection on ones' own thinking, to find meaningful 
conflicts, and to create high quality knowledge in order to 
overcome the conflicts, by continuously developing their 
ability using tags. 

For the different purposes, we have designed two 
separate thinking representations for the learning 
environment. One is the text representation. In medical 
practice, medical professions are used to writing documents 
with a similar form of representation, such as the electronic 
medical records. The other is the graphical representation 
that provides a learner with an easy-to-reflect overview of 
the logical structure of the thinking process. 

We have developed two thinking support tools, Sizhi and 
Wuzhi, which correspond to the two representation forms. 
Moreover, in order to integrate these two forms of 
representation, we have been developing a bidirectional 
transformation mechanism between these two 
representations. 

Figure 6.  Description phase in Sizhi 

Figure 6 shows an example of a case written by a nurse 
with Sizhi. As shown in the figure, there are three tabs that 
correspond to the description phase, the cognitive conflict 
and the knowledge building phase in learning strategies. 
Each line consists of a statement ID (number), a Sizhi tag, 
and statement, and may have an additional tag and ID that 
refer to the logical foundation of the statement in the line. 
The tags play an important role in encouraging learners to be 
aware of the logical structure of their own thinking process. 
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Figure 7.  Description phase in Wuzhi 

For Sizhi, we will use the thinking ontology mentioned in 
the above section to clarify the constituents of thoughts, and 
the learner is required to express the thinking processes using 
a set of tags as a framework to express the structure of 
thinking. The set of tags is designed for nurses to reflect on 
their thinking process for self-dialogue and consists of nine 
tags: fact (patient), fact (medical), policy/principle, 
assumption, decision, medical decision, conflicts, reflect and 
resolve. The nurses’ learning task in the case writing is to 
reflect on their own thinking process in nursing patients and 
clarify the structure of the thinking process using the tags. 

The most important aspect in designing Sizhi is for 
learners to clearly write their own cases by reflecting on their 
thinking process using Sizhi tags, and reflect on the thinking 
process to find meaningful conflicts. To promote learners to 
gain deep insight into conflicts, for instance, Sizhi 
encourages learners to find conflicts between the statements 
with the policy/principle tag, because the policy/principle tag 
implies the statement is one of logical foundation of the 
thinking process.  

Wuzhi is a learning representation supporting tool that 
has the same functionalities for supporting the internal 
dialogue as Sizhi. But the difference between them is that 
Wuzhi uses a graphical representation at the description 
phase. For the reason expressed above, the graphical 
representation can enhance the effect of the descriptions for 
clarifying their logical structures. Figure 7 shows a medical 
case written with Wuzhi. Each node in Wuzhi contains the 
same form of information (tag, statement and reference) as 
the line in Sizhi. 

In summary, for visualizing the invisible, shapeless, 
complex structure of thinking processes to support 
knowledge creation, Sizhi provides learners with tags which 
clarify various thinking processes, and a tab which 
encourages awareness of the thinking phases, and is designed 
with the intent to encourage externalization and careful 
investigation of ideas that follow those processes. Moreover, 
Wuzhi gives a clear view of representation for description 
writing and revising. With the help of a thinking ontology, 
the representation transformation can be conducted smoothly 
and firmly.  

VII. PRELIMIANRY TRIAL USE OF SIZHI 

A preliminary experiment was conducted with the help of 
medical specialists including medial advisors, nurses, 
medical examination managers, researchers and directors 
from the Faculty of Medicine, Miyazaki University and the 
Juntendo University Hospital Group. 

Because of the time limitation in the preliminary 
experiment, the participants could not use Wuzhi. So we 
focus on the evaluation of the effectiveness of Sizhi. In order 
to investigate the participants’ motivation and their self-
evaluation, we conducted two questionnaires, before and 
after using Sizhi. Based on the analysis of the answers to the 
questionnaires, we have made the following two findings. 

A.  Change in Cognition of the Importance of Thinking 

Skills 

We investigated the participants’ perception of the 
importance of thinking skills and the effects it has by self-
evaluation. We measured the learners’ self-evaluation of 
how important they think the thinking skills are (perception 
of importance), and how efficiently they have been using 
thinking skills before and after the use of Sizhi. To measure 
the perception of importance, the participants were asked 
about the target (ex. closely examine whether one's opinions 
are accurate) which is not related with self-dialogue process, 
and the distractor (ex. finding flaws in one self), participants 
were asked to select one from the options: 1- not important at 
all, 2- not very important, 3- neither, 4- is important, 5- very 
important. The Figure 8 describes the mean difference in the 
target column and distractor column before and after using 
Sizhi. As a result, we found that as the preliminary 
experiment progressed, the target became higher and the 
distractor became lower.  This result suggests that the 
understanding of the importance of thinking skills increased 
by using Sizhi. 

2
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Before After
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Figure 8.  Changes in cognition of the importance of thinking skills before 

and after using Sizhi 
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Figure 9.  Changes in self-evaluation for each growing before and after 

using Sizhi 

B. The Change in Self Evaluation of Thinking Ability 

We asked the learners for a self-evaluation of their 
thinking ability. When we checked the differences in the 
mean after using Sizhi, the self-evaluation improved. 
Additionally, we split the learners into 3 groups of 5 (large 
advance, medium advance, low advance) people according to 
the magnitude of the change in cognition of importance 
before and after using Sizhi, and analyzed the self-evaluation 
(Figure 9).  As a result, we saw an improvement in self-
evaluation in the medium advance group and low advance 
group, but we could not see any change in the large advance 
group. The numbers of subjects were too few for this 
analysis so we could not conclude any statistically significant 
differences, but the lack of change in self-evaluation in the 
large advance group suggests that the bigger the advance, 
reflecting and evaluating oneself becomes more difficult. To 
support long term thinking skill mastery, it is important to 
consider how we can help people like this. 

VIII. CONCLUSION 

In this paper, we organized a learning model which 
promotes reflective learning of the case-method for medical 
service education. As an implementation of the learning 
model, we have established a learning environment that 
supports learners to reflect on their thinking process in their 
experiences by a learning strategy which consists of three 
case-writing phases: the description phase, the cognitive 
conflict phase, the knowledge building phase. The final goal 
of this research is not to make contributions to technological 
improvement in medical service education but to conduct a 
proposal of a rational learning model for medical service 
education. The full educational program we have been 
developing consists of two parts, that is, one for training 
thinking skills for internal dialogue and one for training  
thinking skills for discussion. In this paper, concerning the 

former part, we have discussed the design rationale of two 
learning environments, Sizhi and Wuzhi. In our project, as an 
implementation of the latter part, we have also conducted  
educational discussion-style workshops at three hospitals. 
Currently, to shift from face to face discussion to ICT-
mediated collaborative learning by integrating, we are 
developing a learning environment which includes Sizhi and 
Wuzhi as functional components. In a future paper, we will 
discuss the design rationale of the learning environment and 
show evaluation of educational effectiveness through trial 
use and report on our efforts to put it to practical use in 
medical service education. 
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Abstract—Automatic indexing and annotation of publications 
have a significant role in retrieving and processing required 
papers from the massive amount of existing papers in the  
databases. In this paper, a framework for indexing research 
papers based on domain ontology is represented. The domain 
ontology, which is constructed for this purpose, is on agent 
science and technology. The initial step to indexing is to 
recognize the major concerns and the basic constituents in the 
title of papers, which has been accomplished through 
proposing a few NLP-based rules. To annotate each paper, the 
mentioned ontology and WordNet are employed.  
Experimental results on about 155 research papers lead us to 
estimate that our framework is capable of semantic indexing in 
about 80 percent of the situations. Since we have considered 
the ontology separately from the constituents of the whole 
system, the proposed framework is domain-independent and 
can be applied to any other domain ontology. 

Keywords-Indexing; domain ontology; research paper; 
WordNet; incremental learning. 

I.  INTRODUCTION  

Semantic Indexing has an influential role in managing 
tremendous amount of publications in databases. The goal of 
semantic indexing is to offer more effective search and 
categorization services. There exist various methods for this 
purpose such as Latent semantic indexing (LSI) and concept 
indexing (CI), which are among information retrieval 
techniques [1, 2]. Although they have empirical success, they 
suffer from the lack of interpretation for the low-rank 
approximation and, consequently, the lack of controls for 
accomplishing specific tasks in information retrieval [3]. To 
overcome the existing deficiencies, there is a tendency to 
more potential schemes like ontology and semantic web. 
Domain ontology seems to be an appropriate tool for 
supporting indexing methods which can be widely used for 
knowledge and content processing applications [4, 5, 6]. In 
the meantime, the construction of domain ontology relies on 
domain modelers and knowledge engineers that are typically 
overwhelmed by the potential size, complexity and 
dynamicity of a specific domain [7]. To overcome the barrier 

of constructing exhaustive domain ontology, annotating or 
indexing may again be an appropriate alternative to enable 
the ontology with the potential of learning [8].  Thus, close 
examination of the issue reveals that indexing plays a major 
role both in publications' storage management and 
consequently incremental ontology learning. 

Taking the rapid growth in the number of research papers 
into account, turns into deployment of appropriate indexing 
method for facilitating both storage and retrieval purposes 
[9]. 

In this paper, we propose a context-aware framework for 
semantically indexing research papers based on domain 
ontology and NLP-based rules. The domain ontology which 
is constructed for this purpose is on agent science and 
technology issue, while the NLP-based rules are achieved 
through processing huge amount of research papers' titles. 
The main reason that titles of publications are considered as 
the basis of indexing is that they are informative enough that 
there is no need to process the whole text. Determining 
major concern and basic constituent behind the title leads 
into semantically indexing each paper. By major concern, we 
mean the major objective and concern of the title that 
illustrates why and for what reason it is under consideration, 
while by basic constituent we mean how to realize the major 
concern, by applying special tools or means [10, 11]. Having 
a review on existing approaches using major concern and 
basic constituent reveals the potential of these concepts in 
indicating the main objective behind the whole text [12, 13].   
To automate the above mentioned process, some NLP-based 
rules are proposed. It is no doubt that by matching the major 
concern and basic constituent with the existing concepts in 
the domain ontology, annotation will be accomplished. It is 
to be added that WordNet can also be a supportive tool for 
finding the closest concepts in an unmatched cases. 

The rest of the paper is organized as follows: Section 2 
reviews some of the previous works which have been done 
in the area of indexing and annotating. Section 3 describes 
our suggested framework. In Section 4, experimental results 
are analyzed and Section 5 sketches out the conclusion and 
future works. 
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II. RELATED WORK 

Due to the rapid growth in number of publications, 
organizing papers and documents in a certain database has 
become more important than before, especially for store, 
search and retrieval purposes [14].  

In the meantime, there exist various indexing or 
annotating methods which are discussed as follows: 

Some focus on phrase-based document similarity via 
index graph model. This method has the potential of 
detecting any-length phrase match from the current 
document to all the previously seen documents in the data set 
by just scanning it and extracting the matching phrases from 
the document index graph [15]. Index-Filter is another 
method, which uses indexes built over the document tags to 
avoid processing large portions of the input document [16]. 
In addition to data structure for indexing XML documents 
based on relative region coordinates which describe the 
location of content data in XML documents is also 
mentionable [17]. With respect to managing the large spatial 
ontologies, spatial index for improving the efficiency of the 
spatial queries are deployed [18].  

In addition to the methods discussed above, Latent 
Semantic Indexing (LSI) or Latent Semantic Analysis (LSA) 
and also concept indexing (CI) are mentionable.  Those 
methods improve the detection of relevant documents on the 
basis of terms found in queries [19]. The most challenges to 
LSI focused on scalability and performance. LSI requires 
relatively high computational performance and memory in 
comparison to other information retrieval techniques [20]. 

PubSearch uses a citation based retrieval system [14] 
which generates a web citation database from online 
scientific publications that are available over the internet. 
Random indexing is another method which is based on an 
incremental word space model [21]. The basic idea of 
Random Indexing is to accumulate context vectors based on 
the occurrence of words in documents. 

It is not to be disregarded that ontologies have significant 
role in semantic annotation, too [5, 22]. They are being 
widely used in information retrieval (IR) either for 
performing semantic indexing of documents or to produce a 
better organization of retrieved documents [23]. In this 
respect, document indexation methods, specifically in large-
scale web search engines, support the retrieval of documents 
that might contain some parts related to the query [24]. 
Linguistic annotation is also an important field in natural 
language processing that involves classification of text into a 
predefined set of values [25]. Improving the semantic 
capability of ontology-based indexing method by major 
concern and basic constituent is our concern in this paper.  

 

III. SUGGESTED FRAMEWORK 

A. The overall Structure of Proposed Framework 

As it has been mentioned before, in large-scale databases 
of research papers, applying a well–defined indexing method 
plays a significant role to retrieve desired papers. In this 
respect, we propose a context-aware framework that seems 

to be capable enough to facilitate such a process.  Figure 1 
illustrates the details of proposed framework.   

As it is illustrated in Figure 1, each time that a paper is 
uploaded to the database, it is necessary to be indexed. For 
this purpose, extracting the title of the paper and parsing it is 
required in order to find major concern and basic constituent. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Flowchart of proposed indexing framework 

 
Defining suitable rules as well as domain ontology can 
realize the indexing process appropriately.  For this purpose, 
we are employing the ontology of agent science and 
technology that we have developed in Multi Agent Science 
Laboratory of University of Tehran for this purpose. 

Searching the desired combination of major concern and 
basic constituent in agent science and technology ontology 
and finding the related nodes reveals the appropriate 
keywords for tagging and indexing the paper.  It is to be 
noted that in cases where the major concern and basic 
constituent do not match any node of ontology, WordNet 
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seems to be a good realm for substituting alternative words.  
If the related words, in any of the mentioned ways be found, 
the paper will be tagged, indexed and respectively stored in 
the database. Otherwise, the process will be terminated as a 
failure. In the following sections, we briefly discuss each 
major constituent of proposed framework illustrated in 
Figure 1 including the functionality of major concern and 
basic constituent in indexing process. Followed by 
explaining the role of ontology and WordNet to support 
appropriate semantically indexing of papers and respectively 
storage of them.  

 

B. The proposed indexing method based on major 
concerns and basic constituents 

As previously mentioned, each title usually has two parts; 
major concern (MJ) and basic constituent (BC). Major 
concern is the part which explains about the main objective 
of the paper, while Basic Constituent mainly focuses on the 
methods, techniques or tools which were used to reach the 
objective in major concern [10, 12]. 

Reviewing several numbers of titles lead us to the 
following structure for MJ and BC. Four main parts are 
considered for MJ as follows:  
1) Action part; which is mainly a verb.  
2) Direct object; which is a noun or a pronoun that receives 
the action of a verb or shows the result of the action. It 
answers the question "What?" or "Whom?" after an action 
verb.  
3) Indirect object; which is the recipient of the direct object 
and answers the question "To whom?" or "For whom?". It 
usually follows a preposition  
4) Adverb/ Adjective part; which can modify verbs, 
adjectives, clauses, sentences, and other adverbs. It typically 
answers questions such as "how?", "in what way?", "when?", 
"where?", and "to what extent". 

It has to be mentioned that some conjunctions like "in" 
and "for" followed by a verb usually yield into having two 
layers for MJ, which follow the same structure as mentioned 
above. Obviously, one or some of these parts may be absent 
in a title. 

For BC, most of the time, maximum of one layer seems 
to be sufficient.  

Having studied several titles, we gathered some rules, 
which were used to extract MJ and BC from a title. Certain 
conjunctions and prepositions can be signs of MJs and BCs. 
We prioritized some prepositions and conjunctions over 
others. Table 1 is a list of some of these prepositions and 
conjunctions. 

TABLE I.  LIST OF PRIORITIZED PREPOSITIONS AND CONJUNCTIONS 

 
Preposition/ Conjunction 

 
 

Priority 

 
Based on, on the basis of, on the ground of, using, 
making use of, taking into, …. 
 

PR1 
(BC) 

 
With the purpose of, with the aim of, in order to, in 
order that, … 
 

PR2 
(MJ) 

 
with, by, in, for, via, at, from, about,  across, after, 
against, along, among, around, before, behind, 
beside, during, inside, instead of, onto, outside, 
over, since, through,  under,  within,   … 
 

PR3 
(BC, MJ) 

and, of, into, like, without, both, together with, as, 
neither, either, as well as,  rather than, than, … 
 

PR4 
 

 
Using the prepositions and conjunctions in the table 

above, we are able to detect BC and MJ before or after these 
words.  

Employing a NLP parser can facilitate this process. For 
example, consider the title "Extending process automation 
systems with multi-agent techniques", as it is illustrated in 
the table, basic constituent can be found after "with", while 
before "with" we have major concern. It is to be noted that in 
MJ part, "extending" plays the role of action while the 
"process automation system" refers to direct object. 
Processing some complicated titles, necessitate more rules. 
For instance, "An agent-based signal processing in node 
environment for real-time human activity monitoring based 
on wireless body sensor networks" is a complicated title 
including several conjunctions and prepositions. Figure 2 
illustrates MJ and BC of the title in detail. 
 
   MJ 
 

MJ1 

Action- 
part 

 
processing 

 

Adverb-part 
 
 

agent-based 

Direct Obj. 
 
 

signal 

Indirect 
Obj. 

 
Node 

environment 

MJ2 

Action-part 
 

monitoring 

Adverb-part 
 

Real time 

Direct Obj. 
 

Human 
activity 

Indirect Obj. 
 
- 

 
  BC 
 

1st Layer : 
 
wireless body sensor networks 

2nd Layer 
 
- 

Figure 2.  An example of major concern & basic constituent 

Having reviewed large amount of titles, yield several 
rules for distinguishing MJs and BCs, Such as: 

- If we find “via” or “based on” in the title, the 
following word or phrase will be BC. 

- If we find “for” in the title, with a verb following, 
the rest of the title will be accounted as the 2nd layer 
of MJ. 
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C. Ontology Processing 

After extracting MJ and BC based on the rules discussed 
in the previous section, combinations of MJ and BC are 
applied for seeking in the domain ontology. If the 
corresponding node is found, the keyword for annotating is 
achieved; otherwise closely related words or synonyms from 
WordNet have to be extracted for the same purpose. In this 
manner, indexing process based on the active nodes of 
ontology is realized. Vise versa, in the cases where not any 
related node is found, the process will be terminated and a 
failure notice will be issued. In situations where hierarchical 
ontology learning is considered, the new concept will be 
added in to the closest node of ontology. This would be our 
future trend of research in this subject. 

Our domain ontology contains 200 nodes, with the depth 
of eight, describing agent science and technology. Figure 3 
reveals a part of that ontology. 

 
Figure 3.  Part of the agent science & technology 

IV. EXPERIMENTAL RESULTS 

In order to evaluate the proposed approach, a data set of 
about 155 research papers in domain of agent science and 
technology which are collected from different conferences is 
considered.  

We have indexed the research papers using the proposed 
framework. Figure 4 shows the pseudo code of the proposed 
framework.  

Table 2 represents some examples of what our system 
produced for MJ, BC and related nodes in ontology. The 
papers which are shown in Table2 are as follows:  

 
1: Group Communication based approach for Reliable 
Mobile Agent in information Retrieval Applications 
2: Using a Dynamic Swarm of Intelligent Agents for 
Advising Farmers-AgroAgent 

3: An Intelligent Inter Database Retrieval System Based on 
Multi-agent 
4: The Personalized Information System of Lib2.0 Based on 
Agent 

 
 
Extract Title; 
  Parse (Title); 
     Extract (MJ, BC); 
        Search in Ontology (MJ, BC); 
           Mark Related Nodes in Ontology; 
              If (Marked Nodes == empty) 
           Find Synonyms (MJ, BC); 
        Search Synonyms in Ontology; 
    Mark Related Nodes in Ontology; 
Indexed-based Storage; 
 

Figure 4.  Psuedo code for proposed indexing framework 

 

TABLE II.  MJ, BC & ACTIVATED NODES IN ONTOLOGY FOR SOME 
PAPERS 

Title 
Major Concern    

(1st layer) 

Major 
Concern        
(2st layer) 

Basic 
Constituent 

Activated 
nodes in 
Ontology 

1 
Group 

Communication 
based approach 

 
Reliable 

Mobile Agent 
in information 

Retrieval 
Applications 

 

- 
Application, 

Mobile, 
Communication 

2 
Advising 

Farmers-Agro 
Agent 

- 

a Dynamic 
Swarm of 
Intelligent 

Agents 

Dynamic, 
Reasoning 

3 

An Intelligent 
Inter Database 

Retrieval 
System 

- Multi-agent Reasoning, 
Agent 

4 

The 
Personalized 
Information 
System of 

Lib2.0 

- Agent - 

 
As it is shown in table 2, our system has failed in finding 

an appropriate node for the 4th title because it wasn’t able to 
find any of the words (and their synonyms) in our ontology. 
In the first two titles, our system has done very good in 
detecting MJ, BC and also in activating related nodes in 
ontology. For the 3rd title, despite having correctly extracting 
MJ and BC, our system mistakenly activated “Reasoning” 
node because of its similarity to the word “intelligent” which 
was in MJ of the title. For this reason, in future works, we 
have to apply better rules to avoid these mistakes.  

Our system also shows great ability in finding MJ and 
BC of second layer. For example, for the title “Scalability 
and Load Balancing for Multiplatform Communication 
System Architecture based on Intelligent Agents”, it gives 
“scalability and load balancing” as the MJ of the first layer 
and “Multiplatform Communication System Architecture” as 
the second layer of MJ, and therefore is able to detect 
“scalability, communication, architecture, reasoning” as the 
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corresponding nodes in the ontology. Overall, we were 
satisfied by the results our framework produced in 
processing MJ and BC for about 130 papers of the 155 
papers. 

In this paper, we used precision and recall measurements 
to judge the efficiency of our method. The “Precision” is 
calculated as the proportion of relevant retrieved documents 
to the number of retrieved documents and “Recall” is defined 
as the proportion of relevant retrieved documents to total 
number of relevant documents [26, 27].  

 
Precision = TP/ (TP + FP)                                                  (1) 
Recall = TP/ (TP+FN) 

 
where TP, TN, FP and FN denote true positives, true 

negatives, false positives, and false negatives, respectively. 
Experimental results reveal that our system was able to 

index 118 number of papers correctly, while for 9 papers, our 
system issued a failure. It also made mistake in indexing 28 
of the papers. Therefore, as it is illustrated in Figure 5, the  

 
 

 
 

Figure 5. Precision and recall of experimental results 

precision ratio is equal to 118/(118+28)= 0.81, while the 
recall ratio is 118/(118+9)=0.93. 

In essence, our framework was able to correctly index 
3/4 of the papers. The failures were mainly because of the 
following reasons: 1) Incompleteness of our ontology. 2) 
Lack of rules for extracting MJ and BC. 3) WordNet’s 
inability to find scientific and agent-related words and 
phrases, and therefore not finding their synonyms. These 
problems can easily be resolved in future and as a result, the 
efficiency and correctness of our framework will be 
improved.  

V. CONCLUSION AND FUTURE WORK 

In this paper, we proposed an ontology-based indexing 
framework that can be used for managing the storage of 
papers in database. The proposed approach can also be an 
appropriate method for investigating the incremental learning 
of ontology. Distinguishing major concern and basic 

constituent of the title is our mean to find the corresponding 
nodes of ontology. To implement the proposed approach 
some NLP-based rules are proposed. It is mentioned in the 
paper that, in cases where there is no corresponding node in 
the ontology, WordNet is an appropriate supportive tool. 
Improving the rules from one perspective, and applying the 
proposed method for incremental ontology learning from 
another perspective are our future researches in this issue. 
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Abstract—Web-based review systems provide a valuable 

service to consumers allowing them to share opinions on 

various goods and services. In order to improve the 

comparability of opinions as well as their retrieval and 

further application, systems more and more often take 

advantage of semantic annotations and Semantic Web 

technologies. However, as users are not really interested in 

delivering semantic annotations of content, specific tools 

incorporating incentives' mechanisms are needed to 

transform the syntactic content into the machine 

understandable one. This paper presents a Semantic Web 

mobile review application, supporting semantic-based user 

profiling and contextual semantic search, benefiting from 

linked data and equipped with Web 2.0 motivations 
mechanisms.  

Keywords – Semantic Web; semantic annotation; Linked Open 

Data; incentives; Web 2.0; review systems. 

1. INTRODUCTION AND MOTIVATION 

There exists an enormous amount of reviews on goods 
and services published by users on the Web every day. 
Reviews made by consumers, shared opinions and 
experience, have become an important source of valuable 
information that can be used by recommendation systems. 
However, as many consumers prefer to use free text to 
express their opinions, the difficulty in structuring these 
reviews using information extraction techniques [3] makes 
opinions‟ selection and retrieval processes as well as 
utilization of retrieved opinions not accurate enough [15].  

Therefore, in order to improve the accuracy of 
mentioned processes, review systems more and more often 
take advantage of semantic annotations and Semantic Web 
technologies [6]. However, the interest of users to 
contribute to the creation of the semantic content is rather 
low, due to [8][9]:  

 rather high barrier of entry - creation of semantic 
annotations requires specific skills and expertise in the 
domains such as ontologies, logic and knowledge 
representation; 

 lack of incentives - most of the semantic applications 
are difficult to use and lack built-in incentives inducing 
users to use them;  

 lack of clear benefits - the benefits of using semantic 
content are in many applications decoupled from the 
effort of creating the semantic content.  

Thus, in order to address the problem of data structuring 
and engage users in the process of creating semantic 
annotations, tools need to incorporate adequate incentives, 
e.g., benefiting from the Web 2.0 paradigm [17].  

In addition, the Web has evolved “from a global 
information space of linked documents to one where both 
documents and data are linked” [12]. This evolution is 
supported by a set of best practices for publishing and 
connecting structured data on the Web known as Linked 
Data. The most visible example of adoption and 
application of the Linked Data principles is the Linking 
Open Data project [13] aiming at identifying existing data 
sets that are available under open licenses, converting 
them to RDF [14] according to the Linked Data principles, 
and publishing them on the Web (as Linked Open Data 
(LOD)). Thus, instead of developing new standalone 
ontologies to be used within review systems, it is desirable 
to take advantage of the LOD paradigm. The machine-
readable data coming from various data sets with explicitly 
defined meaning can provide better access to various 
information sources (by supporting comprehensive 
answers to queries over aggregated data), thus, leading to 
enhanced user experience.  

In this paper we present a Semantic Web mobile 
application for reviewing objects supporting semantic-
based user profiling and contextual semantic search, 
benefiting from LOD sets and equipped with Web 2.0 
motivations mechanisms. The application is being 
developed within the INSEMTIVES project [10] focusing 
on mechanisms motivating users to dedicate more time 
and resources in the participation in the process of 
semantic content creation.  

The goal of the developed application is to make 
annotating process sufficiently easy for end-users' 
acceptance while providing added value through the ease 
of integrating data and reasoning on it. The work 
conducted encompassed both the research and practical 
related aspects. On the one hand, the aim was to contribute 
to a general understanding of the problem and on the other 
hand, the aim was to develop a system that could not only 
be used as a proof for testing, but also could constitute a 
fully fledged tool to be used by users. Thus, the System 
Development Method (SDM) was utilized [11] that 
“allows the exploration of the interplay between theory 
and practice, advancing the practice, while also offering 
new insights into theoretical concepts” [11]. The approach 
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followed consisted of three main steps. First, the concept 
building phase took place, which resulted in the theoretical 
concepts presented in this paper. The next step is the 
system building encompassing development of a system 
based on the theoretical concepts established. The last step 
will be the system enhancement and evaluation.  

The paper is organised as follows. Next section 
presents shortly the related work. Within the following 
section, the general framework of the proposed solution is 
presented including the vision of the tool, approach to the 
semantic annotation followed, supported functionalities 
and the motivations mechanisms applied. Finally, the 
paper concludes with final remarks.  

2. RELATED WORK  

Recommendation systems attempt to predict items a 
user may be interested in, given some information about 
user‟s preferences and past behaviour i.e., a user profile 
[1][15]. Most existing recommender systems take 
advantage either of: 

 collaborative filtering techniques i.e., analyzing past 
actions and behaviour of all users in order to identify 
interesting associations between them or between the 
objects, which can be used to make recommendations 
to a single person (memory-based collaborative 
filtering (e.g., [18]) and model-based collaborative 
filtering (e.g., [19])); 

 content-based methods i.e., recommending objects by 
analyzing the associations between user's past choices 
and descriptions of new objects [2][16] or 

 hybrid filtering methods combining two previous ones.  
A typical recommendation mechanism analyzes the 

user context (a user profile, if available), and presents to 
the user one or more descriptions of objects that may be of 
their interest. Recommendation mechanisms may be used 
in pull (recommendations are explicitly requested) or push 
mode (recommendations are made when a user did not ask 
for them). In either way, the recommendation should be 
personalized [20]. Following [16], different levels of 
personalization can be distinguished starting from coarse 
grained ones (e.g., relying on the country of residence) to 
fine-grained (e.g., based on the recent search history). The 
process of personalization is accurate, if the system 
possesses accurate information on a user as well as the 
object/topic the user is interested in, and the information is 
machine-understandable.  

As online reviews are increasingly becoming the de-
facto standard for measuring the quality of various goods 
and services, their sheer volume is rapidly increasing so 
that processing and extracting all meaningful information 
manually in order to make an educated purchase becomes 
impossible [32]. As a result, there has been a trend towards 
systems automatically summarizing opinions from a set of 
reviews and displaying them in an easy to process manner 
[32][33][34]. One of the approaches followed is the 
aspect-based sentiment summarization taking as an input a 
set of users‟ reviews for specific goods and producing a set 
of relevant aspects, an aggregated score for each aspect, 

and supporting textual evidence [32]. The quality of this 
aspect-based summarization may be highly increased, if an 
a priori knowledge domain and the labelling of the portal 
are also considered [32]. 

Although much has been done, the current generation 
of recommender systems still requires further 
improvements including methods representing user 
behaviour, incorporation of various contextual information 
into the recommendation process, utilization of multi-
criteria ratings [1] as well as extracting information from 
free-text comments left by customers [3]. Although much 
progress has been made in the area of tools automatically 
producing structured reviews from unstructured text 
[3][32][33][34], human involvement is still required. 
Therefore, the application of semantics and the idea to 
apply appropriate incentives to encourage people to create 
semantic annotations should be considered [9]. 

According to [5], semantics is one of top ten most 
promising technologies of the future. The Semantic Web 
paradigm constitutes a major step in the evolution of the 
Web. It is to enable machines to understand the meaning 
of information on WWW via extending the network of 
hyperlinked human-readable web pages by inserting 
machine-readable metadata about the Web content and 
information on how they are related to each other, thus, 
enabling automated reasoning [6]. Its main goal is to make 
the Web content not only machine-readable, but also 
understandable by using semantic annotations. A semantic 
annotation is machine understandable, if it is explicit, 
formal, and unambiguous and this goal is usually reached 
by using ontologies [7]. Semantic review systems are those 
whose performance is based on some knowledge base 
defined as e.g., ontology [1][4]. The application of 
ontology within the review system: semantically extends 
descriptions of user opinions; allows to complete the 
incomplete information through inferences; semantically 
extends descriptions of user contextual factors; allows for 
the dynamic contextualization of user preferences and 
opinions in specific domains; guarantees the 
interoperability of system resources and the homogeneity 
of the representation of information; improves 
communication processes between agents and between 
agents and users [4]. 

As already mentioned, the Web has also evolved into 
the Web of Data [12] by using a set of best practices for 
publishing and connecting structured data on the Web 
known as Linked Data. The Linking Open Data project 
[13] identifies existing data sets that are available under 
open licenses, converts these to RDF [14], and publishes 
them on the Web. The examples of datasets encompass 
well-known DBPedia, Geonames or Freebase. The content 
of the Linked Data cloud is diverse in nature, comprising 
e.g., [12]: data about geographic locations, people, 
companies, books [21], scientific publications, movies, 
music, television and radio programmes, genes, proteins, 
drugs and clinical trials, online communities, statistical 
data, census results, and reviews (Revyu system [22]). 

Currently, because of the rising popularity of Web 2.0 
tools, product review forums have become ubiquitous and 
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more and more websites provide platforms and tools for 
customers allowing them to share with others their 
personal evaluations and opinions on products and 
services, e.g., Yelp, Goodrec Urban or Tripadvisor. These 
systems provide large amount of reviews and offer 
recommendations on goods and services. Although quite 
successful, the precision of browsing and searching the 
reviews previously submitted is far from being perfect and 
usually no summary of existing reviews is provided. 
However, there exists few solutions incorporating 
semantic technologies and therefore providing more 
precise search results e.g., [23][24][3]. However, they 
suffer from a lack of user-generated content. The most 
promoted semantic recommender system seems to be the 
Revyu system – a generic reviewing site based on the 
Linked Data principles and the Semantic Web technology 
stack. Although the tool itself is worth noting, it also lacks 
on focus (a user may review anything he wants) and on 
incentives mechanisms encouraging users to provide 
semantic content of high quality.. 

The social phenomenon of Web 2.0 is well recognised 
in the literature and well visible in the everyday life [17]. 
With mobile-multimedia devices capable of continuum 
data transmission, social interactions on the Web are to be 
moved to the new level as big numbers of different 
individuals who wish to contribute towards some joint 
project or community may be easily linked together 
[25][26]. This trend is also visible when it comes to social 
tagging sites like Flickr and Delicious or already 
mentioned various recommendation sites. People 
sometimes work for free, motivated either out of intrinsic 
enjoyment [27], social reward [28] or by using financial 
compensation (e.g., Mechanical Turk). The key for success 
of every user-contribution based system is the incentives 
mechanism applied. The gratification system should be as 
attractive as possible and each award should motivate a 
user towards further contribution. The success of Farmville 
on Facebook showed the power of funny badges and 
medals published on the Facebook wall. When it comes to 
review systems, some applications use simple flat points to 
award users for their contribution (e.g., Gastronauci), some 
use complex system of badges (e.g., Foursquare) or stamps 
(e.g., Gowalla). In addition, some of them offer publishing 
information on user activity on the Facebook wall (e.g., 
Urban spoon, mygoodeats), which additionally motivates 
users and is a great way of attracting new users to sing up. 

Taste it! Try it! is to provide the following additional 
value in comparison to the currently existing solutions: 
structuring and disambiguation of the reviews by using 
domain knowledge, complex ontology-based description 
of objects integrated with the LOD cloud; semantic-based 
user profiling and personalization of search results; 
incentives to contribute to the system following 
appropriate usability and social design guidelines. 

3. TASTE IT! TRY IT! APPLICATION 

The Taste it! Try It! application is targeted at two 
groups of end-users: data producers (contributors) - 
providing reviews of places, and data consumers 

(beneficiaries) - interested in the content produced by the 
application, i.e., looking for opinions on various places.  

3.1 STORYBOARD 

The Taste It! Try It! Application supports the creation 
of semantically annotated reviews using mobile devices in 
a user-friendly manner. The storyboard supported by the 
system is as follows. A user goes to a restaurant. While 
being at the restaurant, the user decides to share his 
opinion on the restaurant and its quality of service factors 
with other members of the community. He uses Taste It! 
Try It! to express this opinion. The application starts from 
capturing the position of the place (using the GPS system 
in a mobile device). This enables associating the 
semantically annotated review that is created afterwards 
with a specific point in space. Then, the user creates a 
review by providing values to selected features suggested 
by the application. Additionally, the user may create a 
free-text comment regarding the object being reviewed. 
The review is then uploaded to a Taste it! Try it! server 
and in the background the semantic representation is 
created. Based on the quantity and quality of created 
annotations, the user may be awarded with a special title 
e.g., Polish-cuisine expert, International-food expert. This 
title is visible to his friends at the community portal, in our 
example the Facebook portal, with which the application is 
integrated. In addition, based on the user behaviour and 
data made available by the Facebook portal, the user 
profile is created, which is then used in the personalization 
process. As data acquired from Facebook and other 
sources is structured, it can be directly mapped to the 
ontology used by the application. The created annotations 
are then further on used by a semantic-based recommender 
system while searching for restaurants fulfilling certain 
criteria, e.g., vegetarian, low budget, and high quality, in 
the neighbourhood of a user. As the semantically 
annotated reviews are linked to LOD sets [12], some more 
sophisticated reasoning over the data is to be possible and 
extends the possibilities offered by the system. 

Thus, the application is to fulfil the following goals: 

 provide semantically-enabled reviews that are 
sufficiently easy to create for end-user acceptance - the 
process of attaching the machine understandable 
semantics should be invisible to the end user;  

 keep a user entertained - integration of the proposed 
application with the social portal such as Facebook and 
badges, are some of the incentives that are utilised to 
make the system more attractive to users. 

 offer the personalized, semantic, context-aware 
recommendation process (both push and pull).  

3.2 SEMANTIC ANNOTATION AND SUPPORTED 

FUNCTIONALITIES 

Within our work, we followed a hybrid approach to the 
review creation and in consequence, also to a semantic 
annotation process. Firstly, we decided to include into our 
model a feature-based review relying on labelling. Thus, 
the domain knowledge was utilised in order to identify the 
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most important dimensions of reviewed objects users may 
be interested in, e.g., details of the place, food (the quality 
of served food, how the food tastes, and comments about 
specific dishes, items or selection); service (such as mainly 
politeness and timeliness of order delivery); atmosphere 
(information on the venue such as: decoration, parking, 
cleanliness, music, etc.), value related (e.g., the quality of 
goods in comparison to their price). 

Our dimensions encompass both the quantitative and 
qualitative information at the feature/aspect level. The 
quantitative ones are appropriately aggregated and 
translated into a “star rating” between one and five stars. 
The qualitative ones are represented by a set of possible 
values representing the key sentiments that may be used to 
express the value of the aspects. Thus, while delivering the 
review, besides providing specific rates of a restaurant in 
the various categories, users may specify the restaurant‟s 
cuisine, available entertainment, payment options, 
Internet-access possibility, etc., by selecting the 
appropriate values from the lists.  

All information is expressed in a formal semantic 
manner in the background. The specific dimensions are 
linked to the internal ontology developed within the 
project, with the central concept review. The mentioned 
ontology provides flexible categorization scheme that 
assist in further integration of reviews (to produce a 
consistent description of an object e.g. restaurant) as well 
as recommendation and search. In addition, the specific 
concepts in the ontology are linked to the LOD cloud; e.g., 
the dimension object city is linked to concept city from 
GeoNames and local is linked to the restaurant concept 
from DBpedia. Each review made by a user produces 
additional RDF triples that may be published in the LOD 
cloud (e.g., „Quality Restaurant‟ is located in Paris).  

The second approach to the semantic annotation, 
allows users to introduce into the application the free-text 

comments regarding any selected aspect of an object 

being reviewed. While the user is typing the comments, 

the system on the fly checks the words used and tries to 

disambiguate them and link them  to the existing concepts 

in the LOD. This is done on the mobile device, if a user is 

online or at the Facebook portal in other case. In this way 

additional RDF statements are created – annotating 

restaurants and their different aspects selected by a user. 

Free text comment is disambiguated using Wordnet or 

DBPedia and bootstrapping algorithm developed within 

the Insemtives project [31][35][36].  
The above mentioned semantic annotations and 

additional information gathered about a user is then used 

in order to offer two groups of functionalities: 

personalized recommendations (push) and search (pull).  

Within the system twofold personalization has been 

applied. The first one is solely based on the information 

known on a single user (so called atomic personalization 

[15]), e.g., geo-location, outcomes from analysis of 

preferences based on the previous reviews. Based on the 

current location of a user or his interests (user profile), the 

recommendations of different objects to visit are to be 

provided. While providing the context-based 

recommendation, this context influences the results. 

However, as atomic personalization may sometimes lead 

to over-specialization [15], also other information is 

considered e.g., users who similarly rated the given object, 

outcomes of analysis of the friends network. This is called 
collaborative personalization and it can also help 

overcome the problem of a cold start, when little or no 

information is known about an individual. In addition, 

semantic based clustering of users is performed, where the 

reasoning is to be applied in order to compute the distance 

between different tags and users. The information on 

which aspects a user usually points to is also used by a 

system in order to perform user clustering and conduct 

personalized search. This is to be used while providing 

suggestions of places to visit and ranking search results.  

As semantic annotations allow overcoming problems 

derived from the ambiguous nature of the natural 
language and from the specificity gap between 

annotations and queries, the system may ensure a higher 

precision to its users (e.g., [35]). In order to take 

advantage of the semantic annotations, a specific search 

interface is to ensure the correspondence of the user query 

with the underlying semantic annotation model. 

Therefore, the bootstrapping algorithm is also used while 

formulating a query by a user. In addition, the interface 

allows a user to formulate a query using building blocks, 

thus, giving him a full control on the extent of 

personalization and constraints used in the query. In this 
way, the undesired limitation of the world is avoided (e.g., 

localised search is desirable when a user is searching for 

restaurants locally, but is not as desirable when one just 

wants to find the best restaurant worldwide). Once a user 

clicks the submit button, the formulated query is resolved, 

and the SPARQL query is created and executed on the 

Insemtives platform [37] that retrieves the 

recommendation results. Resolving spatial-queries, 

recommended by my friends, or people of similar interests 

or having some specific aspects annotated is also 

supported by the Taste it! Try it! application. The user is 

also able to influence the ranking of search results by 
ranking different search dimensions.  

To summarize, the application exhibits the following 

features: ontology-based structuring of text reviews using 

additional domain knowledge and taking advantage of the 

LOD data sets, multi-layer semantic-based user clustering 

and context-aware personalization of search results. 

3.3 MOTIVATION LAYER APPLIED 

The social aspect of user gratification is expected to 
solve one of the motivational problems that social software 
based on user contribution is facing. This is the problem of 
decoupling users' roles of a contributor and beneficiary of 
the system. A written and submitted review of a given 
restaurant can, of course, be valuable for its author in the 
future. However, he is most likely to benefit more from 
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contribution of other users, not from his/her own. The time 
of investment is then often much different from the time of 
benefit, this is known as  the "curse of prepayment" [29]. 

Within the INSEMTIVES project, the issue of 
motivating users to contribute to the semantic content 
creation was investigated and relevant guidelines and 
models have been provided [30].   

As it was already mentioned, the goal of the Taste it! 
Try it! is also to motivate users to create semantic 
annotations of restaurants. The annotations assigned to a 
restaurant by the application, are derived from collective 
decisions of reviewers. Thus, it is required to motivate 
users to produce reviews in considerable amounts and with 
a substantial level of details. The incentives models and 
methods within the application may be summarised 
according to two dimensions: usability design related 
incentives, such as user-friendliness and easiness of 
creation of semantic annotations; and sociability design 
manifested through the integration of the application with 
the Facebook portal and usage of badges and points to 
award users for the activities. 

The first mentioned dimension of incentives relates to 
the design of the application and its interface. It covers 
such usability design aspects as controllability, self-
descriptiveness, error-tolerance, expectation conformity, 
suitability for task and individualization. While developing 
the application, our main motivation was to hide the 
complexity of semantics being the backbone of the 
application. The semantic annotations that are created are 
template based annotations, thus, the entire process of 
creating annotations is more user friendly and resembles 
typical interaction with the Web 2.0 application. Even the 
creation of the semantic annotations based on the free text 
concepts is more user friendly thanks to the application of 
the bootstrapping algorithm, already mentioned.  

The second groups of mechanisms include the 
sociability design aspects, that manifest themselves by 
awarding badges to users being the most active or reaching 
certain thresholds e.g., for each review submitted, users are 
awarded with points. In turn, badges show the status of a 
user, his/her hobby as well as current achievements. The 
gratification rules define when a user is eligible to get a 
certain badge. Both badges and points are displayed in the 
profile and on the wall of the user on the Facebook portal. 
It allows taking advantage of the following motivation 
levers: reputation, competition, conformity to a group, 
usefulness, altruism, reciprocity and self-esteem. 

3.4 ARCHITECTURE AND THE INSEMTIVES PLATFORM 

To fulfil goals defined for the application, five major 
components of the application were distinguished, namely: 
server, Android client, Facebook client, Facebook and the 
Insemtives platform. The Android client provides a user 
with a mobile front-end to manage reviews. The server 
component performs the semantic annotation process and 
publishes the prepared LOD using the Insemtives 
platform. The server also provides an interface for the 
Facebook client that enables retrieval of information on the 

user interactions with the application, as well as on 
restaurants and reviews. 

 

           
Figure 1. The Android client interface 

 
The server also updates information on statistics, 

granted badges and uses the Facebook Graph API to post 
information on the Facebook wall of the user e.g., about a 
new review or a new badge granted to the user. The 
Facebook client is another front-end to the application and 
is embedded in the Facebook canvas. It uses the Facebook 
JavaScript API to retrieve basic information about the user 
including Facebook user ID, user name, friends, location, 
locale, etc. This data may be used in the Facebook side 
calls. The Insemtives platform enables publishing data in 
the LOD cloud, offers SPARQL support while accessing 
the data from the cloud, as well as provides the 
bootstrapping component.  

 
Figure 2. System schema 

4. CONCLUSIONS AND FUTURE WORKS 

The Taste It! Try It! application presented in this paper 
is to support users in creating semantically annotated 
reviews. This goal is achieved by providing an application 
similar to what users already use and applying incentives 
mechanisms to motivate them. These social incentives 
mechanisms taking advantage of the Web 2.0 ideas are to 
guarantee the appropriate quantity and quality of the 
created semantic annotations of objects. This will in turn 
allow offering personalised and more accurate search 
possibilities leading to creation of a valuable 
recommendation system, thus, constituting additional 
incentive for users to use the application. The Taste It! Try 
It! Application offers the added value towards the existing 
recommendation systems especially in the area of 
personalization of search results and contextual semantic 
search. Worth mentioning is also the integration with the 
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LOD cloud. We believe that features of the Taste It! Try 
It! application provide a reasonable compromise between 
functionality, usability, simplicity and attractiveness from 
the user point of view. However, only an evaluation of the 
proposed solution being a part of our future work will 
show, whether the application constitutes a good 
compromise between the power of semantic annotations 
and difficulty of creating and maintaining them.  
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Abstract—The success of wikis for collaborative knowledge
construction is triggering the development of a number of
tools for collaborative conceptual modeling based on them. In
this paper we present a reference architecture for wiki-based
collaborative conceptual modeling tools. The characteristics of
our reference architecture are: (i) the use of wiki pages to
describe semantic terms and organisational mechanisms of a
conceptual modeling language; (ii) the organization of wiki
pages in an unstructured part and a structured part; and (iii)
a multi-mode access to the pages. We also describe MoKi, a
conceptual modeling wiki for ontologies and business processes
fully compliant with the presented reference architecture.

Keywords-Conceptual Modeling, Collaborative Modeling, Se-
mantic Wikis, Ontology Modeling, Process Modeling

I. INTRODUCTION

From the success of Wikipedia onwards, wikis have been
increasingly adopted as tools for collecting, sharing and
managing knowledge, both in the case of domain specific
knowledge (e.g., in enterprises) and in the case of ency-
clopedic knowledge. While traditional wikis allow to enter
unstructured text and multimedia content directed to other
human users, and not in a format apt to be understood by
computers, recent projects, such as DBpedia [1], YAGO [2],
and Semantic Media Wiki (SMW) [3] have empowered tra-
ditional wikis with the capability of publishing their content
in a structured, RDF-based, format. This has enabled users
to employ better search, browse, and share facilities, and has
extended the power of wikis transforming them from tools
for the collaborative creation and management of content, to
tools for the collaborative creation and management of (on-
line) data and knowledge bases. This, in turn, has prompted
the idea of building wiki-based tools for the collaborative
construction and visualisation of conceptual models (see
e.g., the Halo extension and SMW+ [4], MoKi [5], and
Ontowiki [6]). and has suggested the usage of the wiki phi-
losophy in tools which are not directly built on top of wikis
(e.g., Senso Comune [7], Freebase [8], and PoolParty [9]).

Despite this great amount of work, building a wiki-
based tool for the modeling of a specific domain remains
a challenging task, as the basic features of wikis must
be used in a way that effectively support the construction
of good quality conceptual models. The development of a
clear reference architecture, where the focus is placed on
identifying the key constructs and abstractions rather than on

the technical characteristics of the tools themselves, would
provide a significant contribution to meet this challenge. We
address this task, taking into account the following needs:

• Generality. Until now, the work in the area of wiki-
based modeling tools has mainly focused on the devel-
opment of instruments targeted to specific conceptual
models: thesauri, ontologies, RDF content, workflows,
and so on. While this has contributed to show the
potential of wikis, it has also delayed the emergence
of a wiki-based paradigm for conceptual modeling.
Defining a general paradigm for different modeling
languages is a crucial step as it enables the use of
similar abstractions and features for different types
of models (e.g., an ontology or a workflow). This
becomes especially important when users need to build
scenarios composed of different models. The reference
architecture must aim at understanding how the features
of wikis can be used to represent the building blocks of a
general conceptual modeling language, before tailoring
them to the needs of a particular one.

• Collaboration. A crucial step in building good quality
conceptual models is the involvement of domain experts
in the modeling process. As argued in [10], traditional
methodologies and tools are based on the idea that
knowledge engineers drive the modeling process. This
often creates an extra layer of indirectness which makes
the task of producing and revising conceptual models
too rigid and complex, e.g., for the needs of business
enterprises. In addition, the leading role of knowl-
edge engineers can hamper the model construction
as the domain experts (and domain knowledge) may
become secondary to the process of efficient knowledge
modeling, especially when domain experts have no
understanding of the languages and tools used to build
the conceptual models. The reference architecture must
aim at understanding how the features of wikis can be
used to support a well-balanced collaboration between
domain experts and knowledge engineers in modeling.

The contribution of this paper is twofold. First, we present
a reference architecture for wiki-based conceptual modeling
tools which satisfies the two needs described above. The
distinctive characteristics of our architecture are: (i) the
use of wiki pages to mimic the basic building blocks of
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conceptual modeling languages, namely semantic terms and
structuring mechanisms; (ii) the organization of wiki pages
for semantic terms in an unstructured part (for unstructured
content) and a structured part (for structured content); and
(iii) a multi-mode access to the pages to facilitate the usage
both by domain experts and knowledge engineers. Second,
we illustrate an implementation of this architecture in MoKi,
a wiki for modeling ontologies and business processes.
This implementation aims at showing the feasibility of the
architecture by means of a practical realization.

The novelty of our work can be found at different levels:
at a foundational level, this paper provides the first architec-
tural model for wiki-based conceptual modeling tools, which
can be used to implement tools for different conceptual
modeling languages in a uniform manner; at an architectural
level, it introduces the idea of multi-mode access to pages to
support easy usage both by domain experts and knowledge
engineers; at the implementation level, MoKi provides a
single tool for different conceptual modeling languages
able to support the collaboration of domain experts and
knowledge engineers through the usage of a multi-mode
access to knowledge.

The paper is structured as follows: we start from an
analysis of conceptual modeling languages (§II) and we
proceed by defining an architecture which satisfies the needs
of generality and collaboration (§III and §IV). We then
provide a description of MoKi (§V) and we conclude with a
comparison between the proposed architecture and state of
the art tools for wiki-based conceptual modeling (§VI).

II. CONCEPTUAL MODELING

Conceptual modeling (aka semantic modeling) has been
researched into and used in several areas of Computer
Science and Engineering often with different usages, char-
acterizations, and terminologies. According to [11] and [12],
we can say that conceptual models provide a description of
knowledge based on the so-called associationist viewpoint,
where knowledge is organized in terms of: (i) nodes that
represent concepts, and (ii) associations (or, links) that
represent relationships between them. In particular, [12] pro-
vides a characterization of Conceptual Modeling Languages
(CMLs) in terms of their two main building blocks, also
illustrated in Figure 1:

1) Semantic terms: these are the concepts built into the
conceptual model. They are used to describe different
types of concepts, such as Entities, Activities, Agents,
Goals, and so on, depending on the CLM used; and

2) Organisational mechanisms: these are primitive
mechanisms for structuring the model along differ-
ent dimensions. Examples of organisational mecha-
nisms (also called abstraction mechanisms in [12]) are
generalization (often referred to as isA), aggregation
(partOf ), classification (instanceOf ), contextualisation
/ modularization, and so on.

Figure 1. Conceptual Modeling Languages.

Figure 2. Representing a conceptual model in a wiki.

The different uses of Conceptual Models in the diverse
areas of Computer Science and Engineering had important
consequences on the development of specific CMLs. If
the models are used mainly by people, e.g., to capture,
organize and communicate high level knowledge, then the
CML notation may be semi-formal or even informal, as
in the case of Concept Maps, where extremely informal
semantics (in some cases even none) is usually associated
to the diagrams. On the contrary, if the models need to
be as less ambiguous as possible, or they need to be
algorithmically exploited by computers to provide services
such as consistency analysis or query answering, then the
notation needs to correspond to a precise formal semantics,
as in the case of OWL ontologies. In between these extreme
cases there are “semi-formal” CMLs: an example is the
Business Process Modeling Notation [13], which provides
a very detailed and specific syntactic notation with a semi-
formal semantics.

III. CONCEPTUAL MODELING IN WIKI PAGES

The first challenge for wiki-based modeling tools is to be
able to represent the two basic building blocks of conceptual
modeling languages, namely semantic terms and organisa-
tional mechanisms. In this section we introduce the notion of
Conceptual Modeling Wiki (CMW) which uses wiki pages
to represent these building blocks.

A pictorial representation of a CMW is given in Figure
2. A CMW is composed of a set P∪ SP of pages, where
each (regular) page in P is used to describe semantic terms
in the model, and each special page in SP is used to display
a functionality which enables the browsing / editing of
the overall organization of the conceptual model according
to a specific organisational mechanism. For instance, if
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Figure 3. Wiki page for semantic terms.

we consider a CML having as semantic terms concepts,
instances, and roles, and two organisational mechanisms
such as generalisation and aggregation, then we need a
wiki able to associate a regular wiki page to each semantic
term of type concept, instance, and role, plus two special
pages which enable to visualize (edit) the overall model
organised according to the generalisation and the aggrega-
tion/decomposition dimensions respectively.

A. Building Wiki Pages for Terms

The idea of associating a wiki page to each semantic
term is adopted by most of the state of the art wiki-based
tools used to represent and manage knowledge (see §VI).
Nevertheless, this first idea needs to be refined and expanded
if we aim at providing tools able to exploit in full the
wiki potential and to make all the actors of the modeling
team collaborate towards the creation, modification and
exploitation of knowledge.

An important characteristic of wiki-based tools is their
capability to deal with both structured and unstructured
content. Assume, for instance, that we have to describe
the term “Mountain”. We can describe it in a “wikipedia
style”, by using text and pictures, as for instance is done
at http://en.wikipedia.org/wiki/Mountain, or we can provide
more structured descriptions, in the style of Freebase, On-
towiki or of a Wikipedia Infobox. In this paper we argue
that both types of content are essential in a process of
conceptual modeling, and that a wiki page for a semantic
term should be composed of two parts: the unstructured
part and the structured part, as depicted in Figure 3. The
first, unstructured part contains the rich and often exhaustive
descriptions of knowledge which is better suited to humans
and is built using linguistic and pictorial instruments. While
some guidelines can be provided to organize the unstructured
part, asking for instance for definitions, descriptions of
the main characteristics, samples individuals (prototypes),
a gallery of pictures, related/relevant documents, and so on,
the content of this page has a high degree of freedom. The
second, structured part is instead the one which is used to
provide the portion of knowledge which will be directly
encoded in the CML. Differently from the unstructured part,

which is expressed using natural language and multimedia
content, the structured part of the page can have different
formats, according to the CML used. Examples are: simple
statements which describe the attributes of the semantic
term being described; a list of inclusions axioms defining
a concept in OWL (as in Figure 3); diagrams expressed in a
workflow (business process) oriented language, and so on.

The advantage of storing the unstructured and structured
descriptions within the same tool is twofold. First, the
informal descriptions are usually used both to provide the
initial description upon which the formal model is built,
and to document the elements of the model, e.g., for future
access and revisions. Storing the unstructured and structured
descriptions in the same tool can facilitate the interplay be-
tween these parts, e.g., by adding alignment functionalities.
Second, domain experts, who usually create, describe, and
review knowledge at a rather informal/human intelligible
level, may find the unstructured part their preferred portion
of page where to describe knowledge. Instead, knowledge
engineers should be mainly focused on the descriptions
contained in the structured part. Nevertheless, by using the
same tool and accessing the same pages they can be notified
of what the others are focused at. Moreover, the discussion
facilities of wikis, together with special fields for notes
and comments, can be used by both roles to discuss and
collaborate on specific parts of the model.

Note that, while a complete alignment between the un-
structured and structured parts of a wiki page is not achiev-
able, and most likely not even appropriate, as the rich nature
of the unstructured representation is often not meant to be
entirely transferred in a formal representation, it is easy
to observe that specific portions of the unstructured part
can provide descriptions upon which a certain piece of the
structured representation is based, or can provide documen-
tation which justifies or explains parts of the structured
description (see e.g., the two sentences surrounded by dotted
lines in Figure 3). Manual or semi-automatic functionalities
to interlink the content contained in the unstructured and
structured descriptions should therefore be provided in a
CMW to support the interplay between the unstructured and
structured knowledge contained in the wiki.

IV. SUPPORTING MULTI-MODE ACCESS TO
CONCEPTUAL MODELS

The organisation of a page in an unstructured and struc-
tured part is a second important step in defining the ar-
chitecture of a CMW, but may not be enough in the case
of complex CMLs, such as the ones based on logical
formalisms (e.g., OWL [14]) or very complex notations (e.g.,
BPMN [13]). In this case the structured part of the page
will contain very precise (often logic based) description of a
term, preventing domain experts from accessing the domain
knowledge encoded in the conceptual model.
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To overcome this problem we propose to separate the
content of the page from the functionalities used to view
and edit it. Hereafter we call these functionalities access
modes. The idea of this novel characteristic of wiki-based
tools for conceptual modeling is to associate different access
modes to each part of the page, as depicted in Figure 4,
to enable a multi-mode access to the content stored in the
page. In the example of the wiki page for “Mountain”,
introduced in the previous section and depicted in Figure
4, the unstructured content is stored in a regular wiki string
and the structured content is stored in OWL. Therefore, the
access mode to the unstructured part can be provided by
means of the regular view/edit facilities of wikis, while the
access to the structured content can be provided by means
of two different modes: one based on a translation of the
OWL content in, e.g., DL axioms or in the Manchester OWL
syntax, and another based on a structured, but semi-formal
rendering of the OWL content in a pre-defined template as
the one depicted at the bottom of Figure 4. In this way
the knowledge engineers can formally describe the semantic
term “Mountain” in the chosen CML by using a highly
formal access mode, while the domain experts can access
a simplified version of the same content using a different,
simpler, mode.

We can potentially define a number of different access
modes for each part of the page, which can be based
on the different existing approaches towards representation
of (structured) knowledge. Examples are: different access
modes which represent the OWL structured content using
different syntax, controlled natural languages, or graphical
representations. Analogously we can have different tem-
plates which render the structured content at a different
levels of complexity. Nevertheless we believe that CMW
tools for highly structured CMLs should be based on (at
least) three different access modes:

• a unstructured access mode to view/edit the unstruc-
tured content;

• a fully-structured access mode to view/edit the complete
structured content; and

• a lightly-structured access mode to view/edit (part of)
the structured content via simple templates.

We propose these three modes only for highly structured or
complex CMLs, as the distinction between fully-structured
and lightly-structured access modes may become unclear
in case of simple CMLs with informal semantics such as
concept maps.

The advantage of providing two distinct modalities to
access the structured content of a wiki page lies in the ability
of providing an access to the conceptual model to both do-
main experts and knowledge engineers. In this way domain
experts can not only have access to the knowledge inserted
by knowledge engineers, but can also comment or directly
modify part of it. An important aspect of the implementation

of a CMW is therefore the design of appropriate access
modes, which can be based on templates whose formats
depend upon the CML used and also upon the degree of
complexity handled by the domain experts. Examples of
templates which can be used to provide a lightly-structured
access mode are: (possibly simplified) verbalizations of
OWL statements; simple flow diagrams which represent the
main steps of a workflow (business process); matrixes which
provide a diagrammatic representation of binary roles; and
so on. Another important aspect in the implementation of
a CMW is the interaction between the structured content
and the lightly-structured access mode. Differently from the
unstructured access mode and fully-structured access mode
where the content shown/edited within the access mode can
be considered a one-to-one syntactic variant of the content
stored in the page, this is not the case for the lightly-
structured access mode. In fact, the content stored in the
structured part may be too expressive or complex to be
directly represented in the lightly-structured access mode.
In this case, functionalities must be provided to “translate”
the structured content of the page in the simplified represen-
tation in the lightly-structured access mode, and vice-versa.

V. CONCEPTUAL MODELING WITH MoKi

MoKi is a collaborative, MediaWiki-based [15], tool for
modeling ontological and procedural knowledge in an in-
tegrated manner. MoKi uses OWL (Description Logics) and
BPMN as the reference CMLs for ontological and procedural
knowledge respectively, and associates any instantiation of
the semantic terms of the two CMLs to wiki pages contain-
ing both unstructured and structured information, accessible
using different access modes.

In this section we present an implementation of MoKi (see
also [5]), fully compliant with the architecture illustrated in
§III–IV. A running installation of MoKi can be tested on-line
at https://moki.fbk.eu/moki/tryitout2.0.

A. The MoKi page for a semantic term

Being a tool supporting the description of ontological
and procedural knowledge according to OWL and BPMN,
the types of semantic terms relevant for MoKi are concepts,
properties, and individuals in the ontology, and process (we
use this term as a synonym for complex or simple activity) in
the process model. Each term belonging to one of these types
is therefore associated to a MoKi page which, coherently with
the discussion in §III-A, is composed of an unstructured part
and a structured part.

The unstructured part: This part contains text writ-
ten following the standard MediaWiki markup format: in
particular, it can contain plain text, possibly enriched by
formatting information, links to other MoKi pages or to
external resources, uploaded images, and so on. The format
of this part of the page is the same for all the different
semantic terms.
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Figure 4. Multi-mode access to a wiki page for semantic terms.

The structured part: This part, which is delimited
by specific tags to separate it from the unstructured text,
contains knowledge stored according to the CML adopted.
In the current implementation, the structured part of a page
describing an ontology term contains a RDF/XML serialisa-
tion of a set of OWL statements formalising the term, while,
similarly, the structured part of a page describing a BPMN
process contains an XML serialisation of the JSON object
representing the process diagram.

B. Multi-mode access in MoKi

Users can access the ontological and procedural knowl-
edge contained in MoKi using the three different access
modes described in §IV: one mode, the unstructured access
mode, to access the unstructured part of a MoKi page, and
two different modes, the fully-structured access mode and
the lightly-structured access mode, to access the structured
part.

The unstructured access mode: This access mode al-
lows the user to edit/view the content of the unstructured part
of the MoKi page of a semantic term. The editing/viewing
of this part occurs in the standard MediaWiki way.

The fully-structured access mode: This access mode
allows the user to edit/view the content of the structured
part of a MoKi page using the full expressivity of the chosen
CML. For ontological knowledge the fully-structured access
mode allows the user to view/edit formal statements (ax-
ioms) describing the term associated to the page. Axioms are
written according to the latex2owl syntax, an intuitive latex-
style format for writing ontologies using a text-editor, format
which can be automatically translated into (an RDF/XML
serialisation of) OWL. The latex2owl syntax was chosen

because of its resemblance to the DL syntax, but the tool can
be adapted to handle fully-structured access mode based on
other OWL syntaxes such as the Manchester OWL syntax.
The user can easily edit the list of axioms in a form based
interface, as the one shown in the top part of Figure 5. When
saving the page, all axioms in the page are translated in
OWL by the latex2owl tool, and the resulting code is stored
in the structured part of the page. Conversely, when loading
the page, the owl2latex tool translates the OWL code into
statements adherent to the latex2owl syntax.

For procedural knowledge we have implemented an access
mode that allows the user to edit the BPMN process diagram
described in the page as shown in the top part of Figure 6.
In particular we have tightly integrated in MoKi the Oryx ed-
itor [16], a full-fledged editor that allows to create processes
according to several modeling languages, including BPMN.

The lightly-structured access mode: As described in
§IV the purpose of this access mode is to allow users
with limited knowledge engineering skills, to edit/view the
content of the structured part of the MoKi page in a simplified
and less formal way. For ontological knowledge the lightly-
structured access mode is provided through a form made of
two components, as depicted in the bottom part of Figure 5.
In the top half part the user can view and edit simple
statements which can be easily converted to/from OWL
statements. For instance, in the case of concepts the user
can edit statements of the form “Every subject is a object”,
“Every subject has as part a object”, or, more generally,
statement of the forms (subject, property, object), which cor-
respond to the latex2owl statements “subject \cisa object”,
“subject \cisa \exists hasPart.object”, and “subject \cisa
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Figure 5. Fully-structured access mode and lightly-structured access mode to the page of concept Mountain.

\forall property.(object)”. Analogous forms are provided
for properties and individuals. If the OWL version of any
of these statements is already contained in the structured
part of the page, then the corresponding fields are pre-
filled with the appropriate content. Similarly, when any of
these simple statements is modified in the lightly-structured
access mode, the changes are propagated to the content
of the structural part of the page. The bottom half of the
form provides a description of those OWL statements which
cannot be intuitively translated/edited as simple statements
as the ones in the top half of the page. In the current
implementation, this part contains the translation of those
statements in Attempto Controlled English, provided by
the OWL 2 Verbalizer [17]. The purpose of this bottom
half of the form is to give the domain experts a flavour
of the complex statements that a knowledge engineer has
formalized. If a domain expert is doubtful about some of the
statements, he/she can mark them and ask for a clarification
using e.g., the MediaWiki Discussion functionality.

For procedural knowledge we have implemented an access
mode based on the Oryx editor (see the bottom part of
Figure 6) which shows only the basic workflow of the
activity, the main elements of the process such as start and
end events and the (sub-)processes it can contain, hiding the
details and complexity typical of BPMN diagrams.

C. Organisational mechanisms in MoKi

Organisational mechanism pages are MoKi special pages
dynamically created from the (structured) content of the
semantic term pages. Differently from wiki pages for terms,
which are mainly constructed using textual representations,
the organisational mechanism rely also on graphical forms
of representation, which include graphical browsing and

editing facilities. For ontological knowledge the organi-
sational mechanism pages allow to explore and edit the
generalisation and part/subparts decomposition hierarchies
of ontology concepts, as well as the classification of the
ontology individuals. For procedural knowledge, the current
organisational mechanism pages provide an overview of the
activity/sub-activity decomposition, and a workflow-based
representation of the before/after abstraction mechanism,
which, in the current version, is limited to the description
of the sub-process which represent how a complex activity
is structured, as depicted in Figure 6.

VI. RELATED WORK

To the best of our knowledge, there are no works in
the literature that explicitly address the problem of defining
a reference architectural model for wiki-based conceptual
modeling tools.

Focusing on tools, wiki systems and semantic wikis
have been mainly applied to support collaborative creation
and sharing of ontological knowledge. AceWiki [18] was
developed in the context of logic verbalisation, that is,
the effort to verbalise formal logic statements into English
statements and vice-versa. AceWiki is based on Attempto
Controlled English (ACE), which allows users expressing
their knowledge in near natural language (i.e. natural lan-
guage with some restrictions). Semantic MediaWiki+ [4],
which includes the Halo Extension, is a further extension
on Semantic MediaWiki with a focus on enhanced usability
for semantic features. Especially, it supports the annotation
of whole pages and parts of text, and offers “knowledge
gardening” functionalities, that is maintenance scripts at
the semantic level, with the aim to detect inconsistent
annotations, near-duplicate entries etc. IkeWiki [19] supports
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Figure 6. Fully-structured access mode and lightly-structured access mode of a process.

the semantic annotation of pages and semantic links between
pages. Annotations are used for context-specific presentation
of pages, advanced querying, consistency verification or
drawing conclusions. OntoWiki [6] seems to focus slightly
more directly on the creation of a semantic knowledge base,
and offers widgets to edit/author single elements/pages and
whole statements (subject, predicate, object). Finally, a pro-
posal of modeling workflows using Semantic MediaWiki is
implemented in the Semantic Result Formats extension [20].

We have compared the tools mentioned above, together
with the current and previous versions of MoKi (a prelimi-
nary version of the tool was presented in [21]), against the
distinctive characteristics of our reference architecture. The
results are displayed in Table I, where the columns refer to
the capability of: (i) associating a page to a semantic term
(one page/one term); (ii) browsing / overviewing the model
according to the some organisational mechanism (overview);
(iii) describing a semantic term using both unstructured and
structured content (unstructured/structured); (iv) accessing
content in a multi-mode manner (multi-mode); and (v)
defining models according to two or more (substantially
different) CMLs (multiple CMLs).

As we can see from the table, the proposed architectural
model takes into account typical characteristics of wiki
based-tools for conceptual modeling, pointed out by the first
three columns of the table, and enriches them with two novel
aspects, namely the multi-mode access to pages and the

Table I
COMPARISON OF STATE-OF-THE-ART MODELLING WIKIS.

1 page/ overview unstruct./ multi- multiple
1 term struct. mode CMLs

AceWiki X
SMW+ X X X
IkeWiki X X

OntoWiki X X X
Sem. Res. Form. X X X

MoKi v.1 X X X X
MoKi v.2 X X X X X

focus on multiple CLMs.

VII. CONCLUDING REMARKS

In this paper we have presented a reference architectural
model for wiki-based conceptual modeling tools grounded
on three distinctive characteristics; (i) the use of wiki pages
to mimic the basic building blocks of conceptual modeling
languages; (ii) the structuring of wiki pages for semantic
terms in an unstructured part and a structured part; and (iii)
a multi-mode access to the pages to support easy usage both
by domain experts and knowledge engineers. We have also
described an implementation of MoKi fully compliant with
the proposed architectural model.

A customized version of MoKi described in this paper is
being successfully used by domain experts in five Italian
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regions within the ProDE National project to develop models
of documental flows in five different sectors of the Public
Administration (PA). The models are composed of a process
model, describing the flow of activities carried out in a PA
sector, and of a domain ontology, describing the documents
generated / used by the different activities, and the roles
performing the different activities. A qualitative evaluation
on the entire modeling process has been performed [22], and
the results shows that the domain experts perceived the tool
as more than easy to use, and useful for the collaborative
modeling of documents and processes. A customized version
of the tool, called CliP-MoKi, has also been applied to model
clinical protocols encoded in the ASBRU language [23].

In our future work, we aim at improving the support for
process modeling, in particular in providing an extensive
automatic support for aligning the fully-structured access
mode and lightly-structured access mode. One of the key
aspects on which we are currently working is on enhancing
the support for collaboration between people who model at
different levels of abstraction: in particular, we are imple-
menting facilities to highlight changes across the different
access modes, to make domain experts aware of the changes
introduced by knowledge engineers and vice-versa.
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[3] M. Krötzsch, D. Vrandecic, M. Völkel, H. Haller, and
R. Studer, “Semantic wikipedia,” Journal of Web Semantics,
vol. 5, pp. 251–261, 2007.

[4] D. Hansch and H.-P. Schnurr, “Practical applications of se-
mantic mediawiki in commercial environments - case study:
semantic-based project management,” in 3rd European Se-
mantic Technology Conference (ESTC2009), 2009.

[5] C. Ghidini, M. Rospocher, and L. Serafini, “MoKi: A Wiki-
Based Conceptual Modeling Tool,” in Proc. of ISWC 2010,
Posters and Demonstrations Track, Shanghai, China, 2010.

[6] S. Auer, S. Dietzold, and T. Riechert, “Ontowiki - a tool
for social, semantic collaboration,” in Proceedings of the 5th
International Semantic Web Conference, Nov 5th-9th, Athens,
GA, USA, vol. 4273. Springer, 2006, pp. 736–749.

[7] A. Oltramari and G. Vetere, “Lexicon and ontology interplay
in senso comune,” in Proceedings of OntoLex 2008, Mar-
rakech (Morocco), 2008.

[8] K. Bollacker, C. Evans, P. Paritosh, T. Sturge, and J. Tay-
lor, “Freebase: a collaboratively created graph database for
structuring human knowledge,” in Proc, of the 2008 ACM
SIGMOD international conference on Management of data.
New York,: ACM, 2008, pp. 1247–1250.

[9] T. Schandl and A. Blumauer, “Poolparty: Skos thesaurus
management utilizing linked data,” in The Semantic Web:
Research and Applications, ser. LNCS, vol. 6089, 2010, pp.
421–425.

[10] V. Dimitrova, R. Denaux, G. Hart, C. Dolbear, I. Holt, and
A. G. Cohn, “Involving domain experts in authoring owl
ontologies,” in Proc. of ISWC 2008, ser. LNCS, vol. 5318.
Springer Berlin / Heidelberg, 2008, pp. 1–16.

[11] M. Hammer and D. McLeod, “Database description with sdm:
A semantic database model,” ACM Trans. Database Syst.,
vol. 6, no. 3, pp. 351–386, 1981.

[12] J. Mylopoulos, “Information modeling in the time of the
revolution,” Information Systems, vol. 23, no. 3-4, June 1998.

[13] OMG, “Business process modeling notation, v1.1,”
www.omg.org/spec/BPMN/1.1/PDF, January 2008.

[14] M. K. Smith, C. Welty, and D. L. McGuinness, “Owl web
ontology language guide,” W3C Recommendation, 2004.

[15] Wikimedia Foundation, “Mediawiki,”
http://www.mediawiki.org, last Accessed on 6 Nov 2011.

[16] The Oryx Project, “The oryx editor,” http://bpt.hpi.uni-
potsdam.de/Oryx/, last Accessed on 6 Nov 2011.

[17] K. Kaljurand and N. E. Fuchs, “Verbalizing owl in attempto
controlled english,” in Proceedings of Third International
Workshop on OWL: Experiences and Directions, Innsbruck,
Austria (6th–7th June 2007), vol. 258, 2007.

[18] T. Kuhn, “AceWiki: A Natural and Expressive Semantic
Wiki,” in Proceedings of Semantic Web User Interaction at
CHI 2008: Exploring HCI Challenges, 2008.

[19] S. Schaffert, “Ikewiki: A semantic wiki for collaborative
knowledge management,” in 1st Int. Ws. on Semantic Tech-
nologies in Collaborative Applications (STICA’06).

[20] F. Dengler, S. Lamparter, M. Hefke, and A. Abecker, “Col-
laborative process development using semantic mediawiki.”
in 5th Conference of Professional Knowledge Management.
Solothurn, Switzerland, 2009.

[21] M. Rospocher, C. Ghidini, V. Pammer, L. Serafini, and
S. Lindstaedt, “Moki: the modelling wiki,” in SemWiki2009 -
Fourth Workshop on Semantic Wikis. CEUR-WS.org, 2009,
pp. 113–127.

[22] C. Casagni, C. Di Francescomarino, M. Dragoni, L. Fioren-
tini, L. Franci, M. Gerosa, C. Ghidini, F. Rizzoli,
M. Rospocher, A. Rovella, L. Serafini, S. Sparaco, and
A. Tabarroni, “Wiki-based conceptual modeling: An expe-
rience with the public administration,” in The Semantic Web
ISWC 2011, ser. LNCS, 2011, vol. 7032, pp. 17–32.

[23] C. Eccher, A. Ferro, A. Seyfang, M. Rospocher, and
S. Miksch, “Modeling clinical protocols using semantic Me-
diaWiki: the case of the Oncocure project,” in ECAI work-
shop on Knowledge Management for Healthcare Processes
(K4HelP), 2008.

135Copyright (c) IARIA, 2012.     ISBN: 978-1-61208-181-6

eKNOW 2012 : The Fourth International Conference on Information, Process, and Knowledge Management

                         142 / 168



Reorganization of KM-Oriented Medium Voltage Power System Planning Process

Ricardo H. Guembarovski 
Post-Graduate Program in Knowledge Engineering and 

Management  
Universidade Federal de Santa Catarina (UFSC) 

Florianópolis-SC, Brazil 
E-mail: ricardohg@celec.com.br 

Murialdo Loch 
Post-Graduate Program in Knowledge Engineering and 

Management  
Universidade Federal de Santa Catarina (UFSC) 

Florianópolis-SC, Brazil 
E-mail: murialdo@egc.ufsc.br 

Jose Leomar Todesco 
Post-Graduate Program in Knowledge Engineering and 

Management  
Universidade Federal de Santa Catarina (UFSC) 

Florianópolis-SC, Brazil 
E-mail: tite@egc.ufsc.br 

Jeferson de Souza 
Post-Graduate Program in Knowledge Engineering and 

Management  
Universidade Federal de Santa Catarina (UFSC) 

Florianópolis-SC, Brazil 
E-mail: jefersons@celesc.com.br 

 

Abstract—The planning of medium voltage power systems has 
been so far carried out in a limited way. Apart from the purely 
technical aspects, other issues as relevant as the task of planning 
must be identified and defined. The methods currently available 
are based solely on mathematical principles and computational 
techniques applied to the schematic representation of power 
systems. The organization of the planning process proposed here 
stems from a cognitive approach that associates intrinsic 
knowledge with planning activities and other relevant aspects. A 
description of the organization of the planning process is 
preliminary presented so that the other aspects inherent to this 
activity are identified. From a systemic perspective, the re-
organization of the planning process is proposed taking its efficacy 
into account. Finally, the reorganization of the planning process is 
evaluated so that its properties are identified along with its 
efficiency. Undoubtedly, the planning of medium voltage power 
systems requires improvement. The optimization of this process 
transcends classical and purely technical problems with power 
systems, which leads us to propose a reorganization of the 
planning process, focusing on knowledge management (KM) as 
the main paradigm of investigation. 

Keywords-Process Management; Planning of Power Systems; 
Knowledge Management 

I.  INTRODUCTION 

This paper discusses the planning of electric power 
distribution systems, more specifically the planning of a 
medium voltage distribution system. The re-organization of 
this planning process based on knowledge management is 
the main purpose of this study.  

The Brazilian national electric power industry has been 
considered one of the best in the world in terms of reliability 
and operational costs [1]. With some rare exceptions, the 
electrical power distribution system has always presented 
supply quality levels compatible with those demanded from 
the consumer market. 

In general, the interconnected system receives the energy 
generated by hydroelectric, eolic and thermal plants. The 
whole process occurs in accordance with rules established by 

various regulating agencies. In this context, Agência 
Nacional de Energia Elétrica – ANEEL [National Agency 
for Electrical Energy] has as a mission to provide favorable 
conditions so that the electrical energy market develops in a 
sustained and balanced way among its agents and for the 
benefit of society [2].  

The electrical power system consists of three 
interconnected components, each one with very distinct 
features: generation, transmission and distribution. The 
distribution systems, so called due to the fact they operate on 
voltage equal to or lower than 138 kV, distribute energy to 
all classes of consuming clients.   

In accordance with PRODIST [3] the distribution system 
can be classified as: High Voltage Distribution System 
(HVDS) with nominal voltage between 138 kV and 69 kV; 
Medium Voltage Distribution System (MVDS) with nominal 
voltage between 13.8 kV and 34.5 kV; and Low Voltage 
Distribution System (LVDS) with nominal voltage between 
440 Volts and 110 Volts. The distribution systems are 
interconnected by means of distribution substations (DSs) 
which aim to transfer vast amounts of power at more 
adequate voltage levels to distribution in accordance with 
urban specificities. Fig. 1 displays an electric power 
distribution system.   

The MVDS, a primary network segment in Fig. 1, aims 
to supply electric power from the DSs to low and medium 
voltage clients, which include large companies, industries, 
commercial clients and residences located in the rural and 
urban areas. This preliminary study focuses exclusively on 
the planning of a MVDS.  

It is argued here that the planning activities carried out by 
electric utilities need improvement, since there are 
difficulties in meeting regulatory goals concerning supply 
quality problems and in justifying investments. Ultimately, a 
planning activity requires approaches suitable for the 
scientific paradigms that support the management processes 
of modern organizations. 
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Figure 1.  Representation of an electric power distribution system. 

In this context, it is important to highlight that the 
organizations that make use of old-fashioned paradigms 
show organizational deficiencies in which the main reasons 
can be [4]: 

• Lack of focus on the client; 
• Lack of clear, well-defined and disseminated 

objectives and concepts; 
• Processes and activities are not registered or 

optimized; 
• Professionals who do not know the organization’s 

role and do not participate of processes, actions and 
solutions to problems; 

• Lack of ways to constantly measure and evaluate the 
processes. 

Although there are good prospects for the 
quality of electricity supply in relation to a medium voltage 
distribution system, there is much to be done in terms of 
improving the planning process: 

a) operationally, long and successive energy supply 
interruptions and problems of voltage regulation occur in 
MVDSs and LVDSs, resulting in damages and regulatory 
fees.  Additionally, these problems detract the company’s 
image in a significant way. 

b) tactically, organizational problems associated with 
indefinite processes often occur. There is some difficulty in 
integrating and standardizing procedures and Technologies.  

c) strategically, planning experts are questioned about 
their reasons for technical alternatives and requests for 
resources, which are not convincingly justified. There is 
much uncertainty and generally decision-makers, who act 
strategically, do not obtain the necessary information to 
make effective decisions due to lack of appropriate 
computational tools and processes. 

From a historical perspective, investments have not 
followed the demands for market expansion. In addition, 
experts face difficulties in articulating good investment 
justifications; the regulatory rigor is strong; financial 
resources are short; consumer market is demanding; 
ultimately, decision-makers need to know the organizational 
processes, that is, they need knowledge. It is believed that 

these issues would be attended to if a reorganization of the 
MVDS planning process was effectively implemented and 
supported by appropriate knowledge management. 

In line with [23], R$ 75 million was spent nationwide on 
fines resulting from problems of power quality supply 
between 2008 and 2009. Furthermore, it is highlighted that 
some electric utility companies going in the opposite 
direction of the regulatory framework signal an investment 
reduction, which implies a risk to distributors. ANEEL 
shows that investments must be justified and when approved 
they must be carried out in their integrity under penalty of 
the utility companies being discounted in the next tariff 
cycles [23]. 

In order to acquire a real picture of this process, in 2009, 
CELESC Distribution S.A., a state electric power 
distribution company in Santa Catarina state, provided 
electric power to approximately 2,256,178 consumers and 
invested more than R$ 66 million in LVDS and MVDS 
distribution networks [21]. 

In order to stay competitive in the market, the electricity 
distribution companies need systematically develop an 
investment plan consistent with reality. Technical data, 
information about electric systems and the market, 
ultimately, knowledge of this process is indispensable.  In 
this sense, [18] affirm that within information economy, 
pivotal knowledge-based competencies represent the 
organization’s greatest asset. Knowing how to do things 
effectively is the greatest differentiator of success.   

Another fundamental aspect when organizational issues 
are discussed has to do with the need to evaluate all the 
component parts of a process from various points of view. 
According to [24], systems thinking enables professionals to 
understand that a process consists of parts dependent on the 
whole and that these parts should not be analyzed in 
isolation. Systems thinking leads us to always evaluate the 
whole, considering the other disciplines of which it is 
comprised.  

In Sections 2 and 3, the current process of planning a 
power system is presented along with a brief introduction to 
knowledge management connected with the systems view, 
which is an intrinsic foundation to the study being 
developed. In Sections 4 and 5, the reorganization of the 
planning process is proposed with a view to knowledge 
management. Finally, conclusions and recommendations are 
offered. 

II. THE CURRENT MVDS PLANNING PROCESS 

Organizational efficiency has been an object of research 
due to its relevance to the economic context. Production with 
the highest possible quality and lower costs is the goal of any 
company that intends to stay competitive in the market.   

According to [13], as large companies perceive that one 
of the greatest competitive advantages of organizations is the 
production of intangible assets, knowledge of business 
processes becomes increasingly critical. In [12] view, these 
processes represent to modern organizations the essence to 
enable their existence, especially when the analysis of an 
organization emphasizes the evaluation of its processes and 
not only the results of these processes. 
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Still according to [13], much of the literature defines a 
process as a set of sequential tasks that receive input, process 
value-adding functions, and provide customers with a 
product or service. Therefore, an organization has within 
itself a set of processes that constitute it, and some processes 
can be more efficient and effective than others. 

With a vast bibliography, the planning of distribution 
systems counts on a set of methods and computational 
techniques that have been developed for decades. Module 2, 
which refers to the PRODIST, establishes the guidelines for 
the expansion planning of the distribution system. Either for 
a regulatory or financial reason, the level of demand 
increasingly imposes that electric utility companies continue 
to improve their results.  

Along with [11], the expansion planning of distribution 
systems consists of proposing, analyzing and selecting 
expansion alternatives to meet the increasing demand, 
respecting guidelines, restrictions and the criteria for the 
quality of electric power supply. The lower cost alternatives, 
which meet the established criteria, are selected and 
integrated into a work plan for the study period here 
established. 

Generally speaking, the planning of distribution systems 
can be understood as follows [10]: Be it a distribution system 
meeting the demands of an electric power market comprised 
of consumers. The demand associated with electric power 
consumption is dynamic and varies in space and time. The 
increase of demand requires the expansion of the distribution 
system that can be translated in general lines by the 
following actions: build substations, increase the capacity of 
transformation, build new lines and/or change lines (i.e. 
reconducting). Develop a work plan taking into account 
network operation costs, and at the same time meeting a set 

of regulatory, economic and operational restrictions 
constitutes a planning problem.  

Various studies have dedicated to the analysis of 
distribution network planning ([14][15][16][20]). Most of 
these studies, however, have an exclusive focus on the 
development of mathematical and algorithmic models based 
on schematic representations of a power system, which by 
considering restrictions and technical criteria enable experts 
to propose solutions to the identified problems. The search of 
an “optimal solution” is always a goal to be reached; 
however, the kinds of work to be carried out are selected 
most of the time by considering planning experts’ knowledge 
and intuitions.  

The MVDS planning is carried out considering five years 
of annual periodicity. The following study year receives 
special attention from experts. Additionally, from a purely 
technical perspective, experts consider the demand forecast, 
criteria and studies on planning, in accordance with the 
procedures set out in PRODIST.  

More specifically, the MVDS planning has been carried 
out along with electric utility companies in a matrix and 
analytical way. Generally, the experts identify the technical 
problems, analyze information and after technical 
discussions with experts from other areas that integrate the 
electric power distribution system, power flow studies are 
carried out. According to the available budget, computational 
tools and mathematical methods for analysis of variables, 
works with the best cost-benefit ratios are prioritized.  

Fig. 2 illustrates the procedures for the MVDS planning 
carried out along with electric power utility distribution 
companies.  

 

 
Figure 2.  Representation of the current MVDS planning process. 

Evaluating the current planning process (Fig. 2), some 
relevant issues can be identified as follows: 

a) There is no distinction as to task execution. The 
identification of problems, development of studies and 
choice of alternatives are not realized in a structured way; 

b) Studies are carried out, but there is no register of 
problems, studies and alternatives in a computational 
environment. 

c) Conceptual indefinitions make it difficult to 
categorize problems, technical solutions and classify 
investments; 
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d) There is no structured register of studies, 
consequently, there is no management of the studies carried 
out, making it difficult to improve the process; 

e) The problems are not well-defined and there are no 
systems to facilitate the composition of precise diagnosis as 
well as adequate solutions, considering the other points of 
view that integrate the MVDS technical problems. 

Still in relation to Fig. 2, it is possible to observe that the 
planning procedure is carried out annually. Alternative-
oriented studies are carried out, but they are not recorded in a 
computational environment. The computational tools are 
specific for the optimization and they are not integrated into 
a management environment. 

Planning depends on other factors. The mathematical 
procedures currently diffused and associated with 
computational tools are not sufficient for the planning 
composition to propitiate an investment plan that is really 
efficient and consistent with reality.  

The management of works, the supervision of the power 
system according to its dynamics, consensus in the selection 
of concepts for the identification of technical problems, 
structured record of proceedings, the diagnosis, 
and definition of problem-solution patterns; ultimately, 
all kinds of knowledge related to planning development are 
relevant for an efficient work plan to occur.   

In line with [8], one of the most difficult things to be 
understood at present is the fact that if we do something that 
is good, continue to do that does not necessarily mean to get 
the best solution. In other words, companies cling to the 
paradigms that have kept them alive until the present time, 
safe in the knowledge that this will enable them to face new 
market challenges, especially competition increment and 
regulatory scrutiny. 

III.  KNOWLEDGE MANAGEMENT (KM) 

In the mid-90’s, knowledge management emerged as a 
key concept to organizations, as the basic economic resource 
was no longer the capital, but knowledge [9]. 

For Rodrigues and Helena [22], knowledge society is 
based on the value of intangible assets, which makes it 
imperative for companies to focus on knowledge 
management.  Companies must also create ways to 
accumulate intangible assets, produce knowledge, transfer it, 
and also recognize the kind of knowledge that adds value to 
the company. In this scenario, organizational and 
entrepreneurial management must comprehend the concept 
of knowledge and make an effort to structure all the 
necessary activities to deal with the organization’s intangible 
assets. It is, then, essential to understand how knowledge is 
built. 

According to [19], there are two types of knowledge: 
tacit knowledge and explicit knowledge. Tacit and subjective 
knowledge kinds of knowledge are skills inherent to a 
person. It is a system of ideas, perception, experience that is 
difficult to be formalized, transferred and explained to 
another person. Explicit knowledge, on the other hand, is 
relatively easy to codify, transfer and re-utilize, as it is 
formalized in texts, graphs, tables, figures, drawings, 

schematic representations, diagrams, etc, which are easily 
organized in data banks and general publications either in 
hardcopy or electronic format. 

In accordance with [25], an adequate experience of KM 
systematization must consider that knowledge exists in two 
formats: (i) people’s mind and (ii) various kinds of records; 
therefore, information technology has a relevant part on KM, 
which involves its formalization, refinement and sharing. 
According to [19], there are four modes of knowledge 
conversion: (i) socialization (from tacit knowledge of an 
individual to another); (ii) externalization (from tacit 
knowledge to explicit knowledge); (iii) combination (from 
explicit knowledge of an individual to a group) and (iv) 
internalization (from explicit knowledge to tacit knowledge). 

Nevertheless, implementing knowledge management 
requires cultural change. Apart from recognizing knowledge 
as an object of inestimable value, experts still need to 
perceive all aspects related to the vital processes of 
organizations. In this sense, a systemic approach stands out 
among others due to its peculiar ubiquity and synthesis.  In 
view of the complexities involved, understanding the whole 
through a systemic approach is indispensable [6]. 

In this context, two postulates [6] can be highlighted: 
1) Everything that exists at an abstract or concrete level 

is systems, components or potential components of a system; 
and 

2) A system must be understood as a set of 
interconnected components that relate to each other in 
order to achieve a purpose. 

Seen as a system, an organization can be evaluated as a 
system consisting of various subsystems. It can also be 
highlighted that systems as well as complex problems should 
not be analyzed in isolation as the whole is always larger 
than a sum of its components and presents a systemic 
characteristic that its components do not have [6].  

Moreover, [5] explains that in any field of knowledge 
current problems have become very complex; solutions 
require interdisciplinary and systemic approaches. Like other 
systemic authors, [5] also warns that problems should be 
analyzed in isolation as specific parts of a process does not 
enable us to know effectively a process or complex problem.  
Nevertheless, if the set of components of a system and the 
relationship between them are known, then high levels of 
understanding are obtained by means of the systems [5]. 

Therefore, by analogy it is assumed that the process 
consist of components, have specific functions and systemic 
features. The organizational change with a view to 
knowledge management presupposes a systemic approach.   

An interesting approach is still proposed by [7], focusing 
on the model and systems description. According to this 
proposal any system can be structured in accordance with the 
following attributes: 

1)  Composition: collection of component elements; 
2) Environment: collection of items that are not part of a 

system, but act or suffer an action of any component; 
3) Structure: collection of links between components 

and between these and other Items of the environment; 
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4) Mechanism: collection of processes that generate 
qualitative novelty, that is, they promote and obstruct 
transformations causing the emergency or submersion of the 
system or any of its properties.  

  
Table1 shows some examples of CESM models, which 

can be natural, social, technical or mixed. 

TABLE I.   EXAMPLES OF CESM MODELS IN EXISTING SYSTEMS. SOURCE BASED ON BUNGE (2000) 

System 
C 

Composition 
E 

Environment 
S 

Structure 
M 

Mechanism 

Atom 
 

Associated particles 
and fields comprising 

an atom. 

Things (particles 
and fields) with 
which an atom 

interacts. 

The fields that keep an 
atom together with 
environment items. 

Processes of emission and 
absorption of light, 
combination, etc. 

Company 
Personnel and 
Management. 

Market and 
government. 

Work relationships 
between company 

members and between 
members and 
environment. 

Activities that result in 
company products. 

Solar System 
Sun, planets and 

asteroids. 

Milky Way Galaxy 
and other universe 
celestial bodies. 

Gravitational forces. 

Translational motion of 
components in orbits that 
enable the continuity of a 

system (with no dispersion or 
collapse) due to inertia. 

 
According to this model, any system can be represented 

so that its relevant features are described. The technical 
properties as well as functions, combined with the 
description of components, structures, environments and 
mechanisms of the system, provide effective knowledge and 
enable to evaluate the capacity of the system to keep its basic 
properties or even (sub)emerge. 

By analogy, as long as evaluation processes are 
understood as systems, a complete evaluation of the 
proposed system in accordance with the CESM model can be 
carried out [7]. Concomitantly to this approach, explanations 
related to the properties of the system associated with its 
mechanisms can qualify the efficiency of the proposed 
reorganization process. 

IV. REORGANIZATION OF THE MVDS PLANNING 

PROCESS 

As occurs in most Brazilian companies in the electricity 
distribution sector, CELESC Distribuição S.A. decentralized 
its operations to optimize the achievement of their business 
goals. Each of these operating units, located in regions with 
distinct cultural characteristics, has developed particular 
ways of interpreting, therefore achieving those goals, the 
same occurring with the planning process for the SDMT. 
Reflecting that unique circumstance, the company created an 
organizational culture that, according to [26], allowed to 
adjust its operations as a small business, even in the case of a 
large corporation. On the other hand, it made implementing 
corporate solutions difficult, damaging the company's 
organization and appropriateness to the interests of the 
regulator (ANEEL), in particular the question of the planning 
process that could no longer fulfill its role.  

Consistent with [27], processes must be defined and 
modeled concurrently to the human tasks. The process 
should also consider the underlying infrastructure of the 
organization considering the interface with users so that 
interactive tasks can be defined and created. 

Most importantly, the planning process is crucial to the 
business of an electric power distribution company, and the 
reorganization of the planning process-oriented knowledge 
management is recommended. 

A KM-oriented reorganization of a planning process 
presupposes the restructuring of a system that has knowledge 
as its main paradigm. Therefore, the reorganization of a 
planning process starts to be understood as a system with its 
respective components, structure, environment and 
mechanisms that relate between themselves in order to 
achieve its purposes [7]. 

It is important to identify the intrinsic knowledge related 
to the planning system and its respective components before 
proposing a new MVDS planning process.  

Evaluating the planning process by means of a systemic 
approach and identifying components individually without 
losing track of the system as a whole. The following 
dimensions are highlighted: 

 
1) People have competencies and attributions; the 

ability to properly plan depends directly on the experts who 
need motivation, continuous training and evaluation of the 
results of their work; 

2) The process consists of activities and tasks in 
accordance with norms, instructions and a timetable; in 
addition to the planning process itself, other processes must 
be structured in order of formalization, implementation, 
refinement and dissemination of knowledge; 
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3) The technology consists of methods and techniques 
that are most of the time used by means of computational 
tools; emphasizing that the knowledge employed by the 
planning process requires a transactional and knowledge 

systems, which are essential tools to keep track of the work 
and search for better investment alternatives respectively. 

In an individualized way, components and their 
respective main attributes are highlighted in terms of the 
three aforementioned dimensions.  

TABLE II.  SYSTEMIC V IEW OF THE MVDS PLANNING SYSTEM. 

Dimensions 
MVDS Planning System 

Components  Attributes  

People 
 

experts, engineers, managers and 
directors 

motivation, tacit knowledge, explicit knowledge, attributions 
and established functions 

Process activities, tasks 
PRODIST, planning instruction, budget, master plan, 

environment norms, calculation of losses, specific resolutions, 
technical notes 

Technology 
computational tools, 
computational agents 

optimization methods, prioritization techniques, techniques for 
evaluation and market projection, artificial intelligence, 

knowledge agents, ontologies, data warehouse, transactional 
computer systems, knowledge systems 

 
Table 2 shows that the planning system consists of the 

following components: experts, engineers, managers, 
directors, activities, tasks, computational tools and 
knowledge agents. For each of these components, their 
respective attributes are observed.    

It is highlighted that an adequate planning presupposes 
the development of a work plan optimized and consonant 
with budget restrictions. Moreover, the planning shall 
consider federal, state and municipal norms and carry out 
studies following optimization techniques in accordance with 

the systemic approach, which enables to propose solutions 
considering all issues that influence the planning context. 
Economic scenarios, weather aspects, future regulatory rigor, 
new technologies; ultimately, all issues that direct or 
indirectly influence the planning environment must be 
systematically taken into consideration. 

Moreover, with the aim of proposing a new process, Fig. 
3 presents the reorganization of the KM-oriented MVDS 
planning process. 

 
Figure 3.  Reorganization of the KM-oriented MVDS planning process.

With a view to relating the dimensions identified in Table 
2 to the reorganization process proposed in Fig. 3, the 
experts are represented in green. The relationship of experts 
with the process occurs by means of the TCT (Transaction 
Computational Tool) and demands competencies from these 

professional in order to carry out their activities. Technology 
and its components, represented in blue, are integrated with 
the TCT, facilitating the execution of activities, especially by 
adopting methods, modern techniques, dominion ontologies 
to provide semantic consensus, and so on. Finally, the 
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process represented in brown shows the reorganization in 
specific tasks that are carried out successively.  

Fig. 3 shows that the MVDS planning process here 
proposed is structured by means of interconnected 
components that relate to each other in order to promote the 
MVDS planning.  The planning task, which was previously 
carried out in a general way, starts to be performed in a 
structured way in accordance with the following sequence of 
tasks: identification record, problem diagnosis, studies, 
alternatives, prioritization, and publication of the investment 
plan. Moreover, norms and instructions govern and guide the 
execution of tasks respectively.  

The TCT supports the whole process, providing experts 
with evaluation facilities and record of all tasks.  The 
problems are diagnosed with the support of knowledge 
systems and application of methods and optimization 
techniques occur in an integrated way as the TCT relies on 
these implemented functions. 

It is also important to emphasize that the TCT is critical 
for the reorganization of the proposed process. The 
interconnection of information systems that comprise the 
process occurs through the TCT. It is through this 
computational tool that the information flow occurs due to its 
integration with other computer systems that make up the 

process, like the construction management systems, 
operation, maintenance and ERP costs. The computational 
agents like knowledge system, data warehouse and artificial 
intelligence techniques complement the information flow in 
order to support the decision maker in the planning process. 

Due to the reorganization of the planning system oriented 
towards people, processes and technology, it is noticed that 
the components are organized, which in turn enables the 
understanding of representation tasks, refinement and 
application of knowledge in terms of the development of an 
efficient work plan. It is important to highlight that the 
efficiency of the planning process starts to be evaluated 
because by means of the categorization of problem patterns, 
engineering actions and investments, the experts with the 
passing of time will be able to refine the knowledge related 
to the MVDS planning concomitantly with the performance 
of the power system. 

According to [7], it is possible to verify along with the 
proposed system a set of mechanisms essential to the 
maintenance of its properties as well as its emergency 
condition. The CESM model is then applied to the new 
process in order to evaluate the reorganization of the 
proposed planning (see Table 3). 

TABLE III.  APPLICATION OF THE CESM MODEL TO EVALUATE THE REORGANIZATION OF A MVDS PLANNING. 

System 
C 

Composition 
E 

Environment 
S 

Structure 
M 

Mechanism 

MVDS 
Planning 
System 

people 
computer tools, 
computer agents 

PRODIST, MVDS, 
methodologies, market, building 
site, maintenance and operation, 

investors, directors, 
administrative council 

processes, 
norms. 

provide a work program 
trainings, process evaluation, 

motivation, formalization, 
representation, and refinement of 
the knowledge related to planning 

 
Table 3 displays a set of mechanisms that were identified 

along with the proposed process reorganization. These 
mechanisms provide the planning system with efficiency as 
the investments programs start to be evaluated concomitantly 
with knowledge management as well as the other attributes 
that comprise the process. The planning system oriented 
towards people, process and technology facilitates the 
identification of the knowledge required to the execution of 
KM-oriented tasks.   

V. CONCLUSION 

The current planning process of a power system 
exclusively oriented to technical analysis must be re-
evaluated, especially in the strategic area, which lacks 
compelling arguments for the development of investment 
plans. 

Preliminarily, the current planning process was described 
so that its main aspects and deficiencies were identified. The 
reorganization of the process was proposed taking into 
consideration three knowledge dimensions: people, process 

and technology. The CESM model was used to evaluate the 
process reorganization that started to be understood as a 
system. It is important to highlight that the reorganization of 
the KM-oriented planning process enables the representation 
tasks, refinement and knowledge application to be 
understood. Taking into account the expertise acquired by 
means of the evaluation of the planning processes analyzed, 
experts provided with refined knowledge will effectively 
justify the necessary investments.   

According to this proposal, the association of knowledge 
management with MVDS planning starts to occur in a 
regular way along with organizations that implement this 
kind of reorganization. New studies, however, will have to 
be consistent with the definition of knowledge systems, 
ontologies and motivational aspects with a view to achieving 
planning efficiency. It is recommended to carry out scientific 
research on the application of knowledge agents to the 
development of precise diagnosis for MVDS technical 
problems.  
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Abstract—A Bayesian network model for integrated software 

quality prediction, proposed in earlier study, has potential in 

supporting decision makers in software projects. However, it 

also has some disadvantages limiting its use. The aim of this 

paper is to overcome these limitations by enhancing the 

original model in three ways: (1) incorporating project factors, 

(2) adding subnets with detailed process factors, and (3) 

modeling integration of software components or sub-systems. 

These enhancements significantly improve the analytical 

usefulness of this predictive Bayesian network model. 

Keywords-Bayesian network; decision support; process 

factors; project factors; quality factors; software quality. 

I. INTRODUCTION 

The quality of software is a very important aspect of 
software project. Thus, software quality have been 
extensively studied since the turn of 1960‟s and 1970‟s 
[1][26]. While most of these studies have been focused on 
software defectiveness [6], some researchers also investigate 
selected features of software quality such as reliability 
[16][18], maintainability [25] or usability [2]. Although such 
studies are very useful contributions to software engineering 
discipline, they typically focus on a single feature of 
software quality. 

Project decisions related to software quality require 
support from analytical and predictive models. It is possible 
to make decisions based on output from models focusing on 
a single quality feature. The majority of existing approaches 
involving techniques, such as case-based reasoning, decision 
trees, multiple regression, are not feasible for this purpose 
because they focus on a single output. Important decisions, 
influencing the whole project and its environment, should be 
made after deeper analyses of possible effects involving 
multiple outputs. Performing such analyses can be supported 
by a simulation model that can handle multiple outputs and 
various types of relationships. In our experiences with using 
empirical data in software companies, we found that the 
companies do not have data of required volume and 
granularity to automatically generate/learn the model purely 
from data. Therefore, we propose using expert-driven 
Bayesian networks (BNs) as a formal representation for such 
simulation model. Section III provides more details on 
motivations for using BNs. 

Earlier studies [20][21] proposed a BN model for 
integrated software quality prediction. Preliminary 

experiments revealed that this model may be a useful 
simulation tool for decision makers in software projects. The 
main aim of this paper is to develop an enhanced version of 
this predictive model. The main contributions of this paper 
are the following enhancements of the original model: 

 Incorporating project factors that describe the nature 
of a project – as a result, an enhanced model can be 
reused for different types of software projects, rather 
than for a single project type defined upfront; 

 Adding subnets with detailed process factors 
influencing overall process quality – this may be 
useful where direct assessment of the level of 
process quality is difficult or where it is useful to 
perform simulations using detailed process factors; 

 Modeling an integration of software components or 
sub-systems into larger software products – this 
extends the usability of the model for different parts 
of a software product and their integration. 

This paper is organized as follows: Section II defines 
software quality and its factors according to ISO standards. 
Section III discusses related work. Section IV summarizes 
original BN model. Section V presents proposed 
enhancements to the original model. Section VI provides 
plans for model calibration and validation. Section VII draws 
conclusions and discusses future work.  

II. SOFTWARE QUALITY FACTORS 

Detailed analysis of software quality requires 
investigating a variety of quality factors. This paper is based 
on the breakdown of software quality proposed in ISO 250xx 
series of standards [11][12], which superseded an older 9126 
standard [13]. On the first level there are 11 quality features: 
compatibility, flexibility, functional suitability, 
maintainability, operability, performance efficiency, 
portability, reliability, safety, security, and usability. Then 
each feature is decomposed into a set of sub-features. For 
example, reliability has five sub-features defined: 
availability, fault tolerance, maturity, recoverability, and 
reliability compliance. On the third level there are measures 
describing specific sub-features. These measures should be 
carefully selected depending on the purpose of analysis and 
environment where such model will be used. In this paper, a 
term „quality factors‟ refers to all levels of software quality, 
i.e., features, sub-features and measures. 
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III. RELATED WORK 

In previous research, a variety of statistical and machine 
learning techniques have been used for quality prediction. 
The most popular are: multiple regression (MR), case-based 
reasoning (CBR), decision trees (DT), random forests (RF), 
rule induction (RI), support vector machines (SVM), system 
dynamics (SD), neural networks (NN), and Bayesian 
networks (BN). We have investigated various features of 
popular and well established techniques. This analysis helped 
in selecting the technique that would be the best suited for 
our model for software quality prediction. 

Table I illustrates how various features of modeling, 
simulation and prediction correspond to different techniques. 
This comparison has been developed based on the extensive 
literature survey, involving the investigation of inherent 
features of these techniques [17], applications of these 
techniques in software engineering area [5][7][28][30][32], 
our own experiments – both published [24] and unpublished. 
With this comparison we do not attempt to produce a general 
ranking of techniques, since it is very difficult and probably 
not possible [14][23] or feasible [29], because the technique 
selection should involve context-specific features. In this 
comparison we do not consider the accuracy of predictions 
for these techniques. Earlier studies showed that the accuracy 
is varying significantly depending on particular dataset used 
in analysis [14][17][24][28][32]. 

Most of these techniques are data-driven, which means 
that the prediction is provided almost entirely based on 
empirical data. Thus, these techniques fail when such data is 
not available. We were aware that, due to availability of the 
data, our model would have to be based in larger extent on 
expert knowledge rather than on empirical data. 

Additionally, only some of these techniques enable 
providing prediction for multiple dependent variables. Such 
functionality is crucial because we attempt to develop a 
model where software quality is reflected not by a single 
variable but a range of interrelated variables. 

The main use of the model is to provide decision support 
through the ability of performing various simulations. To 
make these simulations more realistic, the model should have 
the ability of defining causal relationships by domain 
experts. Only very few techniques enable this feature. 

TABLE I.  FEATURES OF POPULAR MODELLING TECHNIQUES
a 

Feature 
Technique 

MR CBR DT RF RI SVM SD NN BN 

expert 

knowledge 

L H H L H L H M H 

multiple 
dependent 

variables 

L L L L H L H H H 

causal 
relationships 

M L M M H L H M H 

explit 

uncertainty 
M L L L L L L L H 

intuitiveness H M H L H L H L H 

ease of 
adaptation 

H M M M M H M M M 

a. „L‟ – low, „M‟ – medium, „H‟ – high 

Given the context of our research, we have selected BN 
as a formal representation for our predictive model, because 
this technique enables the required functionality. BN is a 
very powerful modeling technique that has already been 
widely used in various studies on software engineering [22]. 
Pfautz at al. say that they are “well-suited to capturing vague 
and uncertain knowledge” [19]. BNs have a unique set of 
features such as ability to incorporate expert knowledge and 
empirical data, explicit modeling of causal relationships, 
probabilistic definition of variables reflecting uncertainty of 
modeled system, no need to declare in advance a list of input 
and output variables, ability to run with incomplete data, and 
visual representation. BNs can also take a form of time-series 
models called dynamic Bayesian networks. Detailed analysis 
of the motivations for using BNs can be found in [8][23]. 

BNs have been used in earlier studies to model software 
quality. However, most of these studies have been focused 
on a single aspect of software quality. We found three 
references, where the authors model multiple features of 
software quality. 

Beaver [4] developed a BN model to reflect software 
quality according to the ISO 9126 standard. However, the 
author does not provide enough details on model structure, 
variable definitions and model validation. Thus, it is difficult 
to assess the correctness and usability of this model. 

Wagner [31] proposed BN models for predicting 
software quality using activity-based software quality 
models. In contrast with the current study, the author focused 
on modeling selected features from ISO 9126 standard, i.e., 
maintainability and security, and not the relationships 
between these features. 

Fenton at al. [10] developed a BN model for the trade-off 
between development effort, project scope and software 
quality. In this model software quality is reflected by two 
variables, defect rate and customer satisfaction. 

IV. ORIGINAL BAYESIAN NETWORK MODEL 

The main aim of the BN model is to deliver useful 
information to project managers and support their decisions. 
Proposed BN model enables performing various types of 
analyses: 

 „What-if‟ analysis - investigating how different 
actions may influence specific quality factors. For 
example, an impact of increased amount of 
specification effort on functional suitability, 
maintainability or operability. 

 ‟Goal-seeking‟ - answering a question: how to 
achieve a specific target? For example: how much 
better a testing process is required to achieve a 
higher level of reliability (with other constraints 
entered to the model). 

 ‟Trade-off‟ analysis - investigating the degree at 
which a quality factor that has to be traded for 
another quality factor (given other constrains). For 
example: an architectural trade-off between 
performance efficiency and maintainability, where 
efficient software may be difficult in maintenance. 
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The initial structure of this model has been discussed in 
[20][21]. This model is too large to be presented in detail 
here. Thus, this paper only briefly summarizes its main 
concepts illustrated in Figures 1 and 2. The main parts, i.e., 
quality factors are modeled as hierarchical Naïve Bayesian 
Classifiers where variables reflecting a detailed level of 
software quality are the children of the more general factors. 
For example, usability has four sub-features modeled as its 
children (Figure 1). 

Such structure enables easy adjustments, e.g. adding a 
new sub-feature requires only a definition of this newly 
added variable without a need to change other parts of the 
model. Such structure works well even when relationships 
between children variables exist in reality but have not been 
included in the model [27]. 

Quality features are linked with other. These links have 
been defined according to a knowledge base that contains 
results from a literature survey [20][21]. Figure 2 illustrates 
some of these links. 

The model also contains some basic process variables 
describing effort, process quality and process effectiveness. 
Since this is a part of the model that was significantly 
enhanced more details on process variables have been 
provided in Section V.A. 

 

reliability maturity

availability

fault 
tolerance

recoverability

reliability 
compliance

usability

effectiveness

efficiency

satisfaction

usability 
compliance

time to fully recover 
after network failure

percentage of tasks 
accomplished

time to restore database 
after its failure

percentage of tasks 
achieved per unit of time

percentage of 
satisfied users

downtime

data access time after 
failure of one disk

 
Figure 1.  Three levels of software quality: features (left), sub-features 

(center) and examples of measures (right). 

maintainability

performance 
effficiency

operability

portability compatibiity

functional 
suitability

 
Figure 2.  Selected links between quality features. 

Proper definition of the quantitative part, i.e., probability 
distributions for variables, is a challenging step in the 
process of building a BN. All variables in this model are 
defined using a 5-point ranked scale from „very low‟ to „very 
high‟ level of intensity. Probability distributions are not 
defined by manually filling probability tables but using a set 
of expressions such as weighted mean, weighted max and 
weighted min [9]. For example, the following expression: 

 proc_effN(wmean(3, effort, 4, process_q), 0.001) 

means that process effectiveness is defined by a Normal 
distribution as a weighted mean of effort and process quality 
with weights 3 and 4, respectively; 0.001 is a value of 
variance and represents the level of uncertainty. Such types 
of expressions simplify the process of building a BN because 
they require only the values of the weights for each variable 
instead of the whole probability tables. 

V. MODEL ENHANCEMENTS 

This section considers three main enhancements of the 
original BN model: incorporating project factors (Subsection 
A), adding subnets with detailed process factors (Subsection 
B) and integrating software components or sub-systems 
(Subsection C). 

A. Project Factors 

Original model did not contain any project factors, i.e., 
factors describing the nature of developed project. Thus, it 
had to be calibrated separately for each project or, more 
generally, for each type of project. Since such calibration is 
time-consuming, to improve model usefulness the enhanced 
model contains additional project factors. These project 
factors reflect the nature of the project and its environment. 
Currently the model contains the following project factors: 
architecture, CASE tool used, development platform, 
functional size, UI (User Interface) type, intended market, 
and used methodology. 

Figure 3 illustrates links between selected project factors 
and selected quality features. To simplify the definition of 
probability tables for quality features the model uses so 
called „partitioned expressions‟, where the child node is 
defined using different expressions for different states of 
parent nodes. Figure 4 provides an example of such 
expressions for operability given selected states of UI type, 
together with visualization of probability distributions. 
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maintainability architecture

performance 
effficiency

UI typeusability operability

development 
platform

portability

compatibiity

 
Figure 3.  Example of modelling the impact of project factors. 

0

0.1

0.2

0.3

0.4

0.5

0.6

very low low medium high very high

operability

UI type = 'textual'

UI type = 'window-based'

UI type = 'basic HTML-based'

0 0.2 0.4 0.6 0.8 1

 
Figure 4.  Example of modelling the impact of project factors. 

A difficulty of this enhancement is related with the 
calibration stage. Some quality features, such as performance 
efficiency, have many project factors as parents. Defining 
probability distributions for such quality features is difficult 
because they have to reflect every possible combination of 
states of parent project factors. However, after performing 
such calibration the usability of the BN model is 
significantly improved. 

B. Process Factors 

The original model contains nine variables reflecting 
process of software development: effort, process quality and 
process effectiveness – separately for three main activities of 
software development: specification, implementation and 
testing. In some situations it might be sufficient to represent 
process quality as a single variable. However, to improve the 
analytical capabilities of this model, it has been enhanced by 
subnets with detailed process factors, separate for three main 
activities of software development. 

Figure 5 illustrates a subnet for process factors in 
specification. Subnets for implementation and testing stages 
have similar structures – the difference is that they do not 
contain variables related to requirements (upper right part of 
Figure 5). Variables describing process factors have been 
mainly linked according to causal relationships.  

For example, the level of leadership quality influences 
three variables: team organization, defined process followed 
and appropriateness of methods and tools used. Then, the 
level (quality) of requirements management, defined process 
followed and appropriateness of methods and tools used 
jointly determine the level of process quality. Process 
quality, requirements creep and staff quality influence the 
overall process quality. 
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Figure 5.  Subnet for process factors in specification stage. 
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Figure 6.  Example of aggregation of process factors. 

Process effectiveness aggregates all process factors and is 
defined as a combination of overall process quality and the 
level of effort. Finally, process effectiveness variables, 
separately in three development stages, influence the level of 
selected software quality features. Variables in this subnet 
are quantitatively defined using weighted expressions similar 
to Equation 1. 

Figure 6 illustrates the impact of various combinations of 
process quality and staff quality on overall process quality. 
The latter is defined as a weighted min (wmin) of its parents 
to incorporate the fact that undesirable state of one parent 
node may significantly decrease the value of overall process 
quality, even if other parents are at desirable states. The 
values of weights determine the strength of impact of 
particular parent on the aggregated value. 

C. Integrating components/sub-systems 

One of the challenges of building a predictive model for 
software quality is to properly define the level of granularity. 
Such model may be built for the whole software systems, 
sub-systems, single applications, components, modules, 
classes etc. To improve the flexibility of this model, as 
another enhancement of the original model, it now can be 
used at various levels of details. 

UI type = „textual‟  operability = N(0.3, 0.01) 

UI type = „textual‟  operability = N(0.6, 0.01) 

UI type = „textual‟  operability = N(0.7, 0.01) 

overall_proc_q = N(m, 0.001) 

m = wmin(a, process_q, b, 
staff_q, c, req_creep) 

a = 2.5 b = 2.0 c = 1.5 
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Figure 7.  Example of integrating components/sub-systems. 
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Figure 8.  Definition and predictions for integrated reliability. 

The basic idea, illustrated in Figure 7, is the following: 
First, users nominate the lowest level of details for the 
model. Then, they perform a calibration for this level. The 
higher level of details is modeled by aggregating quality 
factors (and possible other variables too). This aggregation 
can be done using expressions such as mean, max, min, 
weighted mean, weighted max or weighted min [9]. This 
procedure may be continued until the highest desired level of 
details has been reflected in the model. 

This enhancement enables performing predictions for 
quality factors either at the detailed level, e.g., a class or a 
module, or aggregated, e.g., an application or a system. An 
example of such aggregation for reliability is shown in 
Figure 8. The reliability of the whole software product can 
only be as high as for the part with the lowest level of 
reliability. In the model it is reflected with the weighted min 
(wmin) function. Because some subsystems may be more 
frequently used than the other, their impact on overall 
reliability would be greater. This can be reflected by 
adjusting the values of weights a and b. In this hypothetical 
example a subsystem 1 is more reliable than subsystem 2. It 
also has greater impact on overall reliability (a>b). 
Therefore, the reliability of the whole system is between the 
level of reliability for subsystems 1 and 2, but much closer to 
reliability of system 1. 

VI. PLANS FOR MODEL CALIBRATION AND VALIDATION 

Currently, the process of model calibration with 
industrial partners is performed. In the first step, a tradeoff 
between model complexity, usability and clearness is 
investigated. It is focused on answering a question: how 
large the model can be so that it is clear enough for being 
used in industry? This calibration is performed using a 
customized technique of structured interviews based on 
repertory grid [3][15]. 

After investigating some patterns from this analysis, the 
model structure will be adjusted. Then, detailed model 
calibration will be performed using structured interviews. 
This will enable capturing relevant expert knowledge that 
would be difficult to express using only a predefined 
questionnaire. 

This calibration will cover almost the whole structure of 
the model – except the quantitative measures assigned to 
quality features/sub-features. Companies that accepted to 
participate in the process of calibrating the model are not 
willing to provide such data outside their environments. On 
one side this is related with data protection and privacy, on 
the other side with time consuming process of preparing 
them. Calibration of the rest of the model will be performed 
by asking domain experts to: 

 Assign weights in the weighted expressions; 

 Assign the level of their uncertainty about provided 
data; 

 Provide prior distributions for root nodes. 
Results of this survey will be combined with results 

available in the literature and empirical analyses performed 
earlier. 

The internal validation of the model will be focused on 
investigating how well the model incorporates 
data/knowledge gathered during the calibration stage. A 
variety of fitness measures will be used here. In the external 
validation, industrial partners will be granted access to the 
model to familiarize with it and assess a variety of its 
features, such as correctness, usability, clearness, ease of use 
and ease of customization/calibration.  

VII. CONCLUSIONS AND FUTURE WORK 

Proposed BN model for software quality prediction 
reflects the breakdown of quality factors proposed in ISO 
250xx series of standards. It contains a variety of software 
quality factors, together with relationships between them. It 
also contains process factors that influence software quality. 

Obtained results lead to the following conclusions: 

 Original BN model is useful in a variety of 
applications but suffers limitations related to the lack 
of details on selected software development aspects; 

 Proposed enhancements, i.e., incorporating project 
factors, adding subnets with detailed process factors 
and ability of integrating software components or 
sub-systems overcome these limitations; 

 Proposed enhancements require additional time for 
model calibration in target environment. 

 
 

reliabilitysystem = N(m, 0.01) 

m = wmin(a, reliabilitysub 1, b, reliabilitysub 2) 

a = 4 b = 3 
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Plans for future work related to this BN model include: 

 Further enhancements to the model to reflect the 
dynamics of software development and maintenance; 

 Automated calibration of the model using the data 
from software repositories or knowledge base; 

 Detailed model calibration and validation using 
software engineering literature, expert judgment, and 
empirical data. 
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Abstract—Biomedical analyses are becoming increasingly com-
plex, both for the type of data produced and the procedures
necessary to obtain them. This trend is expected to continue;
therefore the development of suitable systems for information
and protocol management is becoming essential for the full
exploitation of the field. Custom-built applications obtained by
direct merging of software engineering expertise with domain-
specific knowledge may be temporary solutions, but they are
generally ineffective both in terms of cost and performance.
Here we propose a Laboratory Information Management System
(LIMS) that enables the domain experts to express laboratory
protocols using domain knowledge, free from the incidence and
mediation of the software implementation artifacts. In the system
that we propose this is made possible by basing the modeling
language on an authoritative domain specific ontology.

Index Terms—Model-Driven Engineering; Laboratory Proto-
cols; Ontology; Process Definition Language.

I. INTRODUCTION

A. Motivation and Vision

In the last two decades life sciences and biomedicines have
been revolutionized by the introduction of high-throughput
procedures and automation methods. Laboratory Information
Management Systems (LIMS) are tools used for tracking
protocols and samples, in order to reliably cope with such
turnout. Unfortunately protocols are still mainly written and
exchanged in natural languages which is a serious impediment
to quality, efficiency, predictability and repeatability. We claim
we should rather strive to represent protocols in a structured
and efficient way. In this work, we present a way to bridge the
benefits of Ontology onto Model-Driven Engineering (MDE)
in order to satisfy this need.

What we ultimately aim to accomplish is to tie in an intimate
way ontologies and meta-models. Our aim is to build models
that are deeply-rooted on ontologies. We propose a conceptual
framework that links a construct that describes reality (ontol-
ogy) to a construct that prescribes reality (model). Hence we
are trying to bind ontological constraints directly to model
elements.

The structure of the paper is as follows. In section II,
we give a brief overview on Model-Driven Engineering and
Ontology and some relevant literature on how to merge them.

In section III, we describe our proposal on how to merge a
domain specific ontology with a workflow metamodel.

II. BACKGROUND

A. Model-Driven Engineering

MDE is an approach to software development which con-
centrates on designing models that are closer to domain-
specific concepts of some particular domain rather than to
computing (or algorithmic) ones. MDE’s basic concepts are
models, meta-models and transformations [1].

A model is a “set of statements about some system under
study” [2]. In traditional scientific disciplines, models are usu-
ally descriptive. However they are also used as specifications in
engineering disciplines, including software design. Therefore
a model could equally be descriptive or prescriptive.

A distinctive trait of models is their intended relationship
with reality: “A model is an external and explicit representation
of a part of reality as seen by the people who wish to use that
model to understand, change, manage, and control that part of
reality” [3].

Models can represent, describe, and specify things [4]. A
descriptive model is one that “describes reality, but reality
is not constructed from it”. A prescriptive model is one that
“prescribes the structure or behavior of reality and reality
is constructed according to the model; that is, the model
is a specification for reality” [2]. Since in the realm of
software engineering most of the models are used to construct
a “reality” from them, in the remainder of this paper we
understand a model as prescriptive.

B. Ontologies

The term ‘ontology’ is currently very controversial contro-
versial because different people have different ideas on the
definition of an ontology. However there is a certain consensus
in what an ontology is not: it is neither a taxonomy (i.e., a
class-subclass hierarchy), nor a dictionary (an ontology does
include relationships between terms), nor a knowledge base
that includes only individual objects. According to Gruber, an
ontology can be defined as “the specification of conceptual-
izations, used to help programs and humans share knowledge”
[5].
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Fig. 1. The ontology-aware meta-pyramid. Domain ontologies live at level
M1. Upper ontologies live at level M2. Ontology metalanguages live at level
M3. Source: [4].

The first formal and explicit approach to ontologies in the
technical (not philosophical) sense dates back to 1900, given
by Husserl. Later in the 1980’s, the ontologies entered the
computer science field as a way to provide a simplified and
well defined view of a specific area of interest or domain.
Semantic web is the modern expression of the field. The Web
Ontology Language (OWL) is a modern ontological language
endorsed by the World Wide Web Consortium (W3C).

What we really are after is the conceptual relationship
between a model and an ontology in the context of knowledge
and process management.

An important property of ontologies is the open-world
assumption, i.e., anything not expressed is unknown [6]. In
models the closed-world assumption is generally used since
what has not been specified is not unknown but true (or
false) by default. As we noted earlier, models are usually
prescriptive tools. What can we say for ontologies? Ontologies
are not specification models since they describe domains and
not systems [4].

Ontologies are tools extensively used to express domain
knowledge. One serious problem is that differing ontologies
may be developed and applied for the representation of one
and the same domain. The function of an upper ontology is
precisely to ”support interoperability between domain ontolo-
gies in order to facilitate the shared use of data both within
and across disciplinary boundaries” [7]. A domain ontology
specializes concepts taken from an upper ontology.

C. MDE and Ontologies

Assmann et al. propose the ontology-aware meta-pyramid
[4] (Fig. 1) in order to show how ontologies can be used
in MDE. Domain ontologies live at level M1 of the meta-
pyramid and correspond to models. An upper ontology, pro-
viding a language for ontologies, should live at level M2.
One metametamodel language (at level M3) could be used
to specify both ontology and metamodels. Both the ontology

Fig. 2. The four meta-layers in terms of ontological engineering and its
orthogonal instance-of relations: linguistic and ontological. Source: [8].

dimension and the model-driven dimension instantiates from
this metametamodel.

Bezivin et al. use a different approach to relate ontology and
MDE. The four MDE levels are called in this context linguistic
layers [8]. Concepts from the same linguistic layer can be at
different ontological layers. Figure 2 depicts the four meta-
layers using this important remark. The linguistic instantiation
runs on the vertical dimension; conversely the ontological
instantiation runs on the horizontal dimension (e.g., like for
an upper ontology and a domain ontology built upon it).

Kapsammer et al. propose a mapping between the
metametamodel language Ecore (model engineering space)
and the ontology definition metamodel (ontology technical
space) [9]. Ecore belongs to the Eclipse Modeling Framework
(EMF) and it is used to describe models and metamodels. Also
the mapping proposed between EMF objects and OWL/RDF
resources [10] presents some difficulties (e.g., class member-
ship), because in object-oriented languages the membership of
objects is fixed along a derivation hierarchy. In OWL instead,
individuals can belong to multiple classes.

Hillairet et al. designed a set of Eclipse plugins that are able
to make a round-trip transformation between OWL and Ecore.
The project (named EMF4SW) is not yet mature enough to
cope with large and complex ontologies. However it is in very
active development and it is able to deal with relative small
ontologies.

Parreiras et al. describe a vision in which both worlds
(MDE and Ontology) co-exist under a common umbrella [11].
The concepts of Metamodeling Technical Spaces (MMTS) as
well as Ontological Technical Spaces (OTSs) are introduced,
derived from the work of [12]. They suggest some strategies
for integrating OTS into MMTS. Furthermore they provide a
list of desirable features for the “marriage” MMTS+OTS.

III. COMBINING ONTOLOGIES AND WORKFLOWS

Our field of application is that of laboratory informatics
and scientific experimentation. Relying on our experience and
on related literature we observed that laboratory procedures
are based on some key elements ( [13], [14]). They consist
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in workflows that describe some interaction between some
objects by means of some actions. As far as the descriptive
knowledge of this domain is concerned, the most relevant
ontology accepted by the community is the Ontology for
Biomedical Investigations (OBI). For the prescriptive part
of our effort instead, we opted for on BPMN/XPDL for
workflows definition.

A. Ontology for Biomedical Investigations

OBI is an ontology for the description of biological and
clinical investigations [15]. OBI describes the design of an
investigation, protocols and instrumentation, materials used,
data generated and analysis performed on it. The OBI project
is developed in the frame of the Ontology for Biomedical
Investigations (OBO) Foundry [16], and as such, it adheres
to the principles of OBO, as orthogonal coverage and the use
of a formal language. OWL was chosen as the OBI language.
The ontology is developed to model biomedical investigations,
therefore it contains terms for aspects such as:

• Biological material, e.g., DNA
• Instrument, e.g., centrifuge or thermal cycler
• Design and execution of an investigation, e.g., injecting

mice with a vaccine to test its efficacy.
OBI relies on the Basic Formal Ontology (BFO) upper on-

tology. An upper ontology describes concepts of the “Reality”
from a high-level of abstraction.

B. XML Process Definition Language

XPDL is a markup language created to ensure interoperabil-
ity among different workflow management systems. Its main
goal is to exchange process definitions, addressing both the
graphical and the semantic notations.

The meta-model of XPDL involves the definition of ac-
tivities, the specification of their order of execution and the
involved data. The flow of execution is specified through
different constructors: sequence, split, join. An elementary
activity is an atomic piece of work [17]. An Activity could
modify relevant data declared as DataField. In addition to
standard types a user could add external types (by means of
an XSD declaration or an external reference).

C. Mapping XPDL and OBI

Finding a method to relate the MDE architecture (its layers
of abstraction) to the ontology schema is key to facilitating the
systematic use of ontologies inside prescriptive models. Based
on the literature we reviewed we built a relation between the
classical layers of the MDE architecture, BFO/OBI and XPDL.

Fig. 3 depicts the classic layers of MDE. The workflow
components of our formalism are fairly easy to place within
this hierarchy. XSD, the XML schema language used to
describe XPDL, can be positioned at the M3 level (i.e., meta-
meta-model). XPDL conforms to a XSD model and therefore
lies at the M2 level (i.e., meta-model). A valid XPDL workflow
(i.e., a model for the end user) is at level M1. A specific
esecution of a workflow resides at the ground level M0 (not
shown in the figure).

In XPDL, the concept of Activity represents the unit of
work. An Application is a particular kind of Activity that de-
scribes functionalities offered by legacy systems. In XPDL an
Application is invoked by means of a Tool Activity. In object-
orientation terms, an Application can be seen as an interface
for a functionality with a name and a list of parameters. We can
think of an interface as a sort of “contract” between a class and
the outside world. Every parameter is described with a name,
a type, and a mode of passing (input, output, mixed). The
Application construct represents the junction point between
the workflow world of XPDL and the ontological world of
BFO/OBI.

Before defining a mapping between BFO/OBI and XPDL
we need to also relate the former to MDE. BFO is written
using OWL, hence, in our schema of interpretation, OWL
is at level M3 and BFO at M2. OBI is a specialization of
BFO in the dimension of the description of the domain. It is
not a specialization in the linguistic dimension proper of the
MDE [4]. For that reason OBI places at M2 but in a sort of
orthogonal dimension to the classic hierarchy (which we show
horizontally instead of vertically in Fig. 3). A consequence of
this is that instances of BFO/OBI concepts (in OWL called
individuals) are at M1. Using this schema of interpretation
individuals are tags that have as referent the real objects that
we put at M1.

Having said that, it is easier to relate some of the BFO/OBI
concepts with the XPDL classes to produce a mapping
between elements of the two worlds. Table I presents the
resulting mapping.

TABLE I
MAPPING BETWEEN XPDL AND BFO/OBI. THE RELEVANT CONCEPTS OF

XPDL ARE MAPPED WITH CONCEPTS FROM BFO AND OBI.

Laboratory XPDL BFO OBI
Protocol Process Directive informa-

tion entity
Plan specification

Sub-protocol SubFlow Directive informa-
tion entity

Plan specification

Unique single step
of a protocol

Task/Tool Directive informa-
tion entity

Action specifica-
tion

Real world (e.g.,
Illumina sample)
or theoretical (e.g.,
Project) items

Data Type independent
continuant

material entity

generically depen-
dent continuant

information con-
tent entity

Objects properties Data Field specifically depen-
dent continuant

quality

The main concept of Protocol is easily mapped to the
workflow model by the notion of Process. In the XPDL
specification a process is defined as a “combination of various
activities with a specified flow of execution”. An internal
process consists of one or more activities, each comprising
a logical, self-contained unit of work”. We connected this
concept with the OBI concept of Plan specification, defined
as a ”directive information entity that when construct it is
realized in a process in which the bearer tries to achieve the
objectives, in part by taking the specified actions. Plan speci-
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Fig. 3. The BioCOW meta-model is built combining XPDL with BFO/OBI.
A standard XSD to Ecore transformation is used for XPDL. For BFO/OBI
it has been used an existing tool dealing with OWL to Ecore transformation.
As an example we show how the concepts of Action specification (XPDL)
and Application (XPDL) are mapped into Action (BioCOW).

fications includes parts such as objective specification, action
specifications and conditional specifications. A SubFlow (sub-
protocol) is a process itself hence the mapping is the same as
for process (i.e, Plan Specification).

The second main concept is the notion of unit of work. In
XPDL this is backed by the Activity class, which can be of
different kinds. One of those is the Task/Tool class, a service
or an application required and invoked by the process. In the
XPDL metamodel every tool declares a set of Applications.
We mapped this XPDL concept with the Action specification
in OBI, which defines it as a “directive information entity that
describes an action the bearer will take”.

Since an Activity is an atomic piece of work that may
modify relevant data (declared as DataFields) we mapped on
it both the XPDL concept of DataType and DataField. A
Datatype in our model could be, aside from standard type, a
OBI:material entity or an OBI:information content entity. We
chose to map a DataField with the OBI concept of quality.

D. Implementation

To build the described meta-model we used the technology
provided by the EMF and Ecore in particular. EMF provides
tools to automatically convert heterogeneous formats to Ecore.
Specifically there is a standard way to translate an XML
Schema Definition (XSD) file in the Ecore format. Since
XPDL is formulated in XSD we automatically imported it in
EMF.

For the transformation of the OBI ontology into the Ecore
format we followed the approach proposed by Hillairet et al.
[10]. In particular, we translated the whole BFO ontology and
the main classes of OBI from OWL. Using that approach we
were able to manipulate both the ontology and the XPDL
meta-model in a coherent way inside the EMF framework.

Our meta-model is built using as reference the XPDL meta-
model. In order to actually concretize the mapping between
XPDL and BFO/OBI we created a new class for every
mapped classes. That new class inherits both the XPDL and
BFO/OBI class as specified in the mapping shown in table I.
For example, the BioCOW:Action class has, as a superclass,
the BFO:GenericallyDependentContinuant class. It is worth
noting that we have not specialized directly the XPDL meta-
model since it is richer than we need for our purposes.

We therefore based our model on XPDL retaining the main
concepts and leaving out all the surplus details.

Using the resulting BioCOW (Bio-medicine Combined On-
tology [and] Workflow) meta-model, we are now able to
describe laboratory protocols in a formal yet intuitive way. By
means of the Obeo designer we are able to build a Graphical
User Interface (GUI) which associates graphicals symbols with
constructs of the BioCOW meta-model. The efforts required
to produce a GUI are greatly reduced using Obeo in contrast
for example to the Eclipse Graphical Modeling Framework
(GMF). Interestingly, however, Obeo still bases on GMF. The
graphical editor enables the user to visually specify the desired
protocols assembling components from the provided high-level
language. In this manner, the designed protocols constructively
conform to our meta-model.

E. Assessment

We are currently evaluating the BioCow meta-model in a
real-world laboratory environment with the help of domain
experts. We are comparing different frameworks analysing
protocols widely used in the laboratory under the dimension
of the language and mediation features.

IV. DISCUSSION

The direction of our work relies on the potential of using
ontology technologies in a MDE context. Thanks to the OTSs
we can, for example, enable automatic reasoning for model
consistency checking. Semantically assisted design (SAD) will
allow the adoption of “intelligent” editors. Another important
prospective is to enable systematic reuse of community-level
shared formalized knowledge.

We place ourselves in the framework of the Features Model
of Bridging MMTS and OTSs sketched in [12]. In our current
work we have focused on some of those desiderata like the
mediation. In fact, we have built a mapping from two specific
modeling spaces. (XPDL and OBI) onto two technical spaces
(MMTS and OTS). As part of that effort we were able to
integrate concepts of XPDL with concepts of OBI. Working
under the EMF toolbox we were able to incorporate some
of the features of MMTS under a common technological and
conceptual framework.
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Université Paris 13
99 avenue Jean-Baptiste Clément

F-93430 Villetaneuse, France
Email: hanen.ochi@lipn.univ-paris13.fr

Abstract— In this paper, we propose to adapt the Sym-
bolic Observation Graphs (SOG) based approach in order to
abstract, to compose and to check Inter-Enterprise Business
Processes (IEBP). Each component (local process) is repre-
sented by a SOG where only the collaboration actions of the
process are visible while its local behavior and its private
structure are hidden. The entire IEBP is then abstracted by
the composition of the components’ abstractions (i.e., their
SOGs). The main result of this paper is to demonstrate that
the composition of the SOGs is deadlock free if and only if the
original IEBP is deadlock free. We implemented our adaptation
of the SOG construction and compared our abstraction and
modular verification approach with the Operating Guidelines
technique. The obtained results strengthen our belief that the
SOGs are suitable to abstract and compose business processes
especially when these are loosely coupled.

Keywords-Process composition; abstraction; verification;
deadlock-freeness.

I. INTRODUCTION

Recently, the trend in software architecture is to build
Inter-Enterprise Business Processes (IEBP) modularly: Each
process is designed separately and then the whole IEBP is
obtained by composition. Even if such a modular approach is
intuitive and facilitates the design problem, it poses two main
problems: First, it is necessary to find an abstraction of the
process that respect the privacy of the underlying enterprise
(by hiring its internal organisation) and, at the same time,
that supply enough information allowing to decide whether
the collaboration with some partner is possible or not (safe
or not). The second problem is that the correct behavior
of each business process of the IEBP taken alone does not
guarantee a correct behavior of the composed IEBP (i.e.,
properties are not preserved by composition). Thus, based
on the abstraction of two (or more) processes, we shoud be
able to say whether the composed process has the desired
behavior or not (in our case, is deadlock free or not).

Proving correctness of the (unknown) composed process
is strongly related to the model checking problem of a
system model. Among others, the symbolic observation
graph [5] based approach has proven to be very helpful
for efficient model checking in general. Since it is heavily
based on abstraction techniques and thus hides detailed

information about system components that are not relevant
for the correctness decision, it is promising to transfer this
concept to the problem rised in this paper.

A SOG is a graph whose construction is guided by
a subset of observed actions. The nodes of a SOG are
aggregates hiding a set of states which are connected with
non observed actions. The arcs of a SOG are exclusively
labeled with observed actions.

The work presented in this paper is in line with those
presented in [1] and [2]: How to adapt the SOG’s structure
in order to abstract and to compose business processes. Such
an adaptation is achieved by attaching to each aggregate
a (locally computed) sufficient and necessary information
for detecting deadlocks that are possibly caused by the
composition. The main contribution of this paper is to design
a symbolic algorithm (based on sets operations) allowing
an efficient computation of this information. This allowed
to strengthen the conviction that SOGs represent a suitable
abstraction since it respects the consraints mentioned above.
Indeed, by observing only the collaborative activities of
a process, publishing the corresponding SOG allows to
hide its internal strcuture. The analysis power of the SOGs
allows, in addition, to check the correctness of a composite
process. The composition of SOGs is immediately suitable
for synchronously composed processes. However, we can
consider asynchronous composition as described in [1],
[2]. The key idea is, when combining two processes, to
involve a third process, representing the interface, into the
composition stage. Such a component consists of buffers
and the corresponding sending and receiving actions. Taken
separately, this component is an infinite state system in the
general case. However, since the whole IEBP is supposed to
have finitely many states, only its reachable part is visited
during an on-the-fly composition with both processes.

This paper is organized as follows: Section II presents
some preliminary notions on WF-nets and labeled transition
systems. Section III recalls the symbolic observation graphs
and their application on business processes. Composition of
SOGs and checking the deadlock freeness on the obtained
synchronised product is the issue of Section IV. Section V is
devoted to the implementation of our approach in addition to
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experimental results. In Section VI, we discuss some related
works and compare our technique to existing ones. Finally,
Section VII concludes the paper and presents some aspects
of the future work.

II. PRELIMINARIES

The technique presented in this paper applies to various
kinds of process models that can map to labeled transition
systems, e.g., Petri nets and, in particular, WorkFlow Petri
nets (WF-nets) [11]. Since other modeling languages, which
are more frequently used in practice, map to Petri nets, our
approach is relevant for a very broad class of modeling lan-
guages. Applying our technique does not mean to construct
labeled transition systems explicitly. Instead, abstractions of
labeled transition systems are directly constructed from the
original process models.

Definition 1 (Labeled Transition System):
A Labeled Transition System (LT S f or short ) is a 5 −
tuple < Γ,Act,→, I,F > where :

- Γ is a f inite set o f states;
- Act is a f inite set o f actions;
- →⊆ Γ×Act×Γ is a transition relation;
- I ⊆ Γ is a set o f initial states;
- F ⊆ Γ is a set o f f inal states.
In this paper, we restrain the set of states Γ to those that

are reachable from the initial state. Moreover, we assume
that a final state f is terminal (it has no successor) and that
the set of actions Act is partionned into two disjoint subsets
Obs (observed actions) and UnObs (unobserved actions).
Below, we present some useful notations:
• For s,s′ ∈ Γ and a ∈ Act, we denote by s a−→s′ that

(s,a,s′) ∈→.
• If σ = a1a2 · · ·an is a sequence of actions, σ denotes

the set of actions occurring in σ, while |σ| denotes
the length of σ. s σ−→s′ denotes that ∃s1,s2, · · ·sn−1 ∈
Γ : s a1−→s1

a2−→·· ·sn−1
an−→s′.

• The set Enable(s) denotes the set of actions a such that
s a−→s′ for some state s′. For a set of states S, Enable(S)
denotes

S
s∈SEnable(s).

• π = s0
a1−→s1

a2−→·· · is used to denote a path of a LTS.
• s 6→, for s ∈ (Γ\F), denotes that s is a dead state, i.e.,

Enable(s) = /0.
• Sat(s) = {s′ | s σ−→s′ ∧σ ⊆ UnObs} is the set of states

that are reachable from a state s by unobserved actions
only. For S⊆ Γ, Sat(S) =

S
s∈S Sat(s).

• s 6⇒, for s ∈ Γ, denotes that either no final state in
F is reachable from s, or no state of Sat(s) enables
an observed action, i.e., Enable(Sat(s)) ∩ Obs = /0.
Conversely, s⇒ denotes ¬(s 6⇒).

• A finite path C = s1
σ−→sn is said to be a cycle if sn = s1

and |σ| ≥ 1.
If σ ⊆ UnObs then C is said to be a livelock. If, in
addition, s1 6⇒ then C is called a strong livelock (a
terminal cycle). Otherwise it is called a weak livelock.

If s 6⇒ for s ∈ (Γ\F), only a dead state or a strong livelock
are reachable from s. In this paper we assume that a strong
livelock behavior is equivalent to a deadlock. These two
behaviors are not distinguished and both are called deadlock.

Consequently, if we want to check whether a given state s
is a dead state or not, we need to check wether the predicate
s 6⇒ holds or not. We say that we are interested in the
observed behavior of s: (1) could s lead to the firing of
some observed transitions in the future? (2) could s lead
to a final state in the future? For this purpose, a virtual
observed action, called term, is added to the observed actions
Obs, it mentions that the system terminates proprely. The
Observed behavior, namely λ, is then defined as a particular
mapping applied to the set of states of a LTS as follows:

Definition 2 (Observed behavior mapping):
Let T = 〈Γ,Obs∪UnObs,→, I,F〉 be a LTS. We define:

1) λT : Γ→ 2Obs

λT (s) =


(Enable(Sat(s))∩Obs)∪{term}
if F ∩Sat(s) 6= /0

(Enable(Sat(s))∩Obs) otherwise

2) λ∩T : 2Γ→ 2Obs

λ∩T (S) =
T

s∈S λT (s)

3) λ
⊆
T : 2Γ→ 22Obs

λ
⊆
T (S) = {λ∩T (Q) | /0⊂ Q⊆ S}

4) λmin
T : 2Γ→ 22Obs

λmin
T (S) = {X ∈ λ

⊆
T (S) |6 ∃Y ∈ λ

⊆
T (S) : Y ⊂ (X \

{term})}

Informally, for each state s of a LTS T , (1) the observed
behavior of s, λT (s), stands for the set of observed actions
which can be executed from s, possibly via a sequence of
unobserved actions. In addition, term is a member of λT (s) if
and only if a final state is reachable from s using unobserved
actions only. (2) The observed behavior λ∩T associated with
a set of states S is the intersection of the observed behaviors
of its elements. It contains the set of observed actions that
are possible from each state of S. (3) λ

⊆
T (S) is a set of sets

of observed actions such that each is the result of λ∩T applied
to a nonempty subset Q of S. (4) Finally, λmin

T (S) contains
the minimal subsets of λ

⊆
T (S) w.r.t. the inclusion relation

not concerning the term action. For instance, if there exist
two states s,s′ ∈ S such that λ(s) = /0 and λ(s′) = {term},
then both subsets would appear as elements of λmin

T (S). This
allows to distinguish whether a dead state or a final state is
reached in S (in this case both kinds of state are reachable).

Thanks to the observed behavior, the deadlock freeness of
a LTS can be reduced to check whether there exists a state
s such that λT (s) contains the empty set. Similarly, a final
state is reachable from a given state s iff term belongs to its
observed behavior.
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Running example :
We use an example of two business processes (taken from

[9]), the trip reservation and the costumer, to illustrate the
problem raised in this work. Figure 1(a) illustrates the WF-
net associated with the trip reservation’s process while Fig-
ure1(b) illustrates the WF-net associated with a costumer’s
process. The corresponding LTSs contain 13 nodes and 36
edges, and 4 nodes and 4 edges, respectively. We choosed
such two examples in order to illustrate how SOG-based
approach depends on the number of observed actions. In
fact, the first contains a big proportion of unboserved actions
(17/21), while, in the second all actions are observed. The
two processes can collaborate (using dashed transitions) in
order to form an IEBP.
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p8
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p10 p11
p12
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p17 p18
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t1 t2

re ject
con f irmrec

f lightre hotelres

t3 t4 t5 t6
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(a) WF-net of trip reservation

p′0

p′1

p′2

p′3

getinit

re jectaccept

scheduletrip

(b) WF-net of customer

Figure 1. The WF-nets of a trip reservation and a costumer

III. SOG : SYMBOLIC OBSERVATION GRAPH

In this section, we recall the formal definition of a SOG
associated with a LTS. We first define what is an aggregate:
a node of the SOG. Compared to the first definition of

SOGs (see [5]), the aggregates are here completed with the
observed behavior of the hidden states. We will establish
that this is the sufficient and necessary information allow-
ing to detect possible deadlock states that can appear by
composition. Recall that the deadlock freeness property is
not preserved by composition: two deadlock free processes
could lead, after composition, to a composite process with
a dead state.

Definition 3 (aggregate):
Let T = 〈Γ,Act,→,s0,F〉 be a labeled transition system

with Act = Obs∪UnObs. An aggregate is a couple a = 〈S,λ〉
defined as follows:

1) S is a nonempty subset of Γ s.t. s ∈ S⇒ Sat(s)⊆ S;
2) λ = λmin

T (S).
Informally, an aggregate a is defined as a couple (S,λ)

where a.S is its set of states (connected with unobserved ac-
tions) and a.λ its observed behavior. The observed behavior
associated with an aggregate a can help to know whether
a contains a dead state ( /0 ∈ a.λ) as well as whether a final
state belongs to a (∃S′ ⊆ a.λ s.t. term ∈ S′). In Section V,
we propose a symbolic (set-based) algorithm allowing to
efficiently compute the observed behavior of an aggregate.

Definition 4 (Symbolic Observation Graph):
A symbolic observation graph SOG(T ) associated

with a LTS T = 〈Γ,Obs∪UnObs,→, I,F〉 is a LTS
〈A ,Act′,→′, I′,F ′〉 such that:

1) A is a finite set of aggregates s.t.:
a) There is an aggregate a0 ∈ A s.t. a0.S = Sat(I);
b) For each a∈A and for each o∈Obs the set {s′ 6∈

a.S | ∃s∈ a.S,s o−→s′} is not empty if and only if
it is a pairwise disjoint union of nonempty sets
S1 . . .Sk and for i = 1 . . .k, there is an aggregate
ai ∈ A s.t. ai.S = Sat(Si) and (a,o,ai) ∈→′;

c) For each aggregate a ∈ A , the a.λ attribute is
computed following Definition 3;

2) Act′ = Obs;
3) →′⊆ Γ′×Act′×Γ′ is the transition relation, obtained

by applying 1b;
4) I′ = {a0} (s.t. a0.S = Sat({I});
5) F ′ = {a ∈ Γ′ | ∃Q ∈ a.λ; term ∈ Q}.
Point 1b of Definition 4 deserves explanation: Given an

aggregate a and an observed action o, the set of successors
obtained by firing o from states of a.S is partioned in disjoint
subsets. For each of these subsets, there exists an aggregate
in the SOG obtained by saturation on the states of the subset.
For each such an aggregate a′ there exists an arc from a to
a′ labeled with o. Thus, the SOG is non deterministic: an
aggregate could have two successors by the same observed
transition.

The construction of a SOG following the definition can
be started by the initial aggregate a0, then the SOG will
be updated iteratively by adding new aggregates as long as
the condition (1.b) is satisfied. Clearly, this construction is
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not unique. One can take advantage of such a flexibility
in order to obtain smaller aggregates (in terms of number
of states). Even if the obtained SOG would have more
aggregates in this case, it would consume less time and
memory. This definition generalises the one given in [1],
while the construction algorithm given in [5] is an example
of implementation where the obtained graph is deterministic.

Notice that, once the SOG is built, the set of states of each
aggregate has not to still be stored in memory any more. The
unique useful information is the observed behavior annoting
each node. A SOG is said to be deadlock free if none of
its nodes admits the empty set as a member of its observed
behavior.

The following proposition establishes that checking dead-
lock freeness of a SOG is equivalent to check deadlock
freeness on the associated process (represented by its LTS)

Proposition 1: Let W be a business process, let T =
〈Γ,Act = Obs∪UnObs,→, I,F〉 be the labeled transition
system of W and let G be a SOG of T . Then, W is deadlock
free if and only if G is deadlock free.

A0

λ : {{getinit}

A2λ : {{term}} A3 λ : {{term}}

A1

λ : {{re ject}{accept}{scheduletrip}}
getinit

scheduletrip

re ject

accept

(a) A SOG of trip reservation

A′0λ : {{getinit}}

A′3λ : {{term}}

A′2λ : {{scheduletrip}}

scheduletrip

A′1λ : {{re ject}{accept}}

getinit

accept

re ject

(b) A SOG of customer

Figure 2. Two SOGs of the running example models

Figure 2 shows the two SOGs associated with the WF-
nets of Figure 1. Figure 2(a) illustrates the SOG of the
reservation trip model while Figure 2(b) shows the SOG
of the customer model. We note that the two SOGs are
deadlock-free: None of the aggregates of each SOG contains
a deadlock state. We recall that the reachabilty graphs of the
trip reservation and the customer models contain 13 nodes
and 36 edges, and 4 nodes and 4 edges, respectively. It is
clear, through this example, that bigger is the number of
observed actions, smaller is the size of the obtained SOG.
Especially, when all the actions of the service are observed,
the SOG is isomorphic to the reachabilty graph.

IV. COMPOSITION OF SOGS

In this section, we tackle the main idea of this paper:
Given two (ore more) business processes (each ignoring
internal details about the other), how to check that their
composition is deadlock free? We showed in the previous
section that the SOG can represent a good abstraction of
business processes on which the deadlock freeness property
can be checked. Here, we prove that they can also be used
in a compositional way: The composition of two SOGs can
be useful to check the correctness of the composition of the
underlying processes.

We propose to build the synchronized product of two (or
more) SOGs so that the obtained graph remains a SOG.
Now, the difficulty is to compute the observed behavior of
the synchronized product SOG. In fact, the states abstracted
by an aggregate are hidden (actually, they do not exist in
memory any more, once the SOG is built) and directly
computing their observed behavior is not possible. Thus,
given two aggregates a1 and a2 belonging to two different
SOGs, we propose to deduce the observed behavior of the
product aggregate, a = a1×a2, from those of a1 and a2.

Definition 5 (aggregate product):
Let Ti = 〈Γi,Obsi∪UnObsi,→i, Ii,Fi〉, i = 1,2 be two LTSs.
Let ai = 〈Si,λi〉 be two aggregates of two associated SOGs.
The product aggregate a = 〈S,λ〉, denoted by = a1×a2, is
defined by:
• a.S = a1.S×a2.S;
• a.λ = {(x ∩ y) ∪ (x ∩ (Obs1 \ Obs2)) ∪ (y ∩ (Obs2 \

Obs1)) | x ∈ a1.λ, y ∈ a2.λ}.
Notice that the term action is supposed to be shared by both
LTSs. Intuitively, an observed action is possible from a state
s = (s1,s2) in a = a1×a2 if it is observed in T1 and T2 and
possible from both states s1 and s2, or it is observed only
in T1 (resp. T2) and possible from s1 (resp. s2).

Definition 6 (SOG synchronized product):
Let Ti = 〈Γi,Obsi,→i, Ii,Fi〉, i = 1,2 be two SOGs. The

synchronized product of T1 and T2, denoted by T1×T2 is
the SOG 〈Γ,Obs,→, I,F〉 where:

1) Γ = Γ1×Γ2;
2) Obs = Obs1∪Obs2;
3) → is the transition relation, defined by:
∀(a1,a2) ∈ Γ′ : (a1,a2) o−→(a′1,a

′
2)⇔

a1
o−→1a′1∧a2

o−→2a′2 if o ∈ Obs1∩Obs2
a1

o−→1a′1∧a2 = a′2 if o ∈ Obs1 \Obs2
a1 = a′1∧a2

o−→2a′2 if o ∈ Obs2 \Obs1
4) I = I1× I2;
5) F = F1×F2.

Note: The set of aggregates Γ′ is reduced to the states that
are reachable from the initial aggregate.

The following proposition establishes that the syncronized
product of two SOGs is a SOG. This result combined with
Proposition 1 allows to reduce the deadlock freeness veri-
fication of an IEBP to the verification of the synchronized
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product of the SOGs derived from its components.
Proposition 2: Let Wi, for i∈{1,2}, be two business pro-

cesses, whose IEBP is W , and let Ti be their corresponding
LTSs. Let Gi be a SOG associated with Ti with respect to the
set of observed actions Obsi, and let G be the synchronized
product of Gi. Then G is a SOG of the W ’s LTS with respect
to Obs1∪Obs2.

A0A′0

λ : {{getinit}

A3A′2λ : {{∅}} A3A′3 λ : {{term}}

A1A′1

λ : {{accept}{re ject}}
getinit

accept re ject

(a) the SOG synchronized product

Figure 3. the SOG synchronized product

Figure 3 illustrates the SOG obtained by synchronizing
the SOGs of Figure 2. We note that it contains a deadlock
aggregate A3A′2 although A3 and A′2 are deadlock-free. In
fact, {term}∩{scheduletrip}= /0.

V. IMPLEMENTATION AND EXPERIMENTAL RESULT

A. Implementation

The construction of the original version of SOG has been
already implemented in [5] and a model checker of Linear
Temporal Logic formulae based on SOGs was proposed
in [6]. In this work, we adapted the existing tool to the
context of composition of business processes. Thus, the
main task was to adapt the construction of the SOG so
that the observed behavior [2] is computed for each new
aggregate. A direct implementation of the observed behavior
of a given aggregate (following Definition 3) implies to
consider each state belonging to the aggregate separately.
This would considerably decrease the efficiency of the
approach. In fact, each aggregate is encoded with a BDD
and all the operations manipulating the aggregates should
be based on set operations. Therefore, we have implemented
an algorithm (see Algorithm 1) for the computation of the
observed behavior that is exclusively based on set operations
applied to the states of a given aggregate.

The input of Algorithm 1 are an aggregate A, the set of
observed transitions Obs, the set of unobserved transitions
UnObs and the final set of states F . It computes the observed
behavior associated with the aggregate A (i.e., A.λ).

We use a map (called R) whose elements are couples of
sets of events and sets of states (line 1). Each element (O,S)
satisfies the following: each state of S enables each transition
of O. This map is progressively updated so that, at the end
of the algorithm, the set of its keys (the first element of

Algorithm 1 Computing the Observed Behavior
Require: AgregateA,Obs,UnObs,Seto f statesF
Ensure: A.λ

1: Map < Set o f events,Set o f states > R
2: if F ∩A.S 6= /0 then
3: insert ({term},Pred(F,A.S,UnObs)) inR
4: end if
5: for o ∈ Obs do
6: if Enable(A.S,o) 6= /0 then
7: insert ({o},Enable(A.S,o)) in R
8: end if
9: end for

10: for (O,S) ∈ R do
11: for (O′,S′) ∈ R do
12: if S = S′ then
13: (O,S)← (O∪O′,S)
14: remove (O′,S′) f rom R
15: end if
16: end for
17: end for
18: λ← Set o f keys o f R
19: Set o f statesE← /0

20: for t ∈ (Obs∪UnObs) do
21: E← E ∪Enable(S, t)
22: end for
23: if E 6= S then
24: λ← λ∪{ /0}
25: else
26: if (PreIm∗(Enable(A.S,Obs)∪ (F ∩ A.S),UnObs) 6=

A.S) then
27: λ← λ∪{ /0}
28: end if
29: end if
30: return λ

the couples) form the observed behavior of the aggregagte
A (line 18). The first step of the algorithm (lines 2− 4)
consists in: (1) checking whether a final state belongs to
A.S, (2) if it is the case creating a new couple ({term},S)
where S is the set of the immediate predecessors of the final
states present in A. The latter task is performed by using the
PreIm() function. The second step of the algorithm (lines
5− 9) allows to fill the map R with couples of the form
({o},S) where o is an observed action and S the subset
of states of A enabeling o. Once the map R is filled, it is
analysed in the third part of the algorithm (lines 10− 17).
The idea is to look between elements of R those having the
same enabling sets of states (the second component of each
couple). For each pair (O,S) and (O′,S) in R the first couple
is updated by adding O′ to O while the second is removed
from the map. Indeed, states in S enable each action in O
or in O′ and should be associated with the set O∪O′.

The final part of the algorithm (lines 19−29) is dedicated
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Model Places Trans Obs RG OG SOG
States Edges States Edges time(s) States Edges time(s)

C 18 11 4 26 66 12 20 <1 5 4 <1
SC 15 9 4 11 11 9 11 <1 7 7 <1
OS 15 8 8 10 10 12 17 <1 10 10 <1
R 38 33 17 28 33 369 14 e2 <1 17 17 <1

Ph5 36 16 10 417 10 e2 14 e2 34 e2 16 297 721 8
Ph6 43 19 12 14 e2 46 e2 61 e2 17 e3 245 991 28 e2 42
Ph7 50 22 14 52 e2 19 e3 26 e2 88 e3 42 e2 33 e2 11 e3 162
Ph10 71 31 20 23 e5 23 e4 - - - 12 e4 58 e4 15 e2

Ph10 71 31 4 23 e5 23 e4 - - - 21 50 15

Table I
EXPERIMENTAL RESULTS: OG VS. SOG

to the analysis of the deadlock states inside the aggregate A.
If a deadlock state is found in A.S then the empty set is added
to λ. A terminal state is detected (lines 19−24) when the set
of states enabling some transition (observed or not) is not
equal to the whole set A.S. In order to detect strong livelocks
(terminal cycles), we iterate on the PreIm() function in order
to compute all the states in A.S that possibly lead either
to a state in Enable(A.S,Obs) (i.e., a state enabling some
observed action), or to a final state. If the result is not equal
to A.S then there is a terminal cycle in A and the empty set
should belong to A.λ (line 26−27).

In addition to the implementation of the observed be-
haviour algorithm, we integrated new functionnalities to
allow the abstraction and the composition of business pro-
cesses: Given a WF-net description of one or more business
processes, it is possible to check the deadlock freeness
property on the fly by building the correspondig SOG. The
user can choose to stop the construction of the SOG as soon
as a deadlock state is reached, or not. In the last case a
textual description of the whole SOG is supplied.

B. Experimental results

We used our implementation in order to build the SOG
associated with several business processes from different
domains. We do not describe these models here because
of lack of place but we give their WF-net models’ size
(in terms of number of places and transitions) as well as
the size of their reachability state graphe RG (in terms of
number of nodes and arcs) in Table I. These models were
also supplied to Wendy ([10]), a tool to analyse interacting
open nets. One of the fonctionalities of Wendy is to build
the Operating Guideline [3], an annotated automata, in order
to abstract a model and to check compatibility between two
models (i.e., whether two models can collaborate safely).
The corresponding results are illustrate in Table I (column
OG)

The obtained results show clearly that SOGs-based ap-
proach outperforms than the operating guidelines-based one.
The SOG is always (at least for the tested examples) smaller
than the operating guideline graph and its construction faster.

It is interesting to notice that the size of the operating
guideline can be greater than the size of the reachability
graph. For instance, this is the case of the online shop
model (OS). The corresponding SOG is isomorphic to the
reachability graph since all the transitions are observed.
The SOG-based approach is especially efficient for loosely
coupled models (with a few number of observed actions).
This can be easily noticed if we look to the two last lines of
Table I: at line 8 the 10 philosophers model is obtained by
composition of 10 models (each represents one philosopher).
Each philosopher contains two observed transitions (those
allowing to pick up the forks) and the total number of
observed transitions is 20 over 31. In the last line, however,
this model is obtained by composing only two models,
each representing five philosophers and contains 2 observed
transitions (thus 4 observed transitions over 31). In this case
the size of the SOG is negligible comparing to the first case.
In both cases Wendy is not able to supply the result because
of the explosion of the corresponding state space.

VI. RELATED WORK

The importance of dealing with business processes on one
hand and business process composition on the other hand is
reflected in the literature by several publications. Below, we
discuss some related approaches.

The public-to-private approach introduced by W. van der
Aalst in [12] consists of three steps. Firstly, the organizations
involved agree on a common and sound public workflow,
which serves as a contract between these organizations.
Secondly, each task of the public workflow is mapped onto
one of the domains (i.e., organization). Each domain is
responsible for a part of the public workflow, referred to its
public part. Thirdly, each domain can now make use of its
autonomy to create a private workflow. To satisfy the correct-
ness of the overall inter-organizational workflow, however,
each domain may only choose a private workflow which
is a subclass of its public part [13]. The public-to-private
approach allows to the local processes to be decoupled as
much as possible and to have some degree of understanding
about the nature of the interaction between the processes of
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the different business partners. A problem to be encountered
by this approach is confidentiality that prevents a complete
view of local workflow. Indeed, to check the deadlock
property, one needs the model of the global workflow. This
model however is often not available for inter-organizational
workflows since organizations are not willing to disclose
their workflows ( e.g., for privacy reasons). Therefore, our
technique that abstracts local workflows using SOGs is well
suited to verify properties and preserve organization privacy.

In [7], a formal model for services called service au-
tomota is defined by P. Massuthe and K. Schmidt. Based
on this representation, the authors combine all the well-
interactions between a service and its determinitic partners
on an annotated automaton called Operating Guideline. This
automaton characterizes all services wich interact properly
with the corresponding service. This approach of abstraction
was extended to composition of web services by P. Massuthe
and K. Wolf in [8], allowing publishers on the web to
maintain privacy of the services and to present only the
essential behavior information for matching. Authors give a
matching algorithm that can be applied between an operating
guideline and a web service model and check whether the
matching is possible or not.

Another approach for workflow matchmaking was pro-
posed by A. Martens in [9]. It assumes that two workflows
match if they are equivalent. To reach this end, the author
introduces the notion of communication graph c-graph and
usability graph (u-graph). If the u-graph of a workflow is
isomorphic to the c-graph of another workflow, then the two
workflows are considered equivalent.

In conclusion, to the best of our knowledge, none of
the existing approaches combine symbolic (using BDDs)
abstraction and modular verification to check the correctness
of inter-organizational processes. They always deal with
an explicite representation of the system’s behavior, which
accentuate the state space explosion problem.

VII. CONCLUSION

The main emphasis of this paper is on composition of
business processes using symbolic observation graphs: How
can we compose extended SOGs such that the resulting SOG
is still small but represents the behavior of the IEBP in an
appropriate way? We addressed the problem of checking
correctness of IEBPs compositionally. We established that
and how symbolic observation graphs can be extended and
efficiently used for that purpose. We implemented the pre-
sented approach and compared the obtained results against
the operating guidelines approach. The obtained results
confirms our belief that the SOG is a suitable abstraction
of business processes that offers, in addition, interesting
analysis capabilities.

Our future work will be on studying other correction
criteria (e.g., soundness) by depicting the necessar local
information (like we did wit the observed behavior) to be

stored (within each aggregate) so that the desired property
can be checked on the composition of the obtained SOGs.
We also plan to extend our approach to deal with resources.
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