
Co-Design of an Adaptive User Interface for the Visually Impaired People 

Audrey Ambles, Dominique Leclet-Groux, Alexis Potelle 
Laboratory MIS 

University of Picardie Jules Verne 

Amiens, France 

audrey.ambles@u-picardie.fr, dominique.groux@u-picardie.fr, alex.potelle@u-picardie.fr

 
Abstract—This article presents an adaptable 2D interface for 

visually impaired people. Its goal is to enable them to recognize 

3D objects on a simple computer screen. This alternative to 3D 

or immersive glasses, which are difficult for visually impaired 

individuals to use, offers 2D renderings of 3D objects enhanced 

by image processing. It leverages the richness of information 

inherent in 3D objects without relying on segmentation and 

voice transcription. It also allows for customization of the 2D 

interface and personalization based on the visual impairment 

condition. The article discusses the co-design with visually 

impaired of the 2D interface and the evaluation of its usability. 

Keywords—Adaptive user interfaces; Design methods; 

Interface design for people with disabilities; Usability testing and 

evaluation. 

I.  INTRODUCTION 

This article presents the co-design process with the 
visually impaired of an Adaptive 2D Visualization Interface. 
The visual impairment is defined by the World Health 
Organization when visual acuity is less than 3/10 after optical 
correction and/or when the visual field is less than 10°. This 
population is inherently heterogeneous. Each person has her 
specificities and perceives things uniquely. They use their 
residual vision in their daily activities when possible [22].  

This work aims to use the residual vision of the visually 
impaired to improve 3D object recognition. 

To explore and recognize 3D objects, various solutions 
exist, such as the use of 3D glasses or VR headsets, but these 
devices are difficult to use for the visually impaired [18].  

We propose an alternative device adapted to visually 
impaired people, based on the use of an ordinary 2D screen 
without semantic segmentation and voice transcription. 

To make the recognition of 3D objects possible on 2D 
screens, the renderings of 3D objects are augmented by image 
processing and a suitable interface. The interface then offers 
visually impaired, visualization aids (outlines, zoom, lighting 
effects, etc.) and settings functions (menu choice, font, 
background, etc.). 

Section II describes the general co-design process, 
considerations for the visually impaired, and provides a state 
of the art of existing visualization interfaces adapted for this 
audience. Section III details our interface co-design with our 
visual impaired and the tools used by us. Section IV describes 
our 2D visualization interface and Section V presents its 
evaluation. We conclude with our research perspectives. 

II. RESEARCH CONTEXT 

A. Co-design 

Co-design is a method that involves the end user in the 
product design and development process. This design is 
multidisciplinary, collective and collaborative [5]. Co-design 
stems from user-centered design. It aims to gather user input 
and convert it into design choices. The co-design cycle is 
divided into four phases [25]. 

1. The analysis phase identifies user’s needs. The tools 
used are document studies, questionnaires, interviews 
and observation methods.  

2. The ideation phase allows collaboration, contribution 
and creativity. The tools used are brainstorming, 
brainwriting and focus groups.  

3. The design phase defines the appropriate 
functionalities to be developed. This phase results in 
the proposal of a high-fidelity prototype with 
interface specifications and the features. The tools 
used include paper or digital mock-ups. The 
development is then carried out following a spiral 
development cycle [6] incorporating design testing to 
validate both features and the interface.  

4. The evaluation phase values the final application and 
measures the user’s satisfaction (usability and 
usefulness criteria). The user-centered, heuristic, and 
analytical evaluations can be employed [4][11]. 

When the co-design is dedicated to the design of products 
for a specific disability is named inclusive co-design [19] and 
the tools used in four phases are not suitable. 

B. Considerations for co-design with the visually impaired 

For a sighted person, the field of view is very wide [10]. 
The processing of information perceived by sight is parallel. 
This is much more challenging, or even impossible, for 
visually impaired who compensate their deficiency through 
the sense of touch and/or hearing. 

The problem is that the tactile perceptual field is less 
efficient than sight for Braille reading tasks, as it made up of 
successive and discontinuous elements [28]. For example, 
when a visually impaired person reads a document, he or she 
has to rely mainly on memory and exert significant effort to 
memorize. This is due to the fact that they do not have a global 
vision of the text's structure [9]. 

In contrast to the persistent nature of sight, auditory 
perception operates through a mode of analysis that is 
considered fleeting. Auditory memory in the visually 
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impaired therefore entails a high cognitive load, as it is 
sequential in nature [12]. 

The co-design tools available for visually impaired must 
consider their sensory perception. Reference [1] recommend 
observation and oral interviews, specifying that anything 
involving paper must be excluded. Reference [7] emphasize 
the careful use of brainstorming to avoid fatiguing visually 
impaired. Reference [26] recommend the use of high-fidelity 
software prototypes. 

C. Visualization Interfaces for the Visually Impaired 

2D interfaces now offer numerous accessibility features 
[3][23]. Windows users have, for example, access to features 
such as screen reading, improved contrast, and magnification.  

3D interfaces by using augmented or virtual reality can 
assist visually impaired allow visual experiences of the real 
world. In augmented reality, “ForeSee” prototype allows users 
of virtual reality headsets to zoom in, enhance and invert 
contrasts in real-time [30]. This device lacks an interface for 
activating these features; users must verbally request them. 
Other visual augmentation systems in augmented reality, such 
as the one proposed by [14] involving Google Glass to 
enhance contrast perception through edge detection.  

Similarly, the device by Hicks et al. aims to improve depth 
perception for obstacle avoidance [13]. Google Glass has a 
minimal interface for setting edge detection and displaying 
edge type. System in [13] has no interface, as its sole purpose 
is to enhance the depth of objects between them.  

In virtual reality, [31] have developed “SeeingVR”, a 
framework of 14 features to enrich the visual experience in 
virtual reality video games with assistive functions such as 
magnification, edge detection, contrast enhancement, voice 
description of annotated objects or text to speech. Similar to 
“ForeSee”, the selection and adjustment of treatments are 
done through a voice input system, without an interface, 
which can lead to a poor gaming experience. 

The utilization of virtual reality headsets can pose 
challenges for individuals with visual impairments. System 
latency, stemming from computational processes, along with 
inaccurate distance perception, contributes to difficulties in 
headset usage [17].  

We offer an alternative to immersive visualization systems 
for viewing 3D objects on a simple computer screen. This 2D 
interface offers a range of accessibility features to meet the 
specific needs of the visually impaired. Our ambition is to 
provide an enhanced visual experience while avoiding the 
drawbacks associated with existing immersive systems. Our 
interface also takes advantage of the wealth of information 
inherent in 3D objects without the need for semantic 
segmentation and voice transcription. 

III. CO-DESIGNING THE INTERFACE 

A. Selection of tools for Visually Impaired participants 

As highlighted in section I-B, to design the interface 2D, 
we selected co-design tools suitable for visually impaired. We 
chose tools that depend on hearing but do not involve too 
much cognitive load, as recommended by [1]. 

Interviews encourage interaction and discussion. They can 
be directive (based closed questions), semi-directive (open 
questions), or free (the interviewee chooses the themes). 

Direct observation is a mediation tool to collect verbal and 
behavioral data (video capture and field diary).   

Brainstorming aims to generate ideas orally, and relies on 
spontaneous creativity.  

Software prototype (digital mock-up). For the 
development phase, we adopted an iterative development 
approach using successive cycles (spirals), based from the 
spiral model [6]. In each iteration, the prototype is evaluated 
through design tests. Evaluators check if the objectives are 
achieved and decide on new objectives if necessary. This 
process allows for continuous risk assessment, ensures 
quality, and limits the number of spirals. 

User-centered evaluations focus on the utility and 
difficulty level (assessed through questionnaires, interviews, 
and electronic monitoring) and also assessing the 
understanding of terminology. 

Nielsen's and Bastien & Scapin's heuristic evaluations use 
evaluation grids to inspect usability (ergonomics, standards, 
controls, etc.) [4][21]. 

B. Analysis phase 

First, we studied pathologies and various forms of visual 
impairment. We used “OpenViSim” [15] to simulate their 
vision and better understand the visual perception of partially 
sighted. We focused on the main pathologies: retinitis 
pigmentosa (impaired peripheral vision), retinopathy (vision 
obstructed by spots), age-related macular degeneration 
(impaired central vision), cataracts (severe myopia). 

Then, we conducted semi-structured interviews with 10 
visually impaired to gather their needs and expectations.  The 
interviews consisting of questions divided into 3 themes: 
visual perception, expectations, needs in terms of viewing 3D 
objects. They lasted on average one hour. The analysis of 
these interviews highlighted that all participants use tools to 
assist them in daily tasks (mobility, object identification, 
reading content, etc.). They use, when they can their residual 
vision. Additionally, when using digital tools, they express 
dissatisfaction with the lack of adaptation and personalization, 
admitting that in some cases, it does not really help them. 

C. Ideation phase 

The ideation phase continued with brainstorming sessions. 
During these sessions, we ensured that our participants were 
not cognitively overloaded: limited duration to a maximum of 
one and a half hours, in the morning, with regular breaks, in 
small groups, allowing time for speaking, reformulating, 
writing down ideas, and repeating them orally.  

These sessions led to a list of the 2D interface 
specifications: interface setting (customize fonts, object 
background and menus) and visualization functions (zoom, 
appearance, outlines, static and dynamic lightning, and 
texture substitution). 

Only five fonts have been selected: Arial, Liberation, 
Luciol, Tiresias and OpenDys, to limit an overloaded selection 
menu (demand of visually impairs) and to align with the 
minimalism criterion [21]. Arial and Liberation are frequently 
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used fonts in the daily lives of visually impaired individuals. 
Luciole and Tiresias are recommended for all pathologies 
[20]. OpenDys is a font for dyslexic persons but used also by 
visually impaired. This font improve readability by making 
letters more distinct and less likely to blend together. This 
font, like all sans-serif fonts is recommended for the visually 
impaired as it improves readability by making letters more 
distinct and less likely to blend [24]. 

Four highly contrasted colour themes have been chosen 
for the menus: white (white background and elements, black 
fonts and outlines), light gray (light gray background, white 
elements, black fonts and outlines), dark gray (dark gray 
background, black elements, white fonts and outlines) and 
black (black background and elements, white fonts and 
outlines). They are important for retinopathy and cataracts 
because they improve readability and distinction between 
interface elements. Adjustments to the thickness of menu and 
button borders have been chosen to improve item detection. 

We've also added the ability to customize the background 
scene contrast, the menu which can be placed on the left or on 
the right side of the screen. Regarding the interface elements, 
the use of buttons, sliders, dropdowns are possible adhering to 
standards for visually impaired accessibility [29]. 

The visualization functions selected to help recognize 3D 
objects compensated for loss of detail, contrast or sharpness, 
color alteration and distorted depth perception. The digital 
treatments use the geometric data of 3D objects or the 
luminosity information obtained after 2D rendering. Seven 
functions requiring minimal parameterization on the part of 
the visually impaired have been selected: digital zoom, 
navigation around the object and automatic framing, 
sharpness and contrast, brightness and saturation, outlines, 
texture, play of lights. 

D. Design phase 

We developed a software prototype, with Unity, following 
a spiral cycle. We wanted people to interact with the prototype 
without going through digital simulation, where interactions 
are predefined. Unity is a cross-platform game engine used in 
virtual/augmented reality [27]. Its native features include the 
ability to create 2D/3D renderings, design user interfaces and 
customize them. The visual rendering quality and 
performance of applications can be optimized using shaders. 
Shaders enable the implementation of special effects such as 
post-processing without compromising performance.  

Three design test cycles were carried out to produce the 
2D visual interface presented in next section. The second 
cycle approved the interface setting. The third cycle validated 
the visualization functions.  

During these tests, interviews based on semi-structured 
questions were conducted. The duration was approximately 
one hour, always in the morning with regular breaks. A free-
form interview concluded the session to gather verbal 
suggestions. Direct observation (with video) was also used. 

IV. 2D INTERFACE DESCRIPTION 

A. Visualization functions 

Among the available visualization functions, object 

navigation enhances the perception of 3D dimensions. 

Combined with digital zoom, it allows for enlarging a 

specific part of the object, thereby providing a detailed view. 

The appearance adjustment functions (sharpness, 

saturation, brightness, contrast) help minimize visual injury. 

They enhance details, adjust brightness differences between 

light and dark areas, and limit glare. 

The outlines functions enhance important structural 

elements such as the silhouette, pronounced color variations, 

or changes in the curvature of the object's surface. They 

facilitate the understanding of the object's characteristic 

features without relying on vocal cues. 

Lighting effects utilize cast shadows to enhance the 

perception of spatial dimension. They can be either static or 

dynamic to reduce navigation operations. 

Texture substitution alters an object's visual appearance, 

aiding comprehension by eliminating reflections and 

enhancing spatial dimension perception. 
All features can be combined according to preferences and 

needs. A detailed presentation of these treatments can be 
found in [2]. 

Figure 1 shows a treatment applied to a 3D object: a 
cactus.  The screenshot on the left shows the 3D object without 
pathology. The middle screenshot shows the object as seen by 
a visually impaired person suffering from myopia and tunnel 
vision. The screenshot on the right shows the 3D object with 
edge computed from colour gradient to delineate and identify 
the other small cactus. 

 

Figure 1.  Screenshot, the cactus plant without processing (on the left) and 

with treatments (on the right): edge computed from colour gradient. 

B. 2D interface settings 

Interface settings allows the visually impaired to modify 
fonts, menus, and object background. Figure 3 shows 
examples of interface configurations: menu position, 
background color and font choice. 

  

Figure 2.  On the left, the menu is on the left, the background is grey, the 

menu theme is light grey and the font is Luciole. On the right, the menu is 

on the right, with a black background, white theme and OpenDys font. 
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V. 2D INTERFACE EVALUATION 

A. Evaluation criteria 

The evaluation of the interface focused on usability and 
utility criteria [11]. Usability ensures interface clarity, 
customization simplicity and easy navigation. Structured 
menus, clear instructions and minimal elements enhance 
usability by improving accessibility and functions 
memorization. Utility evaluates how visual enhancement 
functions contribute to improving users' perception of 3D 
models. The results of the utility evaluation are detailed in [2]. 

To assess the usability of the interface, we utilize the 
ergonomic evaluation grids by Bastien and Scapin (ergonomic 
criteria) and Nielsen (heuristic), which we combine [16] to 
extract criteria that we evaluate based on end-user satisfaction 
[8]. This allows participants to indicate whether they are 
satisfied with the interface and find it accessible. We have 
compiled these criteria in a table entitled “Criteria 
Composition” [32]. The criteria we have selected for usability 
evaluation are ease of use (is the interface easy to 
manipulate?), interface minimalism (do the presented 
information not cause visual overload?), reactivity (does the 
interface provide immediate feedback?), adherence to 
standards and clear designation, and finally flexibility (does 
the interface adapt to visual preferences and technological 
habits?). 

B. Final evaluator 

Four visually impaired as end users have been involved in 
the evaluation phase, whose visual conditions are in Table I. 
These persons did not participate in the co-design of the tool. 
The participants have different visual conditions, but some 
similarities can still be observed: P2 and P3 have retinitis 
pigmentosa, P3 and P4 have only half of their visual field). 

TABLE I.  PARTICIPANT INFORMATION IN THE FINAL EVALUATION. 

Participants P1 P2 P3 P4 

Pathologies Nystagmus Pigmentary 

retinopathy  

Pigmentary 

retinopathy 

Scotoma 

Meningioma 

Optic nerve 

atrophy 

Visual acuity Left: 1/10 

Right: 1/10 

Left: 1/20 

Right: 4/10 

Left: blind 

Right: 1/10 

Left: blind 

Right: 1/20 

Visual field Total Tunnel 

vision 

Tunnel 

vision, blind 

spot effect 

Cannot see out 

of right part in 

the right eye 

Light 

sensitivity 

Yes Yes Yes Yes 

Color vision Good Need 

contrasts 

Need 

contrasts 

Need contrasts 

C. Protocol and evaluation 

The evaluation sessions lasted on average 1 hour and 30 
minutes and were recorded. They were structured as follows: 
collection of visual conditions (as found in Table I), 
presentation of interface customization and visual 
enhancement functions, followed by a task to test interface 
usage, which involved exploring 7 3D models (unannotated) 
representing everyday objects. 

To present the interface customization and visual 
enhancement functions, we asked the participants to navigate 
autonomously within the interface and activate these 
functions. We began by configuring the interface, asking them 

to adjust the fonts, then the menus, and finally the object 
background. Next, we asked them to activate and adjust the 
visual enhancement functions to explore them. 

We used evaluation grids (in the form of semi-structured 
interviews) to assess the interface [33]. Participants could 
respond “Yes”, “No”, or “Not really”, and were encouraged 
to share their feelings and comments throughout the session. 
We also considered user preferences by observing their 
interface usage while adjusting the interface rendering. 
Additionally, we gathered participants' feelings through open-
ended questions at the end of the evaluation. 

D. Results and analysis 

We evaluated 80 questions regarding the usability of the 
interface. The criterion “Ease of Use” (includes 20 questions) 
concerns the use of interface elements. “Interface 
Minimalism” (21 questions) concerns visual information 
overload. “Reactivity” (3 questions) concerns real-time 
feedback. “Adherence to Standards and Clear Designation” (8 
questions) concerns the understanding of the interface through 
standards and labels. Finally, “Flexibility” (18 questions) 
concerns the adaptation of the interface to users, both in terms 
of visual and usage preferences. 

To assess participant satisfaction based on our criteria, we 
calculated the average of responses categories to the questions 
for each criterion. Figure 4 summarizes the participants' 
responses, in percentages, for these criteria. These results 
confirm that the usability is highly satisfactory (“yes” 
responses are above 75% for all criteria). 

 

 

Figure 3.  The response rate of participants per evaluation criterion. 

Additionally, we analyzed the reasons behind the “no” and 
“not really” responses for each question to extract qualitative 
information. We won’t delve into the analysis of the 5 criteria 
here. Instead, we focus of the following 3 criteria: “Ease of 
Use”, “Interface Minimalism”, and “Flexibility”. 

Participants found the interface “easy to use” (83% 
according to Figure 4). The difficulties encountered are 
specific to participant's visual condition. Participants with 
reduced vision indicated that they did not appreciate using 
sliders. In response to the question “Is selecting a choice via 
slider suitable?”, P3 answered “no”, stating that “I need some 
adaptation time because the elements are too small”, and P4 
answered “not really”, specifying that the sliders are 
“disruptive”. They do not perceive the changes well when 
moving the slider cursor due to a lack of perception of visual 
changes (difficulty in distinguishing variations) and precision 
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(coordination or depth perception issues). Participants with 
retinitis pigmentosa do not appreciate the use of the dropdown 
menu. They both answered “no” to the question “Is selecting 
a choice via dropdown menu suitable?”, stating that the font 
size is too small and the scroll bar is not sufficiently 
contrasted. 

It is also noteworthy that the checkbox is the most difficult 
element to use for 3 participants, regardless of their visual 
conditions. One participant answered “no” to the question “Is 
selecting a choice via checkbox suitable?” and the other 2 
answered “not really”. This element is too small, and the 
difference between selecting and deselecting is not significant. 
Additionally, all participants expressed a desire to be able to 
adjust the size and contrast of the mouse cursor to facilitate 
interaction with the interface. 

We weren't surprised by feedback on the choice of 
elements. Visually impaired users prefer buttons to 
checkboxes, which are more difficult to use because they are 
smaller and less customizable. Adjustment of the mouse 
cursor was also planned and will be integrated into a future 
version of the interface. 

Regarding the “minimalism of the interface”, participants 
found that the interface is not visually overloaded (77% 
according to Figure 4). Visual information overload also 
corresponds to participants' visual conditions. 

When participants have reduced vision, they experience 
reduced visual acuity (which can lead to blurred vision), 
limited spatial perception, and low-contrast perception. They 
find that interface elements are small and have difficulty 
positioning the mouse pointer on these elements. For example, 
in response to the question “Does visualization via dropdown 
menu suit and not overload?”, they both answered “no” and 
specified that it is because of the font size. Participants with 
retinitis pigmentosa prefer the harmonization of interface 
elements or menus: they answered “yes” to the question “Do 
you want harmonization of interface elements?”. 

We found that the interface settings are correlated with the 
pathology categories of the visually impaired. The visual 
impaired those with similar pathologies have common 
preferences.  

For the “flexibility”, participants find that the interface 
adapts to their visual and technological preferences (75% 
according to Figure 4). All participants found the font size too 
small, even when increased to the maximum. We also 
collected the interface settings for each participant. After 
presenting the interface and its functions, they can adjust the 
interface as they wished. The settings for each participant are 
summarized in Table II below. 

The interface settings for these four participants are all 
different. The uniqueness of these settings illustrates the link 
between the participants' visual conditions and their needs and 
preferences for interface rendering. Participants suffering 
from retinal pigmentary disorders (participants P2 and P3 in 
Tables I and II) preferred the interface in a "dark" theme, with 
a dark background for the 3D objects. Participants with 
reduced vision (P3 and P4 in the Tables) preferred bold text 
because reading is difficult for them.  

The interface rendering parameter choices highlight the 
importance of customizing interfaces to meet the individual 

needs of visually impaired with similar characteristics. 
Integrating visually impaired user profiles would allow pre-
setting the interface and avoiding visual injury when 
launching the interface. 

TABLE II.  INTERFACE SETTINGS CHOSEN BY EACH PARTICIPANT
a 

Elements P1 P2 P3 P4 

Font 

Type Luciole Luciole Luciole Luciole 

Size 4 10 (max) 10 (max) 10 (max) 

Bold No No Yes Yes 

Menu 

Theme White Black Black White 

Menu borders 5 (max) 2 5 (max) 5 (max) 

Button borders 5 (max) 1 (min) 5 (max) 5 (max) 

Menu position Left Left Left Right 

3D model background White Dark 
gray 

Black White 

a. All participants customized the interface to suit their individual needs. Similarities in the 
choice of settings were observed, especially among participants with similar visual conditions. 

 

All participants answered “yes” to “Is the application 
accessible to you?”. Furthermore, they were all able to 
perform the task of exploring the 3D models without help, 
thanks to the interface customized to their needs. 

VI. CONCLUSION AND FUTURE WORK 

This article presents a visualization interface for 3D 
objects designed for visually impaired individuals, using a 
standard 2D screen. This interface offers configuration 
functions and visualization aids to best utilize the residual 
vision of visually impaired individuals. It was evaluated by 
four end users with various visual impairments.  

The results show that the usability is satisfactory for more 
than 75% for the five selected criteria. Future developments 
of the interface will involve adjusting the font size, using 
buttons instead of checkboxes, and supporting navigation both 
with the mouse and keyboard to ensure maximum 
accessibility. We propose to take into account in the user's 
profile the characteristics that enable parameters to be 
initialized according to the main pathologies. 

Future perspectives will focus on visualization aid 
functionalities aimed at highlighting the symmetry properties 
of 3D objects (important in the natural object recognition 
process by humans). 
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