AFIN 2017 : The Ninth International Conference on Advances in Future Internet

A Framework for the Effective Deployment of
Wireless Dynamic Sensor Networks

Maurizio D’Arienzo Simon Pietro Romano
Dipartimento di Studi Politici Jean Monnet DIETI - Dipartimento di Ingegneria Elettrica
Universita della Campania e delle Tecnologie dell'Informazione
e-mail: maurizio.darienzo@unicampania.it Universita degli Studi di Napoli "Federico II”

e-mail: spromano@unina.it

Abstract—Deployment of wireless sensor networks is a key modules is provided by standard protocols, a specific design
activity for the enhancement of the state-of-the-art wirelessiet-  for the actual implementation of a WDSN system is always
working systems. In this paper, we present an architecture schmee required

capable to integrate several heterogeneous modules in a complete . L .
and inexpensive wireless dynamic sensor network system. The There are several emerging applications of WDSN exploit-
system can manage a high rate of data gathered from mobile ing the integration of modules useful in smart cities [4],
units and can provide precise information in both real time smart health [5][6][7], and smart home [8] environments.
and through_a back end service. A real-WOf'd' im_plementation of Among the other proposa'S, we cite the imp|ementation of
this system is proposed together with some in field performance an intelligent traffic control system to avoid traffic jams,
measurements. X . . ;
an infrastructure to manage a bike sharing service, and a
Keywords-Wireless Sensor Network; ZigBee; Performance mea-  framework for the supervision of agricultural cultivatiar
surements. animal farms. Some of these examples are further analyzed in
the Section VI. In the next section Il, we focus the attention
|. INTRODUCTION our proposal for a framework for the deployment of a complete
DSN capable to integrate in a single transmission system
heterogeneous sensors having different characteriStgaion
Il introduces the proposed architecture scheme, whilgiG@ec
gdprovides some details about the current implementation.
ction V reports the results of first experiments, befoee th
lgal considerations presented in Section VII.

Wireless Sensor Networks (WSN) do represent a growi
technology that finds application in different fields like-en
vironmental control, interaction among people or compmjte
remote activation of systems. Such networks can be compo
of several units like sensor nodes, actuator nodes, gatew
possibly connected to a wide area network like the Intern
and one or more clients. A particular application of WSN 1. WDSN TECHNOLOGIES AND PROTOCOLS

is composed of mobile elements, thus introducing a MOr€rpe composition of electronic devices in an integrated

dynamic scenario that can be defined as Wireless Dynargicstem requires a shared method to exchange data among the
Sensor Network (WDSN). The mobility of sensing device® q 9 g

. : L myolved units. Simple yet effective communication betwee
requires a rapid network reorganization and the search 0¥ bie y

. L . two electroni Vi n h n means of Universal
alternative route paths to keep a constant associatiomglesi tWo electronic devices can happen by means of Universa

elements to the network. Specific protocols for WDSN he@?yn_chronous Receiver Transmitter (UART) protocol. TF"“?S
. S . issions are asynchronous, that means an external claail sig
the process of creation, self-organization, route disgoaad

. is not required and the number of wires or I/O pins is
management of this type of networks [1][2]. inimized. The lack of a clock entails a shared configuration
The implementation of new services dedicated to WDS ) 9

require the integration of several components and techiedo etween the pairing devices. As a first rule to be shared,

to collect, transmit and elaborate data. The data genemteothe baud rate specifies the data communication speed, that

used by units like sensors or actuators are often exchan pgnyway limited to115200 bits per second. Data are then

through a variety of basic transmission systems mainl cbaséansmitted in frames and a basic parity bit check mechanism
9 y y y Increases the communication reliability. Although simptes

on serial protocols. This data bundle is usually not complex : .

. : g rotocol is so common that many electronic components
thus the data preparation preceding the transmission &R . )

. I ._dlways offer a pair of UART Tx and Rx pins.

rely on the resources provided by compact units like micro
controllers. As far as the creation of a distributed network Although the UART is a simple and useful protocol, it
the ZigBee protocol [3] is an international multi hop stamta is not conceived to address multiple communications on a
protocol designed with the aim of allowing a straightfordiarsingle channel. In the years between 1980 and 1990, Philips
setup and management of a WDSN. The ZigBee protoatéveloped thed?C (Inter Integrated Circuit) protocol to man-
allows the creation of different network configurationqynfr age several units by using a single pair of input and output
single sink topologies up to a full mesh disposition, andcesalv lines, named SCL foSignal clock and SDA forsignal data
dedicated devices are nowadays available on the market{3h The data exchange is still serial and happens on this
develop tailored systems. Although the interconnectionrmgn single bus at predefined baud rate ranging fro®0 kbit/s
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Fig. 1: The architecture scheme

up to 3.4 Mbit/s in the more recent components. All thdrom other nodes towards the coordinator. Finally the end-
I2C units are identified by a unique address, thus connectidavices have limited functionality and are usually battery
of multiple units to a single collector is allowed. Despitgpowered. They limit themselves to sending collected data to
the possibility to manage even more complex configuratiorthe routers or the coordinator, but they cannot relay ang.dat
the usual setup is composed of a single master and multiple better manage the limited amount of energy available, a
slaves. As a basic assumption, both SCL and SDA lines grarticular beacon can be either enabled or disabled. In the
kept to the high logic level thanks to pull up resistors. Theost simple situations the routers are not power constiaine
master is responsible for managing the SCL clock line and fso the beacon is not enabled and they can be always active
starting the communication by lowering the SDA line. Botlio wait for data from end-devices. When the routers have to
read and write operations are allowed on the bus. Followitignit their energy consumption, they can alternate betwaen
a master write of the slave address, the involved slave csleep and an active state. In this case, a beacon is gen&vated
eventually take control of the SDA line if a read operation ialert the adjacent devices. According to the 802.15.4 stahd
required. SDA transitions are allowed only when the SCL & topologies can be set up with zigBee, as it will be explained
low, while SDA data are considered valid when the SCL i@ the following. In thestar topology, several end devices are
high. The ninth bit of each sequence is always considered@snected to a single coordinator, with no need for ZigBee
an acknowledgement. At the end of each procedure, the masterters. Although this represents the simplest solutibwe, t
raises up the SDA lines to stop the communication. coordinator can become a bottleneck for the network as it
Among the available technologies to exchange data oepresents a single traffic sink, so this kind of configuratian
an average distance range, ZigBee is gaining momentumbasadopted when the number of end devices is restrained, or
the leading solution providing multiple configurations,thvi when the transmissions are infrequent. Intitee topology the
tens of cheap devices available on the market. ZigBee isnatwork can be extended with the introduction of the ZigBee
registered trademark managed by an alliance of companiesters. The end devices are called children and can connect
that produce both components and systems. Physical aiither to ZigBee routers or to the coordinator, that act asmia
MAC layers are compliant with the IEEE 802.15.4 standamtodes in the hierarchy. The coordinator can be connected
protocol. Transmission among the devices happens wortdwith both ZigBee routers and end devices. This configuration
in the 2.4GHz frequency band, as well as the 868MHz bamatlows for a wider network extension, but it does not offer
available, mainly in Europe, for scientific and medical exedundancy in case of node failure. Notice also that albeit
perimentations. Depending upon the unit power, transorissiconsidered in the standard 802.15.4 protocol, zigBee does n
can range from about 10 meters up to several kilometerssapport the cluster tree configuration. The last solutiothés
the open space. In a ZigBee network a specific device camsh topology. In this configuration, one coordinator, several
be configured as eithexoordinator, or router, or end-device. routers and end devices build up a multi hop network. The
For each network there is only one coordinator responsibignge of the network can be extended, and alternative paths
for the initialization and the setup of operational paraem®t may be available in case of node failure. On the downside, the
One or more routers act as intermediate nodes and rely @mfiguration and the management of this topology are more
the Ad Hoc Distance Vector (AODV) protocol to relay dataomplex and introduce overhead with respect to the previous
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solutions. A. Sensing unit
The most recent update to version 3.0 is an effort to unify the sensing unit prototype is pictured in Figure 2. It is
the various ZigBee proposals in a single standard. based on the PIC16F87-I/P micro controller acting as a obntr
unit. This Peripheral Interface Controllers (PIC) prodde
I1l. ARCHITECTURE SCHEME an internal clock up to 8MHz, and supports both UART

digital communication and/?>C peripherals. Two different

The architecture we propose is sketched in Figure 1.dénsor modules are connected to the control unit: a) a Global
is composed of multiplesensing units, at least ongeceiver  Position System (GPS) UART sensor that includes the PIC
capable to collect datayonitor units and onebase station receiver serial line; b) a 3D accelerometer and magnetamete
potentially connected to the Internet. LSM303DLHC sensor based on tHé8C' protocol, linked to

Sensing units are identified by their unique code number 8@ specific PIC input line. The magnetometer provides raw
that data can be differentiated. The update frequency candga that can be used to calculate the sensing unit posiion a
configured according to the particular application. Alladate well as the pitch, roll and heading. The PIC serial line otitpu
collected at the receiver station and the wireless teclgyoloinstead connected to a wireless module supporting the ZigBe
is responsible to manage the correct synchronization amagf@tocol. To provide a high rate of samples, all sensor mesiul
the units for an effective radio transmission. Sensor nmeglulare set to a refresh rate of 5Hz. The control unit executes a
are composed of a dedicated control unit, one or more active
sensors, and a transmitter. The control unit relies on aamicr
controller and is in charge of synchronizing the data ctibec
and to send the bundle of data to the receiver. Sensor mod-
ules can be heterogeneous and usually provide data through
different protocols.

The receiver collects wireless data and makes them ready
for presentation and further computations. It is equippét w
a powerful aerial to guarantee the reception of data coming
from even remote sensor units. The receiver station can also
be provided with additional wireless modules for short argo

range data forwarding. A short connection can be useful fgytine coded in low level programming language. The rautin
provide a real time visualization of data, whereas a longeanenters a loop starting from the data read from the sensirtg.uni
connection offers the chance to reach a more powerful bgssgta read from each sensor module are composadafmples
station capable to store the data, make off line computstiofyat get stored in the local PIC memory. A unique code number
or share data on a wide area network. is appended to all the samples to let the sensing unit be
Monitor units are mainly intended to be real time devicegentified; the composed data bundle is eventually sentsacro
that can provide a quick view of the current situation. Theje serial output to be processed by the transmitting uoit. T
connect to the receiver station and can visualize all sensg¢syre the correct management of the data processing phase,

data at a glance. To ensure the widest level of interopéabil 5| units are set to a baud rate 8$400. Frame composition
the receiver station should make available legacy teclgiedo

for a straightforward network connection. Specific appiass

Fig. 2: The sensing unit prototype

. ID GPRMC sentence
can be developed to enhance the presentation of data. B byiel © | TCf - DObyes S 68 bytes
Finally, the receiver unit can send data to a distant base _ _ _ B
station for more complex applications. As the receiver unit Fig. 3: Sensing unit frame composition

and the base station can often rely on a greater availabilityjs depicted in Figure 3 as a plain text sentence of 156 bytes.

energy resources, they can be equipped with more powerfijery set of data ends with a one byte separator. As the ¢urren

radio devices capable to cover longer distances. The baggfiguration sends sentences per second, the load i§Df0

station should be close to an Internet access point to witeen hits/sec for each sensor.

number of applications that can make use of collected data. The radio communication is ensured by a ZigBee module.
We now present some implementation details related to thﬁorder to provide a wide range coverage, a powerfu| Xbee

introduced architecture modules. Pro S2B international module from Digi is installed on the
sensing unit. Although this international version limitset
IV. | MPLEMENTATION power consumption to 10mW, a good aerial allows for a broad

radio coverage, as reported by the comparative experiments
We made a complete implementation prototype of a systgrresented in the following section.
based on the architecture described above. In order toyverif _
the architecture feasibility, most of the modules are desig B- Receiver
starting from inexpensive components and configured to beThe receiver is implemented on a Raspberry Pi mini com-
interfaced with electronic devices available on the market puter running a dedicated image that initializes the USB por
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for the interconnection with the radio receiving module and

Sensor test Sensor data

to enable an access point service through a Wi-Fi dongle. The DR

data collection from sensors is ensured by a high gain ZigBee peekmoiemeteses ) ID number 000002
receiver module connected to the main unit through one of the R HEAD 279.239935423
available USB ports. As a result, data are received on thal ser GPS HEAD 349.04
line and they are processed by a dedicated daemon that makes e | PYTCH -4.30122230467

ROLL 5.58221495086
LON 14.1389166667
LAT 40.82882

the necessary calculations to obtain the instant posifioh,

roll and heading of each sensing unit. A special script &rean
such data in a XML file, with a single element for each sensing
unit. These data can be immediately accessed in real time fro  Fig. 4: A screenshot of real time web-based measurements
nearby devices like tablets or smartphones via a dynamic wible required trigonometric computation to get pitch, rald

page always accessible from the receiver. Data on the wé@bcompensated compass. We then make an offline difference
page are refreshed at the same rate of the data provisioningtween the tilt compensated compass and the analog reading
that is 5 samples per second in the current configuratidrom the GPS. We did expect a difference in the precision
Furthermore, a4G internet key can send the data bundlef these units. The average and the standard deviation ©f thi
to a distant base station for data storage, elaboration afifference is reported in Table II.

presentation on a wide area network.

TABLE II: TILT COMPENSATED COMPASS MEASUREMENTS

V. PERFORMANCE MEASUREMENT AVERAGE | STD DEVIATION

We have developed a complete system to test the appli- CMP-GPS CMP|  65.52 2450.48
cation. Two different configurations for sensing modules ar
available: the former with an external 5dB gain, 2.4GHz emni VI. RELATED WORK

directional aerial, capable of long distance coveragelatter
with a more compact and simpler wire aerial. Power on sensin
modules is ensured by 6V 2500mAh batteries. The recei
benefits from a high gain omni-directional external aeriad a

Many related works have studied and applied the concept
; WDSN. In [10] the authors evaluate the benefits and
drawbacks of the ZigBee technology when applied to the

exploits the power of a battery connected to a rechargifjudtion of moving nodes. Among the other features, they
system. We tested the coverage of both these configuragisns 9hlight the presence of a single ZC (ZigBee coordinator),
well as the batteries duration on the sensing units. Theahct{€ limited concurrent associations among nodes (120 af) ot

measures are presented in table I. The first row reports th§ Maximum time that a child node can remain without com-
maximum distance before packet loss occurs. The radio covunication with its parent node according to a configurable
age of sensing units equipped with external aerial is faatgre S'€€P time set on the end node to limit power consumption.
than that ensured by internal wire aerial. As far as the Qatté:urthermore, itis reminded that routing tables in ZigBede®

consumption, the difference between the two configuratioﬂée refreshed every 10 seconds. A real test composed oatever

is neglectable. We then estimate the energy consumption'itsd €nd devices and one moving coordinator is presented as
send a single bit through the ratjg-MazPower with the @ proof of concept to check the re-association feature.

lifetime expressed in seconds. ”cjncﬁg%ee)rxlr%ageélt rate oD624 A Similar composition of technologies like Radio Frequency
bits/s in our current configuration, we calculat8ale — 5 Dentification (RFID), Global System for Mobile communica-
mA consumption per bit sent. fuon (GSM), ZigBee and PIC micro controller is presented
in [11] with the purpose of enabling a system capable to
control the car traffic in congested cities. Special senaoes

TABLE |: PERFORMANCE MEASUREMENTS

EXT. AERIAL | INT. AERIAL positioned at street junctions to catch the number of pgssin
DISTANCE [m] 3076 412 vehicles and estimate the congestion so that the red lights
LIFETIME [hh:ss] 3:10 duration can be tuned accordingly. Also, the system allows
ENERGY/BIT [mA] 35le—5

for the interception and monitoring of stolen cars, while th

. . . . approaching of emergency vehicles can activate the grgkn li
A mobile monitor can exploit the web based system activ the next junction by exploiting ZigBee radio signaling.

on the receiver sensor to show the real time measuremer‘%‘t%igBee is still used to ensure the communication in a

\l,:vilgt;llrg 4refresh rate of200ms. A screenshot is shown in proposal for green street lights syster_n [12]. Both sensors
' and actuators are mounted on street lights: sensors estimat

We finally evaluated the precision of the compass. Thhe required level of light; data are then sent to a premise

accelerometer and magnetometer provide the data that carebergy and management station that can finally send the most

used to calculate the pitch, roll, and to compensate theftilt appropriate configuration towards the LEDs dimmer on the

the compass calculation. We then compared the measureméartgppost.

of the tilt compensated compass with the compass readingdA complete system that collects data from moving sensing

received from GPS. We derive such data from a reading batahits is presented in [13]. Several sensors mounted onlegyc

of 300 samples. A routine active in the receiver unit executand worn by cyclists constitute an example of a wireless
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