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Abstract—The number of scientific publications is increasing
at a rate that makes them progressively more impossible to
keep up with. Consequently, automatic creation of summaries
from a collection of articles could significantly speed up the
selection of publications of interest. This paper focuses on the
use case of ultra-short summaries to be used for the creation of
topic overviews, as often found in journal editorials. We used
a combination of a pre-trained language model and templates
to create a coherent text summarizing the papers contained
within single journal issues. Following this, we conducted two
user studies. The results were generally promising, with users
preferring the automatically created summary in a majority
of cases. Evaluations of the accuracy, coverage, fluency, and
informativeness of the summaries showed that most users found
them to be good. However, the variation in the evaluation scores
was significant both by user and summary. Text quality was shown
to be graded differently according to the user’s requirements
and familiarity with the typical form of this kind of summary.
Furthermore, the importance of high-quality base summaries
from the language model, as well as a high number of available
templates, cannot be overstated.

Keywords-automatic summarization; hybrid summarization; lan-
guage models; natural language processing; templates.

I. INTRODUCTION

As new information is generated at an increasingly fast pace,
automatic summarization has the potential to support a variety
of daily tasks. Despite rapid improvements in the field of
NLP (Natural Language Processing), including the creation of
large language models, common issues with the generated texts
remain. Hallucination, that is, the generation of information
that is not supported by the input text, can lead to results that
misrepresent statements or are completely false in relation to
the input data. Furthermore, the lack of explainability of many
existing models leads to difficulties when trying to trace a piece
of information back to its source [1]. The particular importance
of the information to remain consistent with the source text in
scientific environments suggests that current transformer-based
solutions often do not meet usability requirements [2].

Before transformers were introduced in 2017, automatic
summarisation relied on a variety of different methods such
as statistical measures [3], graph-based methods [4][5], and
templates [6]–[9]. Template-based summarisation methods, in
particular, provide a structured framework for text genera-
tion that can enforce certain sentence structures, incorporate
domain-specific knowledge, or fulfill given form requirements.

Although template-based approaches on their own have dis-
advantages such as lack of flexibility, previous research has
combined them with other methods such as transformers for
named entity recognition [10] and general encoder/decoder
architecture for electronic direct mail subject generation [11],
fine-tuning language models [12], and template-aware summary
rewriting [13].

Despite a variety of domains that have utilized templates for
improved results, automatic summarization of scientific articles
has so far not placed a focus on the approach. With new
research being published at a rapid pace, tools that summarize
a collection of papers may save a considerable amount of time.
The combination of templates with transformer models has the
potential to create well-formulated summaries that follow a
given structure. This makes it an ideal approach for creating
overviews of scientific papers, where a consistent layout is
often present.

With the aim to use language models in combination with
template-based summarization to create scientific structured
text, this research aims to create well-formulated summaries
that follow a given structure. Summaries of this kind could
then be used to create an overview text of multiple scientific
papers. The possibility of receiving regular summaries of
recently published papers in a particular field of interest would
allow researchers to stay up-to-date on current findings without
actively having to search for information. In particular, our
goal is to create summaries that can be utilized to give users
a brief idea of the topic of a paper for use in editorials, on
websites, or in newsletters.

In this paper, we evaluate the effect of combining transformer-
model-created summaries with templates. The idea is to use this
approach to automatically create overviews of multiple papers,
including titles, author information, and short summaries within
one sentence each. Texts such as these can, for example, find
application as editorial summaries, which are often found
in special issues of journals. Due to the lack of a suitable
dataset for testing and evaluation of the resulting method, we
created a test dataset consisting of 13 special issues comprised
of 69 papers, collectively. We then evaluated a selection of
language models for their single-sentence summaries using
these scientific articles. With this approach, it is possible
to retain source knowledge for the information given in
the summaries, which is particularly important in scientific
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environments. Furthermore, the use of templates allows for the
adaptation of the summary structure to the specific use case.
Finally, this approach simplifies the evaluation of the factual
accuracy of the summary in relation to the source text, as the
reference document for each short summary is known.

To this end, our aim is to answer the following research
questions (RQs):

• RQ1: How do existing language models perform when
evaluated for the creation of ultra-short summaries?

• RQ2: How can templates tailor results for formulaic texts,
such as journal editorials, when used in combination with
transformer models?

• RQ3: How do the resulting summaries perform when
evaluated for language and content quality by automatic
and manual means?

In Section 2, we will first give an overview of the back-
ground of this work, such as automatic summarization and its
importance in general, relevant datasets, and evaluation metrics,
followed by an elaboration of works utilizing a combination of
transformer- and template-based methods. This is followed by
Section 3, which gives an explanation of the general approach
and development stages, as well as details the implementation.
Subsequently, Section 4 presents the results from both the
automatic and manual evaluation methods. Finally, Section 5
discusses the findings and their meaning, and Section 6 finishes
the paper by detailing possible limitations and future work.

II. BACKGROUND AND RELATED WORK

The development of automatic summarization techniques
has gained significant attention due to its wide range of
potential applications. This is due in large part to the cre-
ation of transformer-based models [14] and the subsequent
popularization of LLMs (Large Language Models), of which
GPT (Generative Pre-trained Transformer) [15] and BERT
(Bidirectional Encoder Representations from Transformers) [16]
are arguably among the most well known. The disadvantage of
these approaches is that the results are prone to hallucination,
which is the generation of information that is not supported
by the source material [17]. Even state-of-the-art models had
hallucination-based errors in up to 25% of their summaries
when [18] evaluated their correctness in 2019. Despite the fact
that numerous attempts have been made to solve this problem
since [17], hallucination remains a common issue. Ensuring
the production of accurate and coherent summaries that capture
the essential meaning of the source text remains a complex
task [19]. Transformer-based approaches in particular face
challenges related to explainability [20], ambiguity [21][22],
redundancy [23][24], and avoiding biases [25][26].

Template-based summarization uses predefined patterns or
templates for the generation process. These templates specify
how the information from the source text should be organized
in the summary and can be designed to capture specific types of
information, such as key facts, main ideas, supporting evidence,
or other relevant elements depending on the domain. One
of the main advantages of this approach is its transparency;
the use of fixed templates provides an explicit framework

for summarization, which allows the resulting summary to
remain explainable [27]. Template-based summarization, which
is inherently rigid in its utilisation, can be particularly useful in
domains where the structure of information is consistent across
documents. Ambiguity, variations in writing styles, and changes
in document structure can pose challenges. Furthermore,
although the potential for domain-specific customization allows
the design of templates that align with the specific needs of
a particular use case, this need for domain-specific templates
also has a limiting effect [28].

Due to their various advantages and disadvantages, NLP
research regularly combines different methods to optimize
results. In recent years, there has been an increasing interest in
combining template-based summarization, in particular, with
other techniques such as pre-trained language models and
sentiment analysis [12][11][29][30]. Due to this, templates
have also been combined with these methods more frequently,
with some approaches specifically making use of pre-trained
models such as BERT, and others adding additional pre-training
or different attention mechanism. With an aim similar to that of
this work in a different domain, Bilal et al. used the combination
of templates, sentiment analysis, and abstractive summarization
to summarize the opinions of microblogs [29].

Although research into the use of templates as a means
of guiding summaries has spanned a variety of domains,
research considering hybrid solutions involving templates is
underrepresented for tasks including scientific articles.

III. METHODS AND IMPLEMENTATION

For the creation of the summary, the process was split into
multiple stages. This included the creation of a test dataset due
to the need for specific metadata and reference summaries of
the journal issues as found in the editorials.

The test dataset was made up of 7 issues of “The Journal of
Universal Computer Science”, totaling 39 papers. The number
of articles per issue varied, as seen in Table I. Each of the
papers was pre-processed using GROBID and selected data
extracted and saved in JSON format.

TABLE I
OVERVIEW OF THE NUMBER OF ARTICLES CONTAINED IN THE ISSUES,

WITH ISSUES BEING CODED IN THE FORM OF "VOLUME/NUMBER"

Issue 26/07 26/09 26/10 26/11 27/01 28/03 28/10
# articles 4 9 4 8 3 6 5

In the next step, it was necessary to evaluate existing
approaches that utilize language models. The summary created
in this first stage presents the informational core that is later
used to fill the templates. The quality of these subsummaries
directly influences the quality of the final issue summary.

For the selection of the models, several conditions were
formulated:

• The evaluated models are trained - and later tested - on
scientific articles.

• The summary length is one or two sentences, with the
result reflecting the overall topic of the article.
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• Full sentence summaries are preferred to text fragments
only.

• Abstractive single-document summarization
Several models that matched the requirements were evaluated

for their performance. As each document was summarized by
itself, the focus was on single-document abstractive summa-
rization. The ones considered were LexRank [4], SciTLDR
[31], Samsum [32], Pegasus-Pubmed [33], and LongT5 [34].
SciTLDR was used in three different ways: SciTLDR-F used
the full text of the article to create the summary, SciTLDR-A
used only the abstract, and SciTLDR-AC used the abstract and
conclusion.

For an automatic evaluation of readability and complexity,
the Python library textstat was used, in particular the Flesch
reading ease score [35] and the automated readability index [36].
The Flesch reading ease score typically goes from (below) zero
to 100, where lower scores signify higher difficulty, and higher
scores easier texts. The automated readability index allocates a
grade level to the text, with decimal numbers placing the text
in-between two levels. A score of 14 is considered to indicate
college-level literature.

Although these scores are typically used to assess the
readability of longer literary texts, the choice was made to use
them for the selection of the summarization model with the
(much shorter) automatically created summaries. As they do
not require a reference text to compare against (unlike ROUGE
scores), their use was meant to give an indication of text quality
and help with the selection of a promising model that returns
an easily readable summary. The calculated scores are listed
in Table II.

TABLE II
SELECTED LANGUAGE MODELS AND THEIR EVALUATION SCORES IN

COMPARISON TO THE REFERENCE SUMMARY

Method Metric
Flesch Readability ROUGE-1 ROUGE-L

Reference summary 25.20 20.28 - -
SciTLDR-F 14.98 25.25 0.6402 0.4707
SciTLDR-A 11.79 26.10 0.6994 0.5713
SciTLDR-AC 6.66 26.91 0.6915 0.5667
LexRank 10.47 29.37 0.5343 0.3756
LongT5 40.89 13.87 0.2337 0.1710
Pegasus-Pubmed 44.33 14.24 0.2393 0.1786
Samsum 28.74 18.35 0.5026 0.4065
T5-one-line 14.78 24.68 0.6794 0.5244

In addition, both ROUGE-1 and ROUGE-L scores were
calculated by comparing the automatically created sample sum-
maries to the reference summary, to obtain further information
on the performance of the model for this task. Taking into
account the different evaluation metrics, the final decision was
made according to the ROUGE scores. Flesch and Readability
scores are intended to grade readability of text; as shorter
sentences are usually considered to have better readability,
partial summaries, although not matching the requirements,
tended to perform better for these metrics.

The results showed a strong variation, with ROUGE-L
scores between 0.1525 and 0.5556. SciTLDR [31], in particular

SciTLDR-A, which used only the abstract as input, was found
to work best for the intended purpose. Due to the intended short
length of the summary, even creating one-sentence summaries
leads to generally well-formed, informative results.
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Figure 1. System architecture from PDFs to the final file containing all issue
summaries.

The editorials are created using three general steps, with
the process visualized in Figure 1: short document summary
creation through an abstractive method, the use of templates
to complete the summaries according to the pattern present in
existing editorials, and post-processing through the use of the
natural language toolkit.

The templates are selected according to specified criteria.
Each template contains a placement array of the form [x,
y, z], where each letter can take the value of 0 or 1,
respectively. As an example, the template file of the sentence
“Finally, in "[TITLE]", [AUTHORS] [SUMMARY].” contains
the placement array [0,0,1], which means that it cannot be
placed at the beginning or in the middle of a text. The only valid
placement is at the end. This process is included as “Check
positioning” in Figure 1. After non-applicable templates are
discarded, candidate summaries are created using all remaining
templates by combining them with the previously created short
summary. These candidate template summaries are scored using
the python package textstat’s method text_standard to evaluate
readability. The candidate summary with the highest readability
is then selected and combined with all other paper summaries
from a specific journal issue.

The resulting summaries are evaluated both by automated
means and manually by experts. For automatic evaluation, both
ROUGE-1 and ROUGE-L are used.

For manual evaluation, two user studies were conducted for
manual evaluation by experts. Each of them placed focus on a
different aspect. The first compared the created summaries of
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articles with their equivalents from the reference summary and
asked the evaluating person to choose the one they preferred
overall.

For the second survey, participants received the abstract of
an article and its respective automatically created summary. A
five-point Likert scale was created to investigate how metrics
such as fluency, informativeness, coverage, and accuracy were
rated when put in context of the article’s abstract.

The combination of both evaluations allowed insight into
user preferences and aspects of particular focus.

IV. RESULTS

When scoring the issue summaries using ROUGE-1 and
ROUGE-L, the results showed an occasional strong variance,
as visible in Table III. One particularly high score was an
outlier, while there is no exceptionally low score. Overall, the
results are promising but do suggest that it is necessary to pay
particular attention to ensuring higher consistency in results
to avoid outliers in any direction - though particularly lower
scores.

TABLE III
ROUGE SCORES FOR EACH ISSUE, COMPARING AUTOMATIC ISSUE

SUMMARY TO MANUALLY CREATED REFERENCE SUMMARY.

Issue ROUGE-1 ROUGE-L

26/07 0.91 0.73
26/09 0.68 0.53
26/10 0.60 0.53
26/11 0.77 0.64
27/01 0.64 0.49
28/03 0.63 0.42
28/10 0.70 0.56

The manual evaluation took place using two user surveys.
Although only completed by a small number of participants,
the results are important for future research directions and
evaluations in which particular strengths and weaknesses of
this approach can be found.

The first survey was started by 11 participants, with 8 of them
completing it. The second survey was started by 14 participants
and completed by 8, as well. In both cases, incomplete survey
results were removed from the evaluation.

For the first survey, in which they noted their preference
for either the automatically created summary or the manually
created one, in 11 cases, the automatically created summary was
preferred. In three cases, the votes were split equally between
the two choices. In one notable case, all participants agreed
and preferred the manual summary. Upon closer inspection, the
automatically created summary was not grammatically correct.

In the second survey, 10 questions asked participants to rate
each of the automatically created summaries on four metrics.
The overall results were promising, though with a high standard
deviation for coverage, fluency, and informativeness, as can
be seen in Table IV. Optional free-text answers were given
in a minority of cases, but allowed insight into the differing
opinions of users that influenced the ratings positively as well
as negatively.

TABLE IV
PERFORMANCE EVALUATION FOR EACH OF THE GIVEN METRICS, AS WELL
AS AVERAGE SCORE AND STANDARD DEVIATION (WHERE “VERY POOR” IS

1 AND “EXCELLENT” IS 5

.

Performance Accuracy Coverage Fluency Informativeness

Excellent 18 14 23 17
Good 48 35 28 32
Fair 11 13 18 19
Poor 2 16 10 10
Very Poor 1 2 1 2

Average 4 3.54 3.78 3.65
Std. Dev. 0.76 1.07 1.04 1.03

V. DISCUSSION

The results did not suggest a relationship between the number
of articles/subsummaries and the ROUGE score calculated for
the overall issue summary. For example, both the highest and
lowest ROUGE-1 scores were reached by issues that contained
4 articles (26/07 and 26/10). The highest ROUGE-L score was
also scored by 26/07, with the lowest being 26/03, made up of
6 articles. Both 26/09 and 26/10 scored close ROUGE-L scores,
with the first containing 9 articles and the second containing 4.
Therefore, it does not appear that there is significant correlation
to be found.

The survey invitations were sent to people in the academic
field at a variety of levels of education, from bachelor’s students
to professors. The answers given - in particular the free-text
answers in survey 2 - mirror the different levels of expectations
the participants have for scientific summaries. While some
participants paid particular attention to how fluently readable
a summary was (“The repetition of full names is entirely
irrelevant. It makes the sentences VERY hard to read[...]”,
others paid detailed attention to the wording and commonly
used phrases (“Nice! Though it is a run-on sentence. May
need a period there to separate it [...]”). Depending on the
summary, participants either preferred summaries that were
less detailed and more readable (“#2 gives more information
but without any context it’s hard to understand, #1 is more
general" or preferred more detail (“The second summary is
more detailed and fits better to the abstract”, “Both summaries
are of high quality, but #1 just seems to offer a more rounded
and comprehensive snapshot of the abstract [...]”).

Overall, the average performance of the summary was rated
between “Fair” to “Good”; however, it becomes clear that
the process is not reliable enough with respect to its output.
Although most results are acceptable, there are instances where
the summarization process fails to produce a grammatically
correct sentence. In the test data, this was the case with one
subsummary. In direct comparison to the manually created
reference summary, all survey participants considered the auto-
matically created summary sentence inadequate and preferred
the reference summary.

The following summaries of a paper included in the test
data illustrates this issue [37]:

“Damjan Fujs, Simon Vrhovec and Damjan Vavpotič present
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“Bibliometric Mapping of Research on User Training for Secure
Use of Information Systems”, which conducted bibliometric
mapping of research on user training for secure use of
information systems.”

This summary of the paper was automatically created. It is
apparent that the first half of the sentence does not fit well with
the second, as it appears that the article itself conducted the
mapping instead of the authors. In comparison to the following
summary, which was written by the issue’s editors in the
editorial, the automatically created summary clearly fails to
measure up.

“In their paper “Bibliometric Mapping of Research on User
Training for Secure Use of Information Systems, Damjan Fujs,
Simon Vrhovec and Damjan Vavpotič conduct a bibliometric
mapping of research on user training for secure use of
information systems [38].”

For use in science, it is thus necessary to further extend or
modify the approach explained in this paper to ensure correct
grammar of summaries and consistent text quality, as anything
less is likely to leave behind unsatisfied users.

VI. CONCLUSION AND FUTURE WORK

This paper described an approach for the automatic sum-
marization of scientific articles to create topic overviews. The
combination of templates and language models led to results
that were overall promising. Two user studies allowed showed
where participants found strengths and weaknesses in the
automatically created summaries, both compared to a manually
created alternative, and when evaluated for specific metrics.
The significant standard deviation in score indicates that the
target audience should be strongly considered when creating
a system such as this. Furthermore, the use of templates is
problematic in combination with full sentences that do not
necessarily follow a specific grammatical structure. As visible
in one result, if a summary sentence is created that was not
considered during the creation of the templates, it may lead to
grammatically incorrect results that negatively impact the user
experience.

Future work may consider the dynamic creation of templates,
such as the use of a language model to create a larger variety
than is feasible by hand. This would also solve the issue of
repetitive sentence structures.

Furthermore, more language models should be considered
for use in the future. Due to the constant development in
the field, new models constantly appear. It may also be of
interest to fine-tune an own model for either the creation of
single-sentence summaries or templates.

Finally, it may be useful to increase each sub-summary
length according to user preference. A user study may be
useful to find the preferred summary length for specific use-
cases, in which case a system that allows dynamic selection
of sub-summary lengths might be a promising approach.
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