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Abstract—Traditional autonomous driving methods have relied
on multiple sensor inputs for their success in decision making.
Meanwhile, these methods require greater engineering effort as
they consist of multiple modules than end-to-end methods which
learn from data. In comparison, end-to-end methods rely on only
a single modality and lack the ability to thoroughly generalise
to new environments compared to traditional approaches. To
enhance the current state-of-the-art methods, we propose using
additional environmental information into an end-to-end learned
method by employing the Perceiver architecture. The proposed
technique aims to use more than one modality by fusing sensor
data into a learner to generalise better in urban environments.
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I. INTRODUCTION

With the rise in popularity and demand for autonomy,
research on autonomous driving has been at the forefront. The
methods from the field not only contribute to transportation
but also to the area of robotics [1]. While being vital to more
than one industry, the task of driving autonomously in urban
environments remains in the phase of research due to the
high complexity of the problem and issues it faces, such as
difficulties in generalising to unseen environments.

The current state-of-the-art autonomous driving systems are
either based on the traditional autonomous vehicle pipelines
using a modular approach where the system is divided into
modules with multiple sensors and algorithms [2] or based
on approaches that learn driving end-to-end directly from data
[3]–[5]. Modular approaches leverage the presence of multiple
sensors by fusing information to capture various characteristics
from the surrounding and have been approaching human-level
performance (e.g. Tesla Autopilot system) [6]. Meanwhile,
they suffer in terms of the engineering effort required to
tune each of the modules. In comparison, end-to-end learned
methods thrive on requiring barely any tuning but prominently
depend on a single front-facing camera for sensor input. This
trend is dominant across recent end-to-end learning techniques,
be it imitation learning or reinforcement learning, along with
the disadvantage of showing generalisation to new environ-
ments to be a complex problem.

With 2D image data being the primary modality in end-
to-end techniques [3]–[5][7], recent methods leverage con-
volutional neural networks (CNNs) as a candidate learner,
which introduces a prerequisite of additional modifications to
the architecture when involving different input configurations

[8][9]. The recently proposed Perceiver architecture [10] at-
tempts on employing different input data modalities into a
single architecture. It is designed to work with arbitrary input
configurations of different modalities and to efficiently handle
high dimensional inputs. Various research results have shown
the advantage of such data fusion across systems [6][11].

Considering the limitations of the current state-of-the-art,
we make the contribution of proposing to fuse the front-facing
camera data with an additional perception stream (using a
LIDAR sensor) into a learner based on Perceiver architecture
to learn the skill of urban driving using imitation learning.
Further, we propose evaluating the learned method with the
CARLA [12] and NoCrash [13] benchmarks.

The rest of the paper is organised as follows. Section II
describes literature concerning urban driving and learning
methods in the area; section III describes the proposed ap-
proach and the incipient implementation details; section IV
concludes this idea paper.

II. RELATED WORK

End-to-end urban driving methods, be it based on imitation
learning or reinforcement learning, have been relying on 2D
images for making driving decisions, which can be mainly
due to the rich data images provide [6]. Conditional affordance
learning [14] is a recent method which predicts the affordances
with the use of a CNN from images on a vehicle and learns
to drive with the use of imitation learning. Methods such
as affordance based reinforcement learning [3] and implicit
affordances learning [5], attempt to do a similar job but use
reinforcement learning as the learning method. Learning by
cheating method [4] uses a CNN to project feature maps from
which it learns to drive using imitation learning. However, the
hardware used on vehicles is capable of having more than
one sensor to provide rich data. There are also methods which
use some speed measurement along with image data [7][13].
Though this data might not be rich and it is integrated by the
method of concatenation, the technique may not promise to
utilise the data in the selected deep learning architecture.

The Perceiver architecture is capable of working with ar-
bitrary configurations of inputs by using multiple transformer
units. Also, Perceiver’s inputs can be from different modal-
ities, and the architecture does not require modifications, as
opposed to CNNs, which require architectural adjustments.
The architecture proves to be capable of dealing with large
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Fig. 1. Overview of the proposed method.

size and multimodal data format at once, and hence shows the
capacity to be suitable to deal with images along with LIDAR
data.

Reinforcement learning methods applied to the problem of
driving in urban areas are quite a recent success and have
only displayed results in simulated environments [3][5]. This
leaves out a question if it is possible to hold up the skill level
when deployed in the real world. In contrast, imitation learning
methods have a long history of being applied in real world
environments [7][15][16]. This motivates us to lean towards
imitation learning rather than reinforcement learning.

III. METHOD AND EXPERIMENTS

A. Approach
Our approach is to learn the skill of urban driving through

observing two sensors in order to take advantage of data
fusion, as shown in Figure 1. We plan to do so with the
Perceiver architecture instead of a CNN, as the Perceiver
architecture does not need any modifications to integrate
multiple modalities into a single learner. For input sensors, we
initially plan the use of a camera and a LIDAR sensor as such
sensors show the capability of capturing rich environmental
information and are widely used in autonomous navigation
research.

B. Environment and Benchmarks
For the environment, we choose the CARLA simulator[12]

over other possible options as it makes it simpler to compare
results to the state-of-the-art methods since the widely used
benchmarks in the area of urban driving research, i.e. NoCrash
and CARLA benchmarks, rely on this simulation environment.
And hence we plan to use the mentioned benchmarks to
compare our results.

C. Implementation plan
We aim to train a neural network with the architecture

of a Perceiver to classify sensor inputs into discrete control
commands. For which, we plan to collect data from the
selected two sensors along with corresponding control com-
mands to fully capture expert demonstrations. Additionally,
during optimisation of the learner, we plan to use augmentation
methods which randomly distort sensor data from either of the
sensors or possibly both sensors to an extent, to help with
regularisation across modalities. Furthermore, if necessary,
additional data can be collected using the DAgger algorithm
[17].

This methods and experiments plan is empirically bound to
changes and improvements as the proposed method is in an
incipient stage.

IV. CONCLUSION

Our work proposes a step towards utilising multiple modal-
ities in imitation learning for urban driving methods. The idea
of fusing sensory information could exploit the complementary
characteristics of each sensor involved. Moreover, in situations
where one of the sensors might be blinded, another one can
assist in decision making and hence improving the overall
performance.
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