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Abstract—Video-on-demand (VoD) systems that make use of Peer-to-Peer (P2P) has recently emerged as the main
the storage capacities at set-top boxes to assist the stre@m®  approach to increase the scalability of streaming servers.
servers have been introduced recently. In these systemsdeos  ,\ever, one serious problem with using a conventional P2P

are separated into substreams and randomly stored in boxes, - . . .
which are organized in a P2P network. By this way, this solution, at least in the current technological landscégpe,

architecture combines the load balancing and fault toleraing  the limited upload bandwidth of each peer [3]. In addition,
features of P2P systems with the stability of set-top boxesince  the available bandwidth has to be shared among different

they usually have much longer online time than traditional -C  applications. The result is that a video request would requi
based peers. The VoD service provider controls two differetre- finding a great number of peers that have already down-

sources: the allocation of substreams to the selected boxesd . . . . -
the parameters associated to the streaming servers (number loaded that video, which can be highly unlikely, in order to

bandwidth, storage, placement in the network). In this work g€t the uplink bandwidth related to the video bit rate.
we present the Resource Assignment Problem (RAP) which Several works [3], [4], [5], [6] have suggested to making

tries to optimize the pre\(ious resources in order to redl_Jce use of the storage capacities at set-top boxes (STBs) or
the associated costs. This problem is presented as a linear regjdential gateways of clients, combined in a P2P approach
programming problem and it is solved using the MATLAB . . .
optimization toolbox. We have evaluated the influence of the to aSS'St the CDN Of_ the video provider. In the_s‘e systems,
bandwidth and the placement of the server in the Internet. movies are broken into small substreams which are pre-
cached through the P2P network during off-peak hours.
Even though each peer can only afford to contribute limited
upload bandwidth, the aggregate is sufficient to suppott hig
definition delivery. For example, ten peers with pre-cached
Nowadays, there exist two main categories of video-content can serve substreams at a steady state rate of 200
on-demand (VoD) streaming over IP. The first category isKbps to satisfy a 2 Mbps video request from a peer.
the Internet Protocol Television (IPTV) that assumes video Therefore, in this scenario, the VoD service provider
services delivery in a managed network, usually deployedontrols two different resources: First of all, the alldoat
and operated by broadband providers. On the other handf substreams to the selected boxes. A good allocation can
there is the Internet video streaming which relies on 3rdrepresent a substantial saving when considering the nketwor
party servers (usually Content Delivery Networks, CDNs) tocost of the streaming sessions, i. e. the cost to transpert th
stream multimedia content to end-users attached to Irtternedata from the boxes hosting the substreams to the client.
This category of video streaming architectures is gainingAnd secondly, the parameters associated to the streaming
unprecedented attraction, fuelled by the fact that theiserv servers, for example: number, bandwidth, storage capacity
delivery is well balanced and non-biased towards any maimand placement in the network.
stakeholder (such ISP in the IPTV world) [1]. In addition, In this paper, we present the Resource Assignment Prob-
due to the open nature of Internet, the barrier to enter theem (RAP) which tries to optimize the allocation of sub-
Internet streaming market is much lower than in the IPTVstreams and the parameters associated to the streaming
case. servers in order to reduce the associated costs: the nurhber o
A key characteristic of CDNs is that they comprise of atraversed routers to transport the data, the use of the acces
large number of caches distributed throughout the networketworks of network operators and the use of the streaming
to facilitate more speedy access to content. Load balancingervers.
techniques are achieved by dynamically redirecting VoD re- The rest of the paper is organized as follows. Section I
guest to appropriate caches based on the load and proximitliscusses several related works. Section IIl outlines tbstm
of each cache to the end-user. However, this approach hasmarkable issues of the system. Sections IV and V presents
multiple drawbacks, among which complexity of deployingthe Resource Assignment Problem and the results provided
data centers, power consumption, and lack of scalabiliy arby the optimization tool. Finally, Section VI concludes the
the most critical ones [2]. paper.
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I. INTRODUCTION
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Il. RELATED WORKS

_ _ Rest of the Internet
The systems presented in [3], [4], [5] are designed to work

in a managed network, deployed and operated by an IPT)
provider. In all of them, the streaming server performs the
main intelligence in the system because it allocates ressur

for each incoming VoD request. In order to perform this,
it tracks two main resources: (i) the currently available
uplink bandwidth at each peer, and (ii) the content storec
in each peer. When a given peer requests a specific contel
a VoD request is sent from the peer to the server. The serve ' ' ' (I

M DSUAM
J J [ J [ P
looks up its database to determine the most appropriate s
of contributing STBs. If during the streaming session the sTe—5sT8cly  sTB— STRESTRBLSTB—STE— -
available bandwidth of one of the peers changes, and th 5
receiving peer is unable to properly recover the video, it

sends a request to the server and it answers the identity of
a new candidate. Figure 1. Internet scenario of the system.

M
J

In the previous proposals it is possible that the servers
have a global knowledge about the system because they
work in a managed network. However, controlling the state
of all the peers on the Internet can be a very costly task. If. Scenario

our proposal, it is assumed that during the substream pre- Research in P2P streaming typically considers Internet at
caching process the peers also receive the identity of thg |ggical level: it represents the Internet as an abstractccl
STBs they have to contact with to download every video.and only considers the capacity of the content server and the
By this way, the clients do not have to contact the servegharacteristics of the access links to related hosts. Tibig v
to start each streaming session. On the other hand, as sorgethe Internet is referred as the "cloud model”. In conttast
peers may fail, redundancy is necessary to guarantee smoa#e cloud model, the physical model considers the network
delivery. Before breaking the movie into substreams, weyrchitecture and bandwidth constraints of the underlying
use an erasure code with a threshold (say 80 %). That iginks and network devices. A key insight of [3] is that using
the movie file is broken into segments, and each segmeffe "cloud model” for P2P streaming is overly simplistic.
is encoded as, say, 12 blocks, and any 10 of which ar@ore realistic results can be obtained by considering the
sufficient to reconstruct the segment. network at the physical infrastructure level. Authors show

On the other hand, in [6] authors consider a global Internethat the cloud model of the Internet frequently used in
scenario, and they study the allocation of substreams tgimulation studies of peer-to-peer systems may drasticall
the selected boxes in order to reduce the network cosbverstate the benefits of P2P video content delivery. Thus,
However, they only consider the network cost as the numbesne must consider physical network infrastructure to obtai
of traversed routers. In our work we also want to take intomore reliable results.
account the cost associated to the use of the access networksFigure 1 represents the scenario where our system is de-
and streaming servers. In addition, authors assume that wheloyed. The clients are located in the networks managed by
a new box joins the system, it iteratively explores the n&tare several ISPs. In addition, in order to simplify the proposed
boxes in the network until it discovers all the necessarymodel, the streaming server of the video provider is located
substreams minus one of them, and then it receives thg a different network, where there are not any clients. We
unassigned substream from the server. That is, the new bagsume that the video provider knows the network of the
is the responsible to locate the complementary substreanty, i.e. the identifier of the first router that connects this
that it needs using an iterative process. In our system,oxeox to the Internet, and the network cost between every two
do not have this extra cost, because they receive the identitouters (see [7], [8] for some techniques that may be used).
of their complementary boxes from the streaming servers. ) o

Finally, in [6] authors do not take into account that B- Overall Architecture Description
streaming servers can also provide substreams as STBs.We are going to consider separately one video of the top
In our system, we take into account that streaming servers % popular videos, in the same way that [3]. First of all
can be considered as usual STBs during the substream prifre video provider breaks the video into segments, and then
caching process. By this way, we can take advantage af applies erasure coding to every segment with a specific
the characteristics of streaming servers to reduce the cosatek/n. It means that each segment is encoded hicks
associated to the streaming sessions. (b1, b2, ., b,) and anyk of them will be enough to reconstruct

Ill. SCENARIO AND ARCHITECTURE
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the segment. After that, it createssubstreams joining the located in network 3, where there are not any clients. That

b; blocks of each segment and it allocates one substream is the reason why elemenis; do not appear irz.

each box following a serial dispatching strategy. When the The optimization problem can be characterized asfollows:

n substreams have been allocated, the process is repeated

iteratively till all the boxes have a different substream. |

addition, every peer also receives a neighbor table, which

represents the identity of the boxes it has to contact with

to get the video (taking into account that it is only necegsar

to establishk connections). This neighbor table is created Zx _ p-ci )
. . . . iJ )

by the service provider taking into account the results of

the optimization algorithm, which will be presented in next

min  Cp(N,Z,7) + Cs(N, ) 1)

section.

The download of consecutive segments is managed by N
a sliding window algorithm. Counting from the moment S wierdag-2or+ Y x;-r<BW;  (3)
of play-back, a segment may be downloaded from a STB j=1 j=1

if it is farther than a time parameter. That is, substreams s i#i

are usually downloaded from other STBs in the network. The objective function, Equation 1 seeks to minimize the

However, nearer segments which have not been alreadypst of transport and the cost of streaming from the central
downloaded from other peers can be downloaded frongeryer:

the streaming servers. Because segment reconstruction can

occur only whenk blocks are downloaded in their entirely, -1 N

buffering is essential in our approach: a downloading peer N,%,7) = Z 0 vij - x5 4)

delays movie rendering until the first segment is downloaded =1 j=1

and reconstructed, and then downloads the blocks of the

future segments while the current segment is being rendered N-1 N

Because of buffering, when a downloading peer detects Cs(N, Z B-xij (5)

failure of a peer used for movie delivery, there is usually i=1 j=1j€S

significant time left until the interrupted block will be raed

for viewing. wheref is the cost of one hop in the transport netwark;,
represents the number of hops between the netwioesd

IV. RESOURCEASSIGNMENTPROBLEM j and 3 is the cost of streaming one substream from the

In this scenario, the VoD service provider controls two central server. They are calledst of transportand cost of
different resources: First of all, the allocation of subatns  serversrespectively.
to the selected boxes. And secondly, the parameters as- Constraint 2 is defined for every netwoikand it repre-
sociated to the streaming servers, for example: numbegents the total number of substreams that are downloaded
bandwidth, storage capacity and placement in the networkey the clients of a specific network in the peak hour.
In this section, we present the Resource Assignment Proble@onstraint 3 is also defined for every netwoikand it
(RAP) which tries to optimize the allocation of substreamsrepresents the total bandwidth consumed in netvioBvery
and the parameters associated to the streaming servers snbstream downloaded from a different network consumes
order to reduce the associated costs. a bandwidth similar to its streaming rate, whereas the

The RAP problem is presented as a linear programmingubstreams downloaded from the same network consume a
problem. The decision variabie represents the number of double bandwidth. Finally, the substreams uploaded from
substreams that the clients in every network have to get from specific network with destination in other network also
each network. For example, in a scenario with 3 networks consume the corresponding upload bandwidth in the origin

network. In the constrainsts is the number of substreams,

1 p is the percentage of active clients in the peak houis
L12 the number of clients in the netwoik V is the number of

z— | T3 networks,r is the streaming rate of substreams d@W; is
T21 the bandwidth constraint in the netwoik They are called
Z22 number of substreamsonstraint andnetwork bandwidth
T23 constraint, respectively.

where z;; represents the number of substreams that the To solve the problem we use the MATLAB Optimization
clients in networki have to get from clients located in Toolbox. Specifically, we use tHei npr og program which
network j. The streaming server of the video provider is solves linear programming problems.
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V. PERFORMANCEEVALUATION

27

A. Introduction 18
. . . _ 18

In this section we present the results provided by the =1,
optimization tool in three small scenarios. First of all, ine 36

to make readers understand that solving this problem is not 0
as obvious as they could think. We are going to assume that
there are three networks, with clients located in networks 1 This result tells us that the 36 substreams that clients in
and 2, and the server located in network 3. The number ofietwork 2 need can be obtained from its own network. On
hops between the 3 networks is represented in mdifjx the other hand, the 63 subtreams that clients in network
where every elementr;;) represents the number of hops 1 need must be distributed in the following way: 27 must
between the networksand j be obtained from its own network, 18 from network 2,
and 18 from the server. The algorithm tries to get the
0 8 8§ maximum number of substreams from clients located in
H=| 8 0 2 network 2. Taking into account that this network is con-
8 2 0 suming36 x 200 x 2 = 14400 Kbps, there are 3600 Kbps
free. It corresponds t8600/200 = 18 substreams. Finally,
The erasure coding rate is assumed to be 10/12, therefordie algorithms gets other 18 substreams from the server.
the number of substreams that every VoD request needs Fxplaining this last result is a bit more complicated, but
k —1 = 9, because every STB has one of the necessarif can be seen that with this configuration the bandwidth
substreams. Every substream has a streaming rate of 260nsumed in network 1 corresponds to the maximum. Let’s
Kbps and the bandwidth restriction of networks 1 and 2 issee: the 27 substreams obtained from network 1 consume
set to 18 Mbps. In addition, we assume that during the peaR7 x 200 x 2 = 10800 Kbps. On the other hand, the 36
hour only a 75 % of the clients located in a network aresubstreams obtained from network 2 and the server consume
using the VoD service. Finally, parametetsand§ are set 36 x 200 = 7200 Kbps. The sum of both of them is
to 1. 18000 Kbps which is the maximum bandwidth. Therefore,
1) Scenario 1:The number of clients of both networks We deduce that the 18 substreams obtained from the server
is set to 7. Therefore, the number of active clients during-0rrespond to the minimum number of substreams to fulffill

the peak hour is 5, and the total number of substreams th&#€ bandwidth restriction.

they need i(10 — 1) x 5 = 45. The result provided by the ~ 3) Scenario 3: The number of clients in network 1 is
optimization tool is the following set to 5, and the number of clients in network 2 is set to

9. Therefore, the number of active clients during the peak
hour is 4 and 7, and the total number of substreams that

45 ; . ;
ill 0 they need is 36 and 63, respectively. The result provided by
Iiz 0 the optimization tool is the following
= o1 | | 0 i 1
36
X292 45 0
T23 0 _ 0
Xr = O
This result tells us that all the substreams that the cli@nts o7
both networks need must be obtained from their networks. 36
On the other hand, we have to take into account that 45 L .

substreams is the maximum number of substreams that the This result tells us that the 36 substreams that clients in
clients of a network can obtain from their own networks. network 1 need can be obtained from its own network. On
These substreams consume a double quantity of bandwidtthe other hand, the 63 subtreams that clients in network 3
therefore they correspond with a bandwidthidok200x2 = need must be distributed in the following way: 27 must be
18 Mbps which corresponds with the bandwidth restriction.obtained from its own network and 36 from the server. Let's
2) Scenario 2: The number of clients in network 1 is analyze this result. The first option would be to try to obtain

set to 9, and the number of clients in network 2 is set tathe 63 substreams from network 2, however, it is impossible
5. Therefore, the number of active clients during the pealbecause these substreams consume a double bandwidth.
hour is 7 and 4, and the total number of substreams thatherefore, the algorithm tries to get the maximum number
they need is 63 and 36, respectively. The result provided bgf substreams from the server, because the cost is less than
the optimization tool is the following obtaining them from the clients in network 1.
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B. Results

1) Influence of the network bandwidth constraiRtgures

In this section, we show the influence of timetwork 2, 3 and 4 show the influence of threetwork bandwidth
bandwidth constraint and the placement of the server inconstraint. In these experiments, the bandwidth restricti
the Internet on the bandwidth used in the networks, thef networks changes from 14 to 28 Mbps. As it can be
bandwidth used by the server and the number of necessasgen in Fig. 2, the average bandwidth increases lineatly til
hops to satisfy the VoD request. A router-level topologya bandwidth restriction of 18 Mbps, but from that point
resulted from theNetwork Cartographer (nec9] is used it is stabilized around 18 Mbps. On the other hand, the
as our network topology. We randomly select 80 edgemaximum bandwidth used increases linearly till a bandwidth
routers with degree equal to one, and we attach to each @éstriction of 24 Mbps, and after that the increasing rate is
them a number of elements following a normal distributionreduced. The bandwidth used by the server (represented in
N(7,1.4). We assume that during the peak hour only a 75 %Fig. 3) is reduced when the network bandwidth constraint
of the clients located in a network are using the VoD serviceincreases, and it is almost 0 from a 20 Mbps local bandwidth
On the other hand, the erasure coding rate is assumed testriction. Finally, Figure 4 shows the influence of this
be 10/12, and every substream has a streaming rate of 2@@&rameter on the number of necessary hops that every VoD
Kbps. Finally, parameter8 and are set to 1. requests needs to be satisfied.
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the allocation of substreams to the selected boxes, and the
parameters associated to the streaming servers.

a5t 1 In this paper, we have presented the Resource Assignment
Problem (RAP) which tries to optimize the allocation of
substreams an the parameters associated to the streaming
servers in order to reduce the associated costs: the nurhber o
traversed routers to transport the data, the use of theaacces
3o0r 1 networks of network operators and the use of the streaming
servers.
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