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Abstract—Bias in algorithmic systems is a major cause of 

unfair and discriminatory decisions in the use of such systems. 

Cognitive bias is very likely to be reflected in algorithmic 

systems as humankind aims to map Human Intelligence (HI) to 

Artificial Intelligence (AI). An extensive literature review on 

the identification and mitigation of bias leads to precise 

measures for project teams building AI-systems. Aspects like 

AI-responsibility, AI-fairness and AI-safety are addressed by 

developing a framework that can be used as a guideline for 

project teams. It proposes measures in the form of checklists to 

identify and mitigate bias in algorithmic systems considering 

all steps during system design, implementation and 

application. 
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AI-safety; Algorithmic system. 

I.  INTRODUCTION 

Artificial intelligence is present in almost every area of 
our society, be it in medicine, finance, social media, 
education, human resource management and many more. 
This trend will take up a deeper part of people’s lives, since 
according to the Accenture Trend Report [1], about 85% of 
the executives surveyed plan to invest widely in AI-related 
technologies over the next three years. Moreover, AI will 
play a central role in how customers perceive a company and 
define to a large extent how interactions with their 
employees and customers take place. AI will become a core 
competency and will reflect a large part of a company’s 
character. In five years, more than 50% of the customers will 
no longer choose a service based on the brand but will focus 
on how much AI is offered for that service [1]. 

Recently, however, there has been growing concern about 
unfair decisions made with the help of algorithmic systems 
that have led to discrimination against social groups or 
individuals [2] [3]. As an example, Google’s image search 
had been accused of bias indicating fewer women than the 
reality when searching for the term "CEO". Additionally, 
Google’s advertising system displayed high-income jobs 
much less to women than to men [4]. The COMPAS 
algorithm was accused of predicting that “black defendants 
were far more likely than white defendants to be incorrectly 
judged to be at a higher risk of recidivism, while white 

defendants were more likely than black defendants to be 
incorrectly flagged as low risk” [5]. Microsoft's Tay robot 
held racist and inflammatory conversations with Twitter 
users which contained many political statements. It learned 
from the users' inputs and reflected it in its answers [6]. 
These and many more known examples show that methods 
to measure algorithms, recognize and mitigate bias and 
provide fair AI-software, especially in a highly data oriented 
machine learning context, are demanded [3] [7]. 

This article contributes to AI-safety by highlighting that 
bias in AI is very likely, illustrating possible sources of bias 
and proposing a framework which supports the 
identification and mitigation of bias during the design, 
implementation and application phases of AI-systems. 

The following research questions from Gasser [8] are 
addressed to tackle the above-mentioned aspects: (1) What is 
expected from AI-systems in relation to how humans make 
decisions? (2) How is bias present in algorithmic systems 
that affect human behavior and decisions? (3) How can bias 
in algorithmic systems be identified? (4) What measures can 
be taken to mitigate bias in algorithmic systems? Questions 
(1) and (2) are discussed in Sections III and IV based on 
literature research, and the proposed framework in Section V 
gives advice for answering questions (3) and (4) in the 
context of machine learning based AI projects. 

The rest of this paper is organized as follows. Section II 
describes the research design. In Section III, different types 
of bias are discussed, followed by related research in Section 
IV. Section V addresses the bias mitigation framework in 
finer detail. The conclusions in Section VI close the article. 

II. RESEARCH DESIGN 

Extensive and systematic literature research has been 
conducted and the results have been analyzed according to 
[9]. Systematic analysis was applied by researching specific 
AI and bias related topics and content, thereby identifying 
central sources. Based on backward search strategy, further 
literature was identified. In total, over 100 journal articles, 
collected works, reference works, books and websites were 
researched. 

As starting points, plain web search and database 
searches in the scientific portals SAGE journals, 
ScienceDirect, Springer Link, Google Scholar and the 

1Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-829-7

CENTRIC 2020 : The Thirteenth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services



 

 

JSTOR Journal storage have been carried out. A set of 
search terms has been employed such as "expectations 
towards AI", "human intelligence", "algorithmic bias", "bias 
in software development", “mitigating algorithmic bias”, 
thereby filtering and selecting to 75 relevant sources. 

Based on the findings of the literature research, sources 
of bias and methods for identifying and mitigating bias in 
algorithmic systems were identified and structured and are 
systematically presented in Sections III and IV. The findings 
led to a framework for use in project settings which is 
described in Section V, thereby identifying and mitigating 
bias through the use of a metamodel and a set of checklists. 

III. FROM HI TO AI 

With AI, terms like imitation, simulation or mimicking 
are repeatedly applied which implies copying something, 
respectively, someone as, e.g., acting, learning and reasoning 
like humans [10]. Therefore, if today’s AI-behavior such as 
Apple’s Siri is considered, it could be claimed that the voice 
assistant is not intelligent. Looking into details, Apple’s 
voice assistant is based on evaluated data and facts 
permitting to offer an appropriate answer [11]. An 
independently thinking and reasoning machine is not yet 
present since, amongst other things, an input is still needed. 
Even though AI acquires intelligence and learns through an 
autonomous process it lacks sentience and self-awareness 
and is still only a simulation of HI and nothing more [10]. 

Despite the expectations and efforts to map HI to AI, to 
date, there is no system that can be classified as "strong AI", 
since this would include machines that act completely 
autonomously and have their own intelligence and self-
awareness like humans. However, "weak AI" systems 
working in a narrowly defined area are used successfully 
already [12]. Even in the case of self-learning machines, 
there is initial program code, a model and learning rules so 
that machine learning can be effective [13]. Because human 
traits like self-awareness or empathy are missing in today's 
AI-systems, there is still a gap between AI and HI. This, in 
turn, implies that partly intelligent systems are shaped by 
the influence of humankind and with it by cognitive bias 
which is naturally present in humans and subsequently 
reflected through individuals and societies in algorithmic 
systems [14]. Research questions (1) and (2) relate to the 
decision-making aspects with AI systems. 

A. Lack of Transparency in AI Systems  

Algorithms are penetrating more and more into people’s 
lives and will likely overtake even stronger parts of their 
daily routine so that they will depend heavily on how secure 
and efficient these algorithms are [15]. Considering that 
algorithms are becoming more and more complex, and 
systems may become opaque so that it becomes partly 
unclear even to the creators of such systems themselves how 
exactly the interactions in the system(s) take place [16], 
measures need to be taken in order to minimize undesirable 
ethical consequences that might arise though the use of such 
systems. Therefore, the focus must be on potential bias that 
might arise in the system design, implementation and 
application phases. 

B. Bias and Fairness 

Since the term bias is defined as “the action of supporting 
or opposing a particular person or a thing in an unfair way, 
because of allowing personal opinions to influence your 
judgement” (according to the Cambridge Dictionary) the 
topic of fairness plays a central role. A system might be 
viewed as fair in some circumstances and in other situations 
it might be considered unfair. In addition, the presence of 
bias in an AI system cannot be regarded as evidence of the 
classification of a system as unfair, which means that 
neutral or even desirable biases may be present in AI 
systems without producing undesirable results [17]. 
Therefore, classifying an AI-system as fair or unfair is 
subjective and may depend on the viewer, e.g., based on the 
application context's cultural setting.  

Based on these factors, it is important to identify bias and 
consider whether there is a need for action for reducing it or 
whether bias should even be used specifically to prevent 
other in a different part of the system that would have more 
undesired consequences [17]. 

The question of whether recognized bias needs to be 
reduced at all should always be assessed in the individual 
system context since mitigating bias can be a major effort. 
On the one hand, several associations demonstrate 
differences in how and which values are put in the 
foreground and which seem less important. On the other 
hand, the situation can reach a level of complexity that no 
matter what perspective is adopted, some bias will always 
be identified from a certain point of view. In the end, 
technology cannot fully answer questions about social and 
individual values. It is therefore up to humans to make sure 
that the particular situation is always evaluated in a 
comprehensive context, meaning taking into account the 
whole ecosystem around the machine [17]. 

C. Sources of Bias  

Different authors identified various sources of bias in AI-
systems. Barfield & Bagallo [18] consider what we call 
direct bias whose sources are related to the core of AI 
systems: (1) Input bias where the source data is biased due 
to absence of specific information, nonrepresentativeness or 
reflecting historical biases; (2) Training bias which arises 
when the baseline data is categorized, or the output is 
assessed; (3) Programming bias which emerges in the 
design phase or when an algorithm modifies itself through a 
self-learning process. 

In [19], sources are identified of what we call indirect 
bias, which are not located in the core of AI systems but in 
the ecosystem around it: (1) pre-existing bias which often 
emerges through social institutions, practices and attitudes 
even before a system is designed; (2) Technical bias, 
emerging from technical constraints, e.g., by favoring data 
(combinations) due to the order or size of screens and visual 
results presentation; (3) Emergent bias arising when using a 
system outside its intended context of operation. 
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IV. RELATED RESEARCH 

Recently, human aspects of AI have attracted a lot of 

attention. Not only private companies, research institutions 

and nonprofit organizations, but also public sector 

organizations and governments have issued policies and 

guidelines on human aspects of AI. Many recent 

publications cite or build on the IEEE Global Initiative on 

Ethics of Autonomous and Intelligent Systems called 

"Ethically Aligned Design" (EAD), where methodologies to 

guide ethical research are presented with the aim of 

promoting a public debate on how these intelligent and 

autonomous technologies can be aligned with moral values 

and ethical principles that prioritize human well-being [20]. 
The non-profit research organization AlgorithmWatch is 

developing an "AI Ethics Guideline Global Inventory" [21] 
to address the question of how automated decision-making 
systems should be regulated. At the time of writing, more 
than 80 movements are listed, ranging from a few private 
companies (e.g. Google, Microsoft, IBM) to organizations 
(e.g. IEEE, ACM, Bitkom) and government-related 
organizations (e.g. China, European Commission, Canada, 
Singapore). 

Several metastudies presented the state of the art in 
human aspects of AI at the time of writing. In [22], an 
extended list is supplemented by a geographical distribution 
displayed on a world map. A global convergence of ethical 
aspects is revealed, emerging around five ethical principles: 
transparency, fairness, nonmaleficence, responsibility and 
privacy. It highlights the importance of integrating efforts to 
develop guidelines and its implementation strategies. 

In [23], a comprehensive literature review is presented 
based on key publications and proceedings complementing 
existing surveys of psychological, social and legal 
discussions on the subject with recent advances in technical 
solutions for AI governance. Based on the literature 
research, a taxonomy is proposed that divides the field into 
areas for each of which the most important techniques for 
the successful use of ethical AI systems are discussed. 

All publications mentioned present principles and 
guidelines for the consideration of ethical aspects in AI 
systems, thereby addressing research questions (1) and (2). 
However, they are general and generic and could be used as 
high-level recommendations only, which are not sufficiently 
specific for AI projects. The framework presented in Section 
V further develops these ideas and therefore points the way 
to the next step in incorporating ethical aspects in a project-
oriented environment. Based on a metamodel and a set of 
checklists, it allows to identify and mitigate bias in AI 
systems in a project-oriented setting, thereby addressing 
research questions (3) and (4). The integration of ethical 
aspects into all project phases during the conception, 
development and use of a system guarantees a high level of 
awareness among all project stakeholders. 

V. THE BIAS MITIGATION FRAMEWORK 

Awareness of the topic is the first step towards 
addressing bias in algorithmic systems. According to [24], 

92% of AI-leaders make sure their technologists receive 
ethics training and 74% of the leaders assess AI-outcomes 
every week. However, it is not enough to just dispose ethics 
codes that prevent harm. Therefore, establishing usage and 
technical guidelines and an appropriate mindset among the 
stakeholders are suggested.  

To address bias in algorithmic systems appropriately, an 
overarching and comprehensive governance must be in 
place in companies. Using the proposed framework, the 
project members should be committed to the framework, 
considering it as a binding standard. 

In literature, many possibilities are described to identify 
bias such as (1) monitoring and auditing an AI system's 
creation process [25], (2) Applying rapid prototyping, 
formative evaluation and field testing [19], (3) manipulating 
test data purposefully in order to determine whether the 
results are an indication of existing bias in the system [26], 
(4) using the Socratic method promoting critical thinking 
and challenging assumptions through answering questions, 
where scrutiny and reformulation play a central role in the 
identification and reduction of bias [27]. 

Tool-based approaches such as IBM's "AI Fairness 360" 
offer metrics to check for unwanted bias in datasets and 
machine learning models [28]. Google's "What-If" tool 
enables visualization of inference results, e.g., for exploring 
the effect of a certain algorithmic feature and also testing 
algorithmic fairness constraints [29]. 

Despite the many approaches that have been suggested in 
literature and the tools that are available focusing on specific 
topics in ethical aspects, justification for the proposed 
framework is in incorporating aspects for all members 
involved in the process of creating an algorithmic system and 
all relevant aspects researched. 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 1.  Metamodel for the Bias Mitigation Framework. 

The framework consists of a metamodel (see Fig. 1) 
which is completed by checklists for areas covering the 
whole software life cycle around design, implementation 
and application. The areas (e.g. Project Team, Environment, 
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Content) are illustrated as rectangles in Fig. 1. The elements 
of each checklist consist of statements and questions that 
need to be addressed by the project team. The checklists are 
derived from the findings of the research described in 
Sections II, III and IV and relate to the research questions 
(3) and (4). 

As an example, the area Project Team is subsequently 
described and detailed in Fig. 2. Knowledge, views and 
attitudes of individual team members cannot be deleted or 
hidden, as these are usually unconscious factors, due to 
everyone's different background and experiences.  

Figure 2.  Checklist for the metamodel area Project Team. 

The resulting bias is likely to be transferred into the 
algorithmic system. Therefore, measures must be taken to 
ensure the neutrality of the system as far as appropriate. It is 
necessary that there is an exchange among project members 
where everyone shares their views and concerns openly, 
fully and transparently before creating the system. 
Misunderstandings, ideas of conflict, too much euphoria and 
unconscious assumptions or invisible aspects might get 
revealed this way. The checklist in Fig. 2 proposes the 
following concrete measures for addressing the above-
mentioned issues: All project members (1) have had ethical 
training, (2) are aware of the topic of bias that exists in the 
human decision-making process, (3) know about the fact 
that bias can be reflected in an algorithmic system, and (4) 
consider the same attributes and factors as most relevant in 
the system context. 

Ideally, the project team (1) represents stakeholders of all 
possible end user groups, (2) is a cross-functional team 
including diversity in ethnicity, gender, culture, education, 
age and socioeconomic status, (3) has representatives from 
the public as well as the private sector. Moreover, 

independent consultants are included for comparison with 
competing products. 

A. Checklists 

The metamodel in Fig. 1 illustrates 12 areas of interest, 
where the project team area was detailed already in Section 
V. This subsection gives an overview of the 11 remaining 
areas. For each area the checklist is presented, and the 
corresponding literature references are explained. 

In [19], the different cultural values and attitudes of 
individuals are emphasised that could collide as they 
incorporate those into the project work. These aspects are 
covered by the areas Environment and Context and 
Constraints (Fig. 3) in the Framework. In [13] [17] [26] 
[30], the influence of direct bias is discussed (see "sources 
of bias" in Section III), leading to the basis for the areas in 
Fig. 4. 

Figure 3.  Checklist for areas Environment and Context and Constraints. 

Figure 4.  Checklists for the areas concerning direct bias, derived from  

"sources of bias" in Section III. 
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It is suggested that the complete algorithmic system 
lifecycle is accompanied and controlled through all phases 
with a project management approach. The classical element 
“risk analysis” must be expanded with a focus on risk 
factors that could favour bias and the effects recognised bias 
could have. Isele [27] suggests that critical questions should 
be asked, critical thinking adopted, assumptions challenged, 
and the results of the system evaluated. Aspects on the 
Project Management area are gathered in Fig. 5. 

Figure 5.  Checklist for the area Project Management. 

Hardware limitations, such as screen size or performance 
bottlenecks, could influence system output [19]. The design 
of visual representations of objects could also be a source of 
bias, requiring a careful design of the graphical user 
interface [31]. Checklists for hardware limitations and 
Graphical User Interface (GUI) design are detailed in Fig. 6. 

Figure 6.  Checklist for areas Hardware and UI. 

Sources of bias in programming and documentation and 
discussion on deliberate bias [17] are given in Fig. 7. 

Figure 7.  Checklist for areas Programming, Documentation and 

Deliberate Bias. 

The presence of deliberate bias might be surprising at 
first, however, is applied in some cases to prevent bias from 
arising in another, more important area of a system. As an 
example, a statistically biased estimator in an algorithm 
might exhibit significant reduced variance on small sample 
sizes, thereby greatly increasing reliability and robustness in 
future use [17]. 

B. Application of the Framework 

Based on the outcome of the above-mentioned literature 
research, the approach presented is intended to be an initial 
framework that can be adapted to specific needs within a 
given project context. It comes in shape of a guideline 
complemented with checklists, e.g., for the members of a 
project team. 

The adjustments could be made based on an adapted 
understanding of system neutrality which may be specific 
for the respective application or application domain. If the 
proposed framework is used in a mandatory manor within a 
project, it is very likely that the developed application 
reflects the neutrality defined by the project team or 
company. 

Verifying that the framework has been applied and the 
requirements have been met will help to determine the 
extent to which the system is neutral and the need for 
appropriate action. 

VI. CONCLUSION 

Since currently there are only weak AI-systems which 
lack self-awareness and depend on human advice in shape 
of created models and selected training data, human bias is 
naturally and unintentionally reflected in crafted algorithmic 
systems. A framework has been proposed which helps to 
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identify and mitigate bias in algorithmic systems, covering 
aspects of the complete life cycle of such software systems. 

Since the framework in its current state is a synthesis of 
desk research, future research should implement the 
approach in realistic software project situations such that its 
added value could be observed, evaluated, validated and 
subsequently adapted based on the project experiences. 
During validation, each metamodel area would require 
separately assessing the priority of the questions and 
requirements in the checklists and ensuring useful answers.  

In addition, it would be useful to investigate to what 
extent automation of the use of the framework could 
mitigate subjective opinions and views of the stakeholders 
involved. As an example, the following scenario could be 
realized: Information about the adapted framework 
(metamodel areas and checklist elements), which is 
considered standard for ensuring system neutrality up to a 
certain point in the respective project, could be supported by 
a software system. During the project, the checklists are 
continuously filled with data by the project team, thereby 
enabling analysis of the process, comparison of different 
implementations of the framework and revealing indications 
where the recommendations were complied with and where 
it was not.  

On the one hand, a specific project team would always be 
aware when creating an algorithmic system, which of the 
specified areas would not be adhered to and could exhibit 
potential bias. On the other hand, this mechanism could also 
be used for end users. They could more easily assess how 
reliable the results of the AI-system are and which areas 
need more attention regarding bias. The impact of decisions 
taken through the AI-system’s suggestions can be better 
analyzed by knowing which areas do not comply with the 
elaborated standard.  

However, to reach this point, there are several aspects 
that need to be considered. Elements from the checklists 
would have to be detailed at micro level to define, for 
example, what a stakeholder is or how it can be verified that 
the test user belongs to a respective gender. Instead of a 
yes/no check mark in the check lists, there could be more 
detailed measures, e.g., indication of the level to which a 
team member has received ethical training. In addition, 
mechanisms could be integrated to take account of the 
truthfulness of the answers in the checklists. 
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