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Abstract—Content Delivery Networks are commonplace in to-
day’s Internet and are an important technique in the distribution
of multimedia content to the plethora of Internet Protocol enabled
devices. However, it has been recognised that current networks
are many times over provisioned server side for peak demand and
therefore greatly under utilised at other times. The emergence
of cloud computing as a commercial reality has created the
opportunity where content delivery networks can leverage the
resources of existing cloud providers to increase capacity when
required. In this paper, we propose an Elastic Video Endpoint
(EVE), a virtualised multimedia distribution resource, which can
utilise cloud resources to dynamically provision capacity in real
time. Initial results have shown that the system can respond to
increased load and provide extra bandwidth capacity on demand.

Keywords-cloud; elastic; content delivery network; dynamic pro-
visioning.

I. INTRODUCTION

It has been predicted that video traffic will account for
around 90% of the 966 exabytes of global Internet Protocol
traffic that will cross the globe in 2015 [1]. The high bandwidth
and strict Quality of Service (QoS) requirements such as lower
start up delay, reduced end-to-end delay and higher continuity
of multimedia, creates many challenges in the area of content
management and content delivery across the Internet. Degra-
dation of any of the above factors can have adverse effects
on a user’s Quality of Experience (QoE), which in turn can
lead them to complain or change the service provider they are
using.

In an attempt to combat these challenges, clusters of ma-
chines connected to the Internet, containing replica data can be
strategically placed at various geographic locations to improve
dissemination performance. These Content Delivery Networks
(CDN) [2], [3] offer a good way to decrease core network
bandwidth, reduce network latency and lower delivery costs.

Typically a CDN will carry out the following functions [4]:

o Performs redirection of connection requests to the nearest

suitable surrogate server, when a user attempts to down-
load content;
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« Provides the ability to deliver various content from a set
of surrogate servers that are placed at various geographic
locations;

o Perform content outsourcing to control the content that
is stored on the surrogate servers that form the CDN and
how it is replicated from the source server;

« Provides management services that monitor and store data
on requests, cache hit/misses and accounting of content
usage.

There are a number of variants of these commercially available
content delivery networks and these can be categorised as:

o Highly distributed, e.g., Akamai [5], rent or place servers
in the data centres of many Internet Service Providers
(ISPs) around the world;

o Big Data, e.g., Limelight [6], build and run their own
data centres around the world;

o P2P Assisted, e.g., Bittorrent [7], share content in a
collaborative from many different sources, users, web
caches and proxies;

¢ Cloud, e.g., Amazon CloudFront [8], enables content
providers to provision capacity from Amazons cloud
resources in a pay as you go manner;

However, it has been noted that content delivery networks,
in any guise, are many times over provisioned and therefore
under utilised [9]-[15]. This over provisioning means that
that the CDN infrastructure is expensive to implement and
manage, [16], [17]; however, it is required due to the lack
of overload protection, so that flash crowds can be dealt with
effectively. To reduce this provisioning, would increase the risk
of lowering the end user experience. The work of Sun et al.
[18] has shown that “10% of connections are server-limited at
least 40% of the time.” Cloud CDNs are a new and emerging
approach [12], [19]-[22], that use cloud resources, namely
cloud storage to reduce the cost associated with implementing
content delivery services. However, again, these resources
are created at different locations across multiple clouds and
can lead to over provisioning due to the lack of overload
protection.
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Fig. 1: Cloud Computing layered architecture

The system proposed in this paper uses metrics (CPU, Mem-
ory, Disk, Network), obtained from physical machines and
hosted Virtual Machines (VMs) in an attempt to dynamically
provision resources namely bandwidth when it is required,
therefore increasing utilisation while minimising provisioning
cost. The paper focuses mainly on Network and CPU metrics.
The elastic nature of Cloud resources offer the ability to
dynamically provision resources when they are required, this
in turn enables resources at a single location to grow when
needed to allow higher utilisation across any provisioned
hardware.

The remainder of this paper is organised as follows: Section
IT gives a brief overview of cloud computing and its layered
architecture. Section III documents related work in the area of
Content Delivery Networks, populars CDNs, integrated cloud
based content delivery and details some of the challenges that
are being faced. Section IV details the proposed system, and
finally, Section V gives some results, discussion and future
work.

II. CLouD COMPUTING

The emergence of the cloud computing paradigm as a
commercial reality has created a new landscape for Internet
based computing, whereby self owned IT resources can be re-
duced and replaced by the computation-as-a-service model that
cloud providers can offer, enabling users to reduce the Capital
Expenditure (CAPEX) and Operating Expenditure (OPEX).
Virtualisation has allowed cloud providers to offer computing
resources (compute, storage and network) as a service that can
be dynamically provisioned at multiple geographical locations
when required. A cloud platform is typically made up of four
distinct layers: data storage, data management, data service,
and user access [23].

Fig. 1 gives a representation of the layered structure of the
cloud computing architecture, which consists of four layers:

o Infrastructure as a Service (IaaS) or data storage layer
provides an abstract view towards the under lying com-
pute, storage and network allowing virtual instances of
mini data centres.

o Platform as a Service (PaaS) or data management layer
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combines infrastructure, operating systems and applica-
tion software and offers it as a utility.

o Software as a Service (SaaS) or data service layer pro-
vides software products and services as a utility that can
be used on demand.

o Cloud applications or user access provides the access
point of applications to the Cloud.

Due to the high QoS of requirements of applications such as
real-time multimedia, cloud computing has become particu-
larly attractive for content delivery. Typically content delivery
services are operated using dedicated servers that lack the
dynamic nature of cloud computing or cloud storage and
fail to fully utilise the elastic abilities that cloud can offer.
While the properties described above can be seen as the
advantages of cloud computing, there are also some disadvan-
tages, namely resource contention, which occurs when VMs
are oversubscribed, i.e., contending for the same physical
resources, leading to poor application performance, causing
user experience to deteriorate. This paper considers the option
of utilising cloud computing resources to operate delivery
endpoints that can grow/shrink in real time, when demand
for their services changes while maintaining the high levels of
QoS that multimedia data requires.

III. RELATED WORK

A. General

Much research has been carried out in the area of data
locality and the methods used to disseminate multimedia data
to end-users [17], [24]-[27]. There are currently two key
distribution techniques used to disseminate media across the
Internet, namely CDN architectures and P2P architectures. Re-
cent work has seen attempts to utilise both techniques. TopBT
[24] is a topology aware Bittorrent client that can reduce
download traffic by 25% while increasing download speeds by
around 15%. Alessandria et al. [25] analysed some commercial
P2P video applications and found that they were able to cope
with impairments caused by delay, packet loss and insufficient
bandwidth. However, their study did show that when all peers
where affected by bottlenecks they failed to recover. Seyyedi
et al. [26], compare connected and unconnected meshes and
show that the connected mesh offers significant improvements
in end-to-end delay and distortion, while Kang et al. [27]
define a hybrid CDN-P2P architecture that allows the CDN
network to take the load during quiet periods and when
busy the P2P component allows the system to compensate
by enabling neighbours to distribute content, relieving stress
on the CDN, Tonget al. [17], propose a new web service
P2PCDN architecture to help distribute content from under
provisioned servers, they believe that their architecture could
be provisioned using cloud computing.

The work documented above focuses on using client devices
to help in the distribution process, however, these have their
weak points, which include high background traffic [28] and
energy tradeoffs [9].
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B. Popular CDNs

Akamai is currently the market leader of content delivery
services, with “nearly one hundred thousand servers, deployed
in 72 countries” [S]. These servers are provisioned in many
different ISP data centres around the world, whereas Limelight
[6] has a few large data centres placed around the globe.
However, research has shown that the performance of Akamai
could be maintained even if the number of their servers was
reduced [29]. Akamai have recently changed their status from
being a CDN provider to a cloud provider. The integration
of cloud computing is affecting all content providers and at
present cloud storage is a significant topic in the research
community.

C. Integrated CDN

Cloud computing has created a new concept of Cloud
storage, whereby large data stores can be made available to
users dynamically when they are required. Cloud storage is
very different from traditional storage and whereas traditional
storage was of a fixed size, cloud storage has the ability to
grow if required. This service is offered on a pay-as-you go
basis and so costs can be controlled and managed. In terms of
functionality, it is able to deliver a variety of online services,
as opposed to traditional storage systems that are aimed at
large scale transactional processing and high performance
computing. Wu et al. [30], and Huo et al. [31] detail the
advantages of cloud storage and the challenges that will face
the technology while Lin et al. [19], use cloud storage as
the basis of a new content delivery network called CCDN.
Simulations by Wang et al. [20], have also shown that cloud
storage offers a highly scalable and fault tolerant platform that
offers lower delay and higher bandwidth to end users.

D. CDN Challenges

Distribution servers must be over provisioned for peak
demand, due to their lack of overload protection (each instance
will have limited CPU, Memory, Storage and Network band-
width). Sun et al. [18], argue that, “passively monitoring the
transport-level statistics,” of a server is a much better approach,
as the ability to monitor conventional metrics is much too
difficult, we would argue that with the advent of virtualisation
the ability to monitor core performance metrics offered by
the hypervisor, e.g., CPU, Disk, Network and Disk at twenty
second intervals is a novel and promising technique (Twenty
seconds is the smallest interval offered by VMware). No matter
how large the content storage is, bandwidth is required to
disseminate the content.

In summary, the above literature makes use of traditional
physical resources, while cloud computing has enabled smaller
content providers to utilise delivery services that would oth-
erwise be out of their reach, the delivery services are still
over provisioned, with multiple instances running at any one
location. However, cloud storage is only a minor part of the
flexibility that is offered by cloud computing, by utilising
cloud computing the ability to dynamically add extra capacity
and real-time monitoring of an instance is possible. The ability
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to monitor a VM and dynamically add/remove extra capacity
in real-time presents an opportunity where the foot print of a
system can be kept to a minimum, therefore further reducing
the financial and data cost associated with cloud based content
delivery.

IV. SYSTEM OVERVIEW

The literature review above has shown that research in the
area of content delivery is a popular topic, with developments
taking place in all aspects of the concept. However, more
recently, the realisation of cloud computing has created a
platform that removes the need of content providers to either
pay for their own hardware or expensive third party distri-
bution platforms. Content producers can now utilise cloud
resources to store and distribute their content in a pay as you
go manner. While this has reduced the expense for providers,
it still leaves the problem of over provisioning due to the lack
of overload protection within these systems. In an attempt
to dynamically provision content, while still maintaining a
high quality of service we propose a new delivery endpoint,
based on cloud resources, “EVE,” Elastic Video Endpoint. In
Fig. 2, we can see an architectural overview of a distribution
network consisting of multiple endpoints located in different
geographical locations. A central content repository retains a
copy of all the content that is available for dissemination.
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From here content can be replicated to endpoints placed in
different geographic regions when it is deemed necessary. Each
region contains an instance of Elastic Video Endpoint that is
adequately provisioned to disseminate content under current
conditions. Each endpoint contains a subset of the content
that is held at the central repository, which is determined
by its current popularity. If the content delivery conditions
change i.e., a flash crowd situation occurs where resources
become contented, the endpoint can provision extra resources
to facilitate the extra demand by utilising the elastic nature
of cloud computing. An intelligent endpoint that can scale its
resources depending on the load that the system is currently
under is shown in Fig 3. The system takes a subset of content
from a central master repository and stores it using cloud
storage. Current CDNs are optimised for small file delivery
[32], [33] and not the large files that are required to store
High Definition (HD) and Super HD video. The content used
is a mixture of HD and Super HD videos that range in size
from a few hundred megabytes to a few gigabytes.

EVE is made up of five major components; these are the
VMware Infrastructure, Dynamic DNS, a vProxy, a Cache and
System Software.

(a) VMware Infrastructure
VMware infrastructure software has been chosen as the
platform on, which to base the cloud platform as it is an
industry standard with VMWare controlling eighty percent
of the server virtualisation market [34]. The exposed API’s
of the software provide the ability to access all aspects of
the hypervisor and its associated host enabling a custom
monitoring system written in C# to be created. This
monitoring system can access a large array of metrics.
The specific performance metrics to be recorded are CPU,
Memory, Disk and Network. These metrics cover many
aspects of the system, including the physical host and all
VMs running on that host. These metrics give an accurate
insight into the current health of both the VM’s and the
host, using the VMware API’s the metrics are available at
twenty second intervals. Example metrics are percentage
of CPU capacity and throughout of the network.

(b) Dynamic DNS
The request routing component determines the best end-
point to facilitate the end users’ request. If the content
isn’t cached locally then the user is redirected to another
more suitable location by means of a DNS-based redirect.
DNS based requests are highly efficient and help to reduce
access time to the endpoint. This enables the system to
carry out load balancing so that resource allocation at the
endpoint doesn’t become overloaded.

(c) vProxy
The proxy keeps a record of files that are stored locally
and also of the files that are held remotely. When a cache
hit or miss occurs the vProxy updates the relevant record
with the information and then redirects the user the local
or remote file. By keeping an accurate account of the
content that is cached or needs to be cached, the system
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can fully utilise the space that it has.

(d) Cache
The cache is an area of cloud storage that is used to store
content for dissemination. The cache is mounted with in
the system drive as a folder. This enables the Operating
System partition to be minimal in size while the content
drive can also be kept to a minimum. This allows the
system footprint to remain at a minimum until such times
as it needs to expand to hold extra content.
(e) System Software

The management component monitors the remote database
to decide when corrective, (e.g., add an extra NIC, increase
the cache size or create a new endpoint instance) should
be taken to prevent an endpoint from failing. The system
takes values from the monitoring database CPU, Memory,
Disk and Network, when used along with the cache hits
and other content metadata to determine, which file is
placing the endpoint under pressure. Corrective action
may include increasing capacity or temporarily redirecting
future connections to another endpoint via the intelligent
DNS.

In order for EVE to operate, there are a number of processes
that occur in the general operation and maintenance of each
instance. These processes are shown in Fig. 4:

1) Resource monitoring
Performs data acquisition for host and VM metrics for
use by the optimiser of metrics such as CPU, Memory,
Disk and Network.

2) Data monitoring
Performs data acquisition for use by the optimiser, about
content that is hosted at the endpoint, e.g., popularity,
cache hits/misses and bitrate.

3) System Intelligence
Performs analysis of the real-time metrics coming
from both the data monitoring and resource monitoring
processes. Using these metrics the system determines
if content should be added/removed or deleted from
endpoint instances. Also whether an endpoint instance
requires more/less capacity, these decisions are then
passed to the relevant orchestration engine for execution.
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4) Resource Orchestration
Performs dynamic addition or removal of resources re-
sources to a Virtual Machine when and if they are
available. If resources are contented on the host then
action to create a replica at the same or a different site
can be initiated.

5) Data Orchestration
Performs control over the content at the endpoint, to
include data replication, deletion or migration, while
also updating the dynamic DNS system to provide load
balancing across the system.

V. EXPERIMENT AND DISCUSSION

Experimental Setup

Traditional physically hosted application servers are limited
by the resources of that machine, cloud computing enables the
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dynamic provisioning of extra resources, e.g., bandwidth and
storage when they are required. However, even with the ability
to add these extra resources a point will arise when the VM
is no longer able to meet demand.

The experiment is designed to show that as load on a Virtual
Machine increases the resources associated with that VM will
also increase until a threshold is reached where adding extra
resources will have no or little effect.

In this paper we consider network bandwidth and its effect
on CPU. Adding and removing NICs when required to allevi-
ate bandwidth pressure on a VM to disseminate extra data. To
demonstrate this a cloud distribution server was created using
Windows 2008 R2 web edition with a configuration of 1vCPU,
1024 MB memory, one network interface card and a 40 GB
thin provisioned system disk, a second 40GB is mounted for
content storage, the entire VM is hosted on a DELL R515
blade server with two Opteron 8 core processors, 16GB of
RAM and 12 gigabit ethernet cards, running VMware ESX
5.0.

In order generate a load on the media server, openload [35]
was used generate http requests on the IP address assigned to
the single NIC. As the load increased it would be expected
to see an increase in the CPU utilisation of both the host and
the VM. As a link becomes fully utilised, an extra virtual NIC
is added and a new instance of openload created against its
associated IP address. This process is repeated until a point
is reached where the total throughput from the server reaches
a maximum, it is expected that the graphs will show that the
CPU is the limiting resource.

Discussion

The experiment results showing the network throughput are
documented in Fig. 5. Baseline throughput occurs until point 1
where the first instance of openload is initiated. At this point
the throughput increases until a maximum is reached, here
the throughput levels out. The same point in Fig. 6 shows
that the CPU follows a smiler trend. When a second NIC
(2) is added and load placed on it, this again results in an
increase of throughput with a corresponding increase in the
VM CPU. When a third NIC (3) is added the increase achieves
a similar addition to the total but takes slightly longer to reach
its maximum. This increase in time can be attributed to the
CPU reaching 100% utilisation Fig. 6 point (4). Fig. 5 shows
extra VNICs being added at point (4) and (5), however, the total
throughput levels out with little or no change, due to resource
contention on the CPU. At points (2) and (3) we can notice
a slight dip in the CPU, we believe this can be attributed to
resource discovery as the new vNIC is added to the endpoint.

Fig. 5 and Fig. 6 deal with the Virtual Machine; however, we
believe that the host must also be considered, Fig. 7 shows the
physical host CPU over the same time period. the graph shows
that there is some increase in CPU utilisation on the host as the
VM CPU increases. Others spikes in the host CPU could be
attributed to other VM’s and processes that are running on the
host, this information is important has it has an influence on
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determining on whether or not resources can be dynamically
added to the endpoint at times of VM contention.

VI. CONCLUSION AND FUTURE WORK

In this paper, we implemented an initial version of an intelli-
gent multimedia delivery endpoint based on Cloud computing
infrastructure called EVE. The results show that the endpoint
can provision extra capacity in real time when required,
however, it can be seen that resources namely CPU have a
limiting factor on the total bandwidth that can be provisioned.

Further work will aim at enhancing the endpoint, to allow
the addition or deletion of extra capacity when required. The
ability to implement an expanding cache when required and
some prediction algorithms to predict provisioning will be
developed. This work it is hoped will be detailed in future
publications
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