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Abstract—The current state of work in ‘Swarm-array com-
puting’ requires the theoretical concepts proposed in the frame-
work to be formalised. As a preliminary effort to this end, a
recently proposed computational intelligence based hierarchical
layered architecture for cognitive agents is mapped onto the
intelligent agent based approach of swarm-array computing.
The cognitive capabilities of two components of the intelligent
agent based approach, namely an agent and a swarm, are
considered and the components view of perception, reasoning,
judging, response and learning are presented. The layered
cognitive architecture maps well onto the microscopic or agent
level than on the macroscopic or swarm level of the intelligent
agent approach.
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swarm-array computing.

I. INTRODUCTION

Research pursued in the field of cognitive agent ar-
chitectures has explored the development and deployment
of agents with cognitive capabilities in a computing en-
vironment. The interest in cognitive agents has increased
rapidly in recent times since cognitive agents are not merely
reflexive agents and if employed in parallel computing
systems can provide solutions to a wide variety of scientific
problems requiring memory, reasoning, and problem solving
capabilities.

A recent effort to enhance the fault tolerance of large scale
parallel computing systems incorporated under the swarm-
array computing framework, referred to as the intelligent
agent approach is one such application that can benefit
from cognitive agent architectures. The current state of work
requires the theoretical concepts proposed in the swarm-
array computing framework to be mapped onto cognitive
architectures, hence formalising the framework as layers. To
this end, a layered cognitive agent architecture is required.

After an extensive survey of literature it was noted that
research in cognitive architectures focused on component
based architectures with minimal effort towards layered cog-
nitive architectures. However, one recent research reported a
hierarchical and layered architecture for cognitive agents [1].
The work reported in this paper is motivated towards map-
ping the layered architecture for cognitive agents onto the
intelligent agent based approach of swarm-array computing.

The remainder of this paper is organised as follows.
Section II presents the related work in the area of cogni-
tive agent architectures. Section III considers the swarm-
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array computing framework, particularly the intelligent agent
based approach. Section IV considers the layered cognitive
agent architecture. Section V presents the formalised frame-
work of swarm-array computing by mapping the layered
cognitive agent architecture onto the intelligent agent based
approach. Section VI performs a qualitative evaluation of
the cognitive architecture. Section VII concludes this paper
with a discussion of and consideration of future work.

II. RELATED WORK

Among the wide variety of cognitive agent architectures
presented in literature, a few relevant architectures, namely
the ECLAIR, LIDA and ICARUS which are relatively recent
cognitive architectures and ACT-R and Soar which are
architectures that have undergone a greater development
cycle are briefly reviewed in this section.

ECLAIR, otherwise known as the Engine for Composable
Logical Agents with intuitive Reorganization is a recent
architecture with emphasis on adaptation and learning [2].
One feature of the ECLAIR model is that it handles unknown
inputs to the model by processing them as if they were
known to the system. The modules of the architecture enable
stimulus or perception of the world, agent awareness, two
types of agent behaviours, namely reflex and plan-based,
adaptation and decision making.

LIDA, the abbreviation for Learning Intelligent Distribu-
tion Agent, is a more recent cognitive agent architecture
based on deriving a working model of machine conscious-
ness [3]. An associative memory which provides a perceptual
knowledge base, episodic memory for long term storage
of autobiographical and semantic memory, functional con-
sciousness that plays the role of a daemon watching for
an appropriate condition for acting, procedural memory
which is a graph based memory for representing an action
and its context and result, and a module for high level
action selection of feelings and emotions form the major
components of the LIDA architecture. Multiple learning
mechanisms is another feature of the LIDA architecture.

ICARUS another recent cognitive agent architecture is
based on conceptual inference and skill execution, which are
two approaches of handling knowledge in the architecture
[4]. By conceptual inference an agent understands its state
and situation by inferring from percepts and beliefs while by
skill execution an agent achieves goals by decomposing them
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into ordered subgoals. Other features of the architecture
include goal selection, means-end problem solving and skill
learning.

ACT-R is a cognitive agent architecture that aims to model
human behaviour. The architecture comprises six sensory
modules and each responsible for vision based processing,
executing actions, achieving goals, long-term declarative
knowledge, relational declarative knowledge and short-term
memory [5]. The model is also capable of learning and
updating its knowledge.

Soar is a goal oriented cognitive agent based architecture
and represents long-term knowledge in the form of pro-
duction rules, episodic memory and semantic memory [6].
Multiple learning mechanisms are implemented in the Soar
architecture. For example, procedural long term knowledge
is acquired through reinforcement learning while declarative
knowledge is acquired by episodic and semantic learning.

The agent architectures presented above do not follow
a layered architecture. Due to the modular or component
based structure of sub systems in the above architectures,
the modelling of communication and interaction between the
agents tend to be taxing when compared to agent interaction
and communication that could be modelled in a layered
approach. Further, layered approaches enable the incorpo-
ration of additional sandwich layers for extending existing
architectures by minimal modifications of the supporting
layers.

Clearly there is a need for agent architectures to be de-
veloped such that they are layered. Research in the direction
of developing layered cognitive architectures are sparse.
However, one recent research reported in [1] has proposed
a hierarchical five layered architecture for cognitive agents.
The layers of the architecture are based on the sequence of
activities that contribute to the cognitive capabilities of an
agent.

In the next sections, we explore how the layered architec-
ture for cognitive agents considered above can be mapped
onto an approach in swarm-array computing, namely intelli-
gent agents. The purpose of mapping the layered architecture
onto the swarm-array computing approach is a part of the
effort made towards formalising the theoretical concepts of
the swarm-array computing framework, which is considered
in the next section.

III. SWARM-ARRAY COMPUTING FRAMEWORK

Research in swarm-array computing has progressed in
the direction of applying autonomic computing concepts to
large-scale distributed parallel computing systems, thereby
improving the fault tolerance of parallel computing systems.
The framework for parallel computing deals with con-
stituents, namely the computing platform, the problem/task
to be executed, the landscape and the swarm. Moreover,
three approaches that bind these constituents, namely the
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intelligent agent based, intelligent core based and a hybrid
approach are proposed.

In this section, the current state of work of the in-
telligent agent based approach of swarm-array computing
is presented. Parallel reduction [7], a class of algorithms
which are of importance and employed in a variety of
applications in the high performance computing domain has
been considered in the intelligent agent based approach.
These algorithms are based on tree structures and figure 1,
left, shows an example. The data flows from the leaves of
the tree towards the root and at each intermediate node the
converging data input is transformed into a result that is
passed forward to the next intermediate node. The intercon-
nection of a node in the tree represents its dependencies and
the complexity of communication and coordination between
the nodes also increases with its dependencies.

In the intelligent agent based approach, when a parallel
reduction algorithm needs to be run on a high performance
computing platform each node of the tree is scheduled
onto a separate computing node. Since these computing
nodes are susceptible to failures, there is a need to deal
with the isolation of faults. Traditional methods such as
checkpointing are challenged by drawbacks and reduce the
efficiency of high performance computing systems [8][9].

However, the efficiency can be improved if the algorithm
is self-managing such that if a node is about to fail the
component of the algorithm can be moved off the node
and the input and output dependencies re-established on
another node. To incorporate this level of intelligence in the
algorithm it would be appropriate to implement agent-like
intelligence whereby a computing node can be monitored
and a component moved if a failure is anticipated.

In the intelligent agent based approach, the parallel com-
ponents of the reduction algorithm are mapped onto agents,
such that the algorithm in effect is a payload to the set of
agents. Figure 1, middle, shows the swarm with its payload.
The set of agents are intelligent due to a few cognitive
capabilities that they possess. Further, the set of agents

Intelligent
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which carry the payload onto the computing nodes can be
viewed as a robot swarm and the array of computing nodes
can be viewed as a landscape. The robot swarm can then
move over this terrain to find a suitable area to execute the
algorithm that is mapped onto them. Moreover, if one of the
nodes on which the swarm is located fails, a local adjustment
can be made by the swarm agent relocating to a nearby part
of the landscape and re-instantiating its dependencies, hence
offers the potential to improve fault tolerance by minimizing
human intervention as in traditional fault isolation methods,
and therefore increase the efficiency of high performance
computing systems.

These concepts have been investigated practically through
both a simulation and implementation [10][11]. The imple-
mentation employed a computer cluster with thirty three
compute nodes and one head node. A Message Passing
Interface (MPI) [12] implementation, namely Open Mes-
sage passing interface (OpenMPI) [13] was used as the
middleware for the implementations. A parallel summation
algorithm with fifteen nodes was implemented using both the
classical approach and the swarm-array computing approach.
The implementation of the approach followed a layered
structure such that an abstraction layer was implemented
over the actual hardware layer. The agents traversed on
the abstraction layer as shown in figure 1, right. The
results obtained from the implementations proved that the
swarm-array computing approach improved fault tolerance
as measured by the mean time taken for reinstatement of the
algorithm if a node failed.

The current state of work of the intelligent agent based
approach in swarm-array computing is as described above.
The approach meets the aims for which it has been proposed
yet lacks the formalisation of an agent architecture. Hence,
a direction for progressing research would be to investigate
an appropriate agent architecture that can be mapped onto
the intelligent agents in swarm-array computing.

The requirements for the agents in the intelligent agent
approach of swarm-array computing need to be considered
before looking at cognitive agent architectures. There are
atleast four requirements that agents in the intelligent agent
approach need to meet so as to demonstrate cognitive capa-
bilities, namely perception, reasoning, judging, responding
and learning.

Firstly, an agent needs to be aware of its environment
which includes both the computing cores on which it can
carry a task onto and other agents in its vicinity and agents
with which it interacts or shares information. Secondly,
an agent needs to situate itself on a computing core that
may not fail soon and can provide necessary and sufficient
consistency in executing the task. Thirdly, an agent needs to
predict core failures by consistent monitoring (for example,
heat dissipation of the cores can be used to predict failures).
Fourthly, an agent needs to be capable of shifting grace-
fully from one computing core to another, without causing
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interruption to the state of execution, and notifying other
interacting agents in the system when a core on which a
sub-task being executed is predicted to fail.

IV. LAYERED COGNITIVE AGENT ARCHITECTURE

The need to formalise the existing body of work in
swarm-array computing requires the mapping of a generic
cognitive agent architecture onto the approaches in swarm-
array computing. The layered structure followed in the
swarm-array computing approaches including the intelligent
agent based approach of interest in this paper hence requires
a layered cognitive architecture so that the approach can be
formalised.

Recently a Computational Intelligence based Architecture
for Cognitive Agents, referred to as CIACA in this paper, has
been proposed and reported in [1]. Though the architecture
cites examples of activities from highway traffic modelling,
the architecture aims to formalise the sequence of activi-
ties, namely perceiving, reasoning, judging, responding and
learning an agent needs to be capable of performing so that
it is cognitive. One notable feature of the architecture is that
it follows a hierarchical and layered structure, therefore of
interest in the context of swarm-array computing. A per-
ceptual layer, a reasoning layer, a judging layer, a response
layer and a learning layer are the five layers constituting the
architecture and is shown in figure 2.

The perceptual layer aims to perceive information from
the environment by sensing and from information provided
by other interacting agents [1]. For example, in a traffic high-
way model, if a car on the highway is assumed to be an agent
and the highway its environment, then information such as
other cars ahead and behind and their approximate distances
from the agent is acquired information by perception.

The reasoning layer supports coherent and logical thinking
by obtaining information from the perceptual layer and
processing the information using existing knowledge [1].
Fuzzy logic is suggested as a useful tool for reasoning which
is a component of the natural thinking process performed
unconsciously by humans. For example, humans can suc-
cessfully park a car though many approximations are made.

The judging layer receives information from the reasoning
layer and may send it back to the reasoning layer after
processing or refining information to make decisions at
the reasoning layer [1]. For example, if a vision system
is used for parking a car between two parked vehicles,
then information irrelevant for successful parking obtained
through the vision system needs to be eliminated. Feature
extraction through edge and corner detection algorithms may
prove useful.

The response layer instructs response commands to the
perceptual layer after applying rules to the information
obtained from the judging layer [1]. For example, move
ahead, accelerate or decelerate and switch lane are response
commands. Additional reasoning and judging capabilities
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Computing

can also be implemented in this layer for exhibiting higher
level of intelligence.

The learning layer modifies existing knowledge by using
information gathered by the agent. The ability to learn is
implemented within algorithms such that an agent is able to
derive new knowledge. More sophisticated learning such as
extended learning by different generation of agents leading
towards evolution of knowledge can also be implemented in
this layer.

The above layers meet the requirements for achieving an
almost fully functional cognitive architecture. Further, the
layers sufficiently formalise the sequence of activities of an
agent in a hierarchical layered sequence such that additional
computational strategies can be implemented in these layers.
Moreover, the layered approach can meet an agent’s require-
ment for demonstrating cognitive capabilities. Therefore, the
concepts of the CIACA architecture are chosen to be mapped
onto the intelligent agent based approach of swarm-array
computing approach.

V. MAPPING THE LAYERED ARCHITECTURE FOR
INTELLIGENT AGENT APPROACH

An efficient mapping of a cognitive architecture onto the
intelligent agent approach can be obtained only by con-
sidering different views or perspectives of the components,
namely an agent, the swarm of agents, a landscape, multiple
landscapes, that contribute to the approach. The perception,
reasoning, judging, response and learning capabilities of
an agent and the swarm will be explored in this section.
The landscape and multiple landscape view, more applicable
for the intelligent core based approach of swarm-array
computing, will be reported elsewhere.
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A. Agent View

In the first instance an agent’s view is considered. In
the intelligent agent approach, the environment in which an
agent is situated comprises agents with which it can interact
and computing resources. Perception in this context would
mean to acquire information concerning the environment.
An agent needs to answer questions such as ‘are there other
agents in my vicinity?” and ‘which computing cores are
functional in my vicinity?” To achieve this, an agent can
probe the environment, i.e., by sending ‘are you alive’ sig-
nals to the agent and the computing resources. Perception for
an agent also includes gathering information for answering
the question will the core that I am situated on fail? Sensory
information for predicting such failures can be gathered
through sensors that consistently probe the hardware core.
For example, the rise in temperature of a core can be sensed
to predict a computing core failure.

Reasoning becomes necessary once an agent predicts the
computing core it is situated on to fail. An agent needs
to answer questions such as which cores in the computing
environment would it be possible to move onto? Since an
agent has options to move onto a few cores in its vicinity, an
agent needs to make an appropriate choice. Hence, the agent
needs to also think will the core that I will move onto fail.
For this an agent should have perceived sensory information
of the cores in its vicinity.

Judging for an agent is necessary for decision making.
For example, an agent may think about which core do I
move to, but a decision has to be made concerning the
core to which an agent can move. As suggested above, the
sensory information perceived by an agent aids decision
making. However, in the context of the intelligent agent
based approach in swarm-array computing, the judging layer
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necessarily need not be implemented as a separate layer; it
may complement the reasoning layer.

After an agent makes a decision as to which core it can
move onto, a response needs to be initiated. If the response
is instructed explicitly through an external controller then
the agent’s cognitive capability is challenged. On the other
hand, a response initiated by the agent itself is appropriate
in the context of achieving intelligence by demonstrating
cognitive capabilities. An instruction such as ‘move to’ or
‘move to core X’ initiated so that an agents move onto a core
other than which it is situated on is an example.

A sophisticated agent also requires mechanisms whereby
it learns about its environment from the perceived sensory
information and uses it for decision making. For example,
in the context of the intelligent agent algorithm, an agent
updates its information on the cores it is dependent on. The
core dependencies known to the agent and the knowledge
gained from ‘are you alive’ signals contribute to the knowl-
edge of an agent about the landscape.

From an agent view, the CIACA architecture maps well
onto the intelligent agent based approach and is shown
in figure 2. This is so since the mapping on the agent
level provides a microscopic view of the intelligent agent
approach. The perception layer provides functionalities for
acquiring information from the agent’s environment. The
reasoning layer enables an agent to think logically while
the judging layer assists an agent in narrowing down an
agent’s choice. The response layer enables an agent to
initiate a response while the learning layer updates existing
knowledge of an agent.

With the current state of work in the intelligent agent
approach it is to be noted that reasoning and judging need
not be implemented as separate layers since decision making
does not involve many choices. The CIACA architecture
does not address issues such as security, resource manage-
ment and providing generic services. However, since the
intelligent agent approach implemented in parallel reduction
algorithms considered low-level aspects, such issues did not
have to be considered.

B. Swarm View

Having considered the capabilities of an agent, namely
perceiving, reasoning, judging, responding and learning,
above, there is also a need to consider how a group of agents
or a swarm comprising agents can demonstrate intelligence
in the swarm-array computing approach. Hence, the second
view considered in this section is the swarm’s view. The cog-
nitive capabilities of the swarm are emergent since individual
agents contribute to the swarm’s behaviour. In other words,
an agent demonstrates intelligence on a microscopic or
individual behaviour level, whereas the swarm demonstrates
its intelligence on a macroscopic or abstract behaviour level.
For example, an agent might need to move onto many cores
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while executing a task and update its dependencies resulting
in the displacement of the swarm on the landscape.

The emergent behaviour of the swarm due to the percep-
tion of individual agents is the capability to identify an area
comprising a set of cores on the computing space where the
swarm can situate itself to execute a task. In other words, the
swarm perceives which area it can situate to execute a task
and whether the set of cores can provide sufficient resources
and access to resources for successful execution of the task
mapped onto the swarm agents.

Reasoning on the swarm level includes questions such as
‘where can I move onto if a set of cores in the computing
space fail?” and ‘will the new set of cores that I move onto
fail?” The swarm’s decision making or judging capabilities
are demonstrated by the definitive and unequivocal decision
it makes when a question such as ‘which area on the
computing space do I move to’ arises after reasoning when
a set of cores has been predicted to fail.

Response at the swarm level includes the capability of
a swarm to displace itself from one location to another in
the computing space if a set of core is predicted to fail.
The displacement can occur by transforming the shape of
the pattern formed by the agents whereby individual agents
reposition to other cores such that the task mapped onto an
agent is seamlessly executed.

The knowledge of what is happening on the computing
landscape aids decision making when the swarm has to
move about on the landscape. This knowledge is learnt by
the swarm from sensory information that is perceived and
local interactions such as sending and receiving ’are you
alive’ signals by the agents comprising the swarm. On an
implementation level, for the sake of convenience, knowl-
edge can be acquired, maintained and updated centrally.
However, a decentralized strategy for acquiring, maintaining
and updating the knowledge-base is closer to the swarm
concept.

In general, though the CIACA architecture mapped onto
the swarm view, as shown in figure 2, all layers of the
architecture did not prove useful in the mapping. Perception
of the swarm is an emergent behaviour and therefore is
of less importance in this context. However, reasoning,
judging and response can be seen on both microscopic
(agent) and macroscopic (swarm) levels. Learning involves
representation and storage of knowledge, which needs to be
decentralized to be in similar lines of a swarm, and therefore
operates on the microscopic level.

The mapping of the CIACA architecture on the swarm
view is unlike the mapping of the CIACA architecture on the
agent view for two reasons. Firstly, the level of abstraction
for the agent and swarm view is different, since in the
swarm view, macroscopic properties providing an abstract
view is considered. However, in the agent view microscopic
properties were considered. The CIACA architecture maps
well on the microscopic level. Secondly, the interactions
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in the swarm level are more complex since they comprise
both inter-agent and agent-environment interactions of all
agents comprising the swarm. Hence, on an abstract level,
the CIACA architecture proves less effective as seen in the
swarm view than on the microscopic level as seen in the
agent view.

VI. EVALUATING THE CIACA ARCHITECTURE

This section evaluates the mapping of the CIACA ar-
chitecture onto the swarm-array computing approach con-
sidered in previous sections. The set of six evaluation
criteria presented in [14] are used to perform the evaluation.
The evaluation criteria are: (a) Generality, versatility, and
taskability, (b) Rationality and optimality, (c) Efficiency and
scalability, (d) Reactivity and persistence, () Improvability,
(f) Autonomy and extended operation. This set of criteria is
a general set of principles relevant to cognitive agent archi-
tectures and are broad in its scope of evaluation and hence
adopted for the qualitative evaluation of the architecture.

1) Generality, Versatility and Taskability: Generality
evaluates how well the architecture can support intelligent
behaviour in a broad range of environments. The CIACA
architecture is proposed as a general cognitive agent archi-
tecture and illustrated for traffic models. The applicability
of the CIACA architecture for the intelligent agent based
approach of swarm-array computing is illustrated in this
paper. Though the CIACA architecture has been recently
proposed yet has illustrated two applications on which the
architecture can be mapped onto. To exemplify and evaluate
the generality of the CIACA architecture more applications
need to be investigated so that the CIACA architecture can
be mapped onto.

Versatility evaluates how taxing is the process of con-
structing intelligent systems across a given set of tasks and
environments. The architecture maps well on the micro-
scopic level, i.e., agent view in swarm-array computing, but
does not map well on the macroscopic level, i.e., swarm
view in swarm-array computing. Therefore, the CIACA
architecture is not necessarily versatile on an abstract view.

Taskability evaluates how an agent can carry out tasks not
only by knowledge it has acquired but also by explicit com-
munication with humans or other agents. In the intelligent
agent based approach an agent’s response to move off from
a failing core is not only based on the knowledge it has
of its environment but also from commands it may obtain
as signals from other agents in its vicinity. The aim of the
intelligent agent based approach is to create self-managing
systems to execute a task by minimising human administra-
tor intervention; therefore the approach does not consider
receiving explicit commands from humans. However, in
traffic models, humans need to make explicit commands to
an agent representing a car to reach a goal.

2) Rationality and Optimality: Rationality evaluates how
an agent’s knowledge and action will lead towards its goal or
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in other words the relationship between an agent’s goal, its
knowledge and actions. In the agent view of the intelligent
agent based approach, the primary goal of an agent is to
execute a sub-task that is mapped onto it. To achieve this
goal an agent may have to relocate on different computing
cores. In this context, the degree of rationality of an agent
will be based on how well an agent utilises its knowledge
of the computing environment to execute a task.

Optimality evaluates whether an agent’s selected be-
haviour yields an optimal solution. The degree of optimality
will be high if an agent can successfully complete its task by
being rational. In the case of parallel summation algorithms,
every agent on whom the task of summation is mapped
receives information from and yields information to other
agents in the environment. The states that an agent can enter
into, thereby showing different behaviours, is limited in this
case as against agent behaviours that demonstrate different
behaviours as shown in traffic models.

3) Efficiency and Scalability: Efficiency evaluates the
amount of time and space required by the computing system.
The experimental studies on the cluster proved that the time
for reinstating the execution of an algorithm once a failure
occurred was significantly reduced when compared to the
time taken by other existing traditional approaches. Clearly
the efficiency of the approach increases with the adoption
of cognitive agent architectures.

Scalability evaluates the architecture’s performance in
varying conditions including task difficulty, environment
uncertainty and time of operation. The intelligent agent
approach was implemented on a computer cluster focus-
ing on space applications and simulated uncertainty in the
environment which was sensed as a hazard by the agent.
Scalability studies on other experimental platforms have not
yet been explored for the approach. Moreover, the swarm-
array computing approach has been implemented for parallel
reduction algorithms, an important class of algorithms in
parallel computing, but has not yet moved towards imple-
mentations for more complex algorithms.

4) Reactivity and Persistence: Reactivity evaluates how
well an agent can respond to unexpected situations or events.
The unexpected situation considered in the intelligent agent
approach is a failure of the computing core. The failure
is anticipated by an agent and the agent responds to this
situation by making a decision to which core it must relocate.
It is noted from experimental results that mean times taken
for reinstating the execution of an algorithm if a core
fails is in the order of milliseconds, and therefore confirms
that agents respond and react quickly in the swarm-array
computing framework.

Persistence evaluates how the architecture pursues its
goals despite changes in the environment. An agent is not
only affected by the failure of a computing core in its
environment, but also by another agent in its vicinity. If an
agent situated on a core predicted to fail is dependent on one
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or more agents in the environment, then dependency infor-
mation needs to be circulated such that agents can continue
to pursue goals despite changes in their environment.

5) Improvability & Autonomy and Extended Operation:
Improvability evaluates the ability of an agent to perform
a task with addition of knowledge when compared to the
state it did not possess knowledge. Clearly, in the intelligent
agent approach considered in this paper, an agent makes its
decision as to which core it should move onto in the case
of a predicted failure is based on its knowledge of which
cores in its vicinity are not likely to fail. If the agent did
not possess knowledge of its environment, an agent would
make a decision that would not be necessarily optimal, i.e.,
moving off to a core that is likely to failure thereby requiring
a further relocation at the expense of time and slowing the
execution of the task.

Autonomy evaluates the personal independence of an
agent. The degree of autonomy in the architecture can be
evaluated based on the cognitive ability of the agents seen
in the approach rather than merely being reflexive agents.

Extended operation evaluates whether an agent can oper-
ate on its own for prolonged periods of time. To start off
the intelligent approach was proposed to isolate faults when
single nodes failed and continue seamless execution of a task
for a prolonged period. Additional work will be required to
enable the approach to handle multiple node failures, thereby
extending the operation of agents for prolonged time frames
in more realistic scenarios.

VII. CONCLUSIONS

The work reported in this paper has aimed to formalise the
intelligent agent based approach in swarm-array computing
by mapping a layered cognitive architecture, namely the
CIACA architecture, onto the intelligent agent approach.
Primarily, the conceptual aspects of such a mapping has been
presented in this paper. An agent view and swarm view of
perception, reasoning, judging, response and learning in the
swarm-array computing framework has been presented. A
comparative evaluation of the mapping using the cognitive
agent architecture against a set of general criteria is per-
formed.

Future work will aim to formalise the intelligent core
based swarm-array computing approach using the cognitive
layered architecture. Immediate efforts will be also made to
consider the intelligent core based approach for exploring
the landscape and multiple landscape views.
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