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Abstract—Safety is the primary requirement and the key chal-
lenge in autonomous vehicles. Any accidental failures (safety
issue) and/or intentional attacks (security issue) may result in
severe injury or loss of life. Thus, any missing consideration
on either failures or attacks may lead to terrible consequence.
Safety and security are inter-related and, therefore, have to be
aligned early in the development process. International standards,
International Organization for Standardization (ISO 26262),
and Society of Automotive Engineers (SAE J3061), have been
proposed for vehicle safety and security. However, they do not
address all the aspects of autonomous vehicles as they rely on a
human driver controlling the vehicle. In high automation vehicles
(level 3 or above, as defined by the international standard SAE
J3016), the autonomous driving system is fully responsible for
driving the vehicle. Thus, different driving automation levels
have to be taken into consideration when designing autonomous
vehicle safety and security. We propose an approach for aligning
safety and security lifecycles, based on SAE J3061, SAE J3016,
and ISO 26262 standards at an early development phase. The
proposed approach uses the Failure, Attack and Countermeasure
(FACT) graph to connect safety failures, security attacks, and the
associated countermeasures. The proposed approach is helpful
for designing or tailoring the safety and security processes, and
selecting appropriate countermeasures for autonomous vehicles
taking into consideration the driving automation levels.

Keywords–Autonomous vehicle; Safety; Security; FACT graph;
SAE J3016; SAE J3061; ISO 26262.

I. INTRODUCTION

Autonomous Vehicle (AV) is a vehicle capable of ful-
filling the main transportation capabilities of a traditional
car. The main difference to a traditional car is a Driving
Automation System (DAS) designed for AV. DAS provides
driving automation to the vehicle platform, thereby offering the
possibility of fundamentally changing transportation in order
to reduce crashes, energy consumption, pollution, and cost of
congestion [1]. Such vehicle attracts lots of attention from
academia, industry and government.

AV is a safety critical system. Any failure of AV may result
in severe human injuries or even death. Meanwhile, as a cyber
physical system, an autonomous vehicle consists of a myriad
of heterogeneous components, both cyber and physical, which
pose additional security challenges. The complex interactions
between these components inside the AV make it difficult to
model the system, and to align the safety and security in an
autonomous vehicle.

For a cyber physical system, safety aims at protecting the
system from accidental failures in order to avoid hazards, while
security focuses on protecting the system from intentional
attacks [2]. AV’s safety and security is shown in Figure 1.
Safety of AV includes mechanical system safety and Electrical
and Electronic (E/E) system safety. While considering E/E

safety, it is composed of DAS safety and vehicle platform
safety. Standard ISO 26262 [3] defines the E/E safety for
vehicle platform. Similarity, AV security includes physical
security and cyber security. For the latter one, DAS security
and vehicle security have to be considered. Standard SAE
J3061 [4] defines the cyber security for conventional vehicle.
Accidental failures may trigger safety losses, such as harm
to life, property and environment, and intentional attacks can
result in privacy, financial, operational and safety losses. In this
paper, we focus on the alignment between E/E system safety
and security.
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Figure 1. Safety and security in Autonomous Vehicles.

Aligning safety and security is crucial for autonomous
vehicles, since any of failures or attacks may lead to safety
losses (as seen in Figure 1). The alignment issues for cyber
physical system have been discussed in literature [5] [6] [7].
However, such alignment for AVs has not been addressed yet.
In SAE J3016 [8], six levels of driving automation have been
defined. The recent advanced driver assistance systems are only
listed around level 1 and 2 (as described in [9]). This will not
satisfy the growing demand on driving automation systems.
Different level of DAS is corresponding to different driving
functions and safety requirements. In addition, different levels
will face more potential hazards, threats, and challenges. Thus,
it is necessary to consider DAS when we analyse safety and
security for AV system, because the selection of safety and
security countermeasures for an AV with the same driving
function differs depending on its automation level. However,
ISO 26262 does not take into consideration driving automation
levels and assumes that a human driver is always present [10].

In this paper, we propose an approach for aligning AV’s
safety and security at early development phases by synchro-
nizing safety and security lifecycles based on SAE J3061,
SAE J3016 and ISO 26262 standards. We use Failure Attack
and Countermeasure (FACT) graph [2] to list safety failures,
security attacks and the associated countermeasures together,
which will avoid the safety losses incurred by either failures
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or attacks, thereby guaranteeing the safety of autonomous
vehicles. Moreover, this alignment is helpful to design or
tailor the safety and security processes for autonomous vehicle
considering the driving automation levels, and to support safety
and security analysis.

The rest of the paper is organized as follow: we introduce
the preliminary information in Section II, and explore AV’s
safety and security alignment in Section III. Finally, we
conclude our work in Section IV.

II. PRELIMINARY

To demonstrate our alignment method, we give some
preliminary information in this section.

A. Dynamic Driving Task

The driving task is the function required to operate a
vehicle in on-road traffic and includes operational functions
(basic vehicle motion control), tactical functions (planning
and execution for event/object avoidance and expedited route
following) and strategic functions (route and destination timing
and selection) [8]. The Dynamic Driving Task (DDT) [8]
includes the operational and tactical functions, such as (without
limitation):

1. Lateral vehicle motion control via steering (opera-
tional);

2. Longitudinal vehicle motion control via acceleration
and deceleration (operational);

3. Monitoring the driving environment via object and
event detection, recognition, classification, and re-
sponse preparation (operational and tactical);

4. Object and event response execution (operational and
tactical);

5. Maneuver planning (tactical);

6. Enhancing conspicuity via lighting, signaling and ges-
turing, etc. (tactical).

Because the subtasks 3 and 4 are all related to object and
event detection and response, they are collectively referred to
as OEDR.

When a DDT fails, the response to either re-perform the
DDT or reduce the risk of crash is considered as DDT-fallback.
An example of this is when the adaptive cruise control on a
car experiences a system failure that causes the feature to stop
performing its intended function. The driver will perform the
DDT-fallback by resuming performance of the complete DDT.

B. Levels of driving automation

Driving Automation System, DAS, is the hardware and
software that are collectively capable of performing the entire
DDT on a sustained basis, which is the key property that
can replace a human driver for AV. The levels of driving
automation are also classified by the requirements on DAS,
which include [8]:

• Level 1, the DAS performs either the longitudinal or
the lateral vehicle motion control (subtask 1 or 2 of
the DDT).

• Level 2, the DAS performs both the longitudinal and
the lateral vehicle motion control (subtasks 1 and 2
of the DDT simultaneously).

• Level 3, the DAS also performs the OEDR (subtask 3
and 4 of the DDT).

• Level 4, the DAS also performs DDT-fallback.

• Level 5, the DAS is unlimited by Operational Design
Domain (ODD).

Here, the ODD is a specific operating domain in which an
automated function or system is designed to properly operate,
including but not limited to roadway types, speed range,
geography, traffic, environmental conditions (e.g., weather,
daytime/nighttime), and other domain constraints [11]. For
example, we can design a ODD like this: road way is fixed as
express way, the vehicle can hold a speed lower than 35km/h
driving in the daytime only.
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Figure 2. Levels of driving automation.

Figure 2 shows the levels of driving automation and the
corresponding features. For the low driving automation (level 0
to level 2), a driver is needed to perform part or all driving task;
while for high automation (level 3 to level 5), DAS can replace
the driver to perform the complete DDT. The conventional
cars in our daily life are at level 0, No Driving Automation.
The human driver is necessary to perform the driving task and
to respond to all the fallback. Level 1 is Driver Assistance,
which means a DAS can perform either lateral or longitudinal
control for the car. When the DAS performs both lateral and
longitudinal control, such automation is in level 2, i.e., Partial
Driving Automation.

For the level 3, i.e., Conditional Driving Automation, DAS
can perform the whole DDT. But a user of the vehicle who is
able to operate the vehicle is expected to be able to resume
DDT performance when a DDT system failure occurs or when
the DAS is about to leave its ODD. If the DAS also can
perform DDT-fallback but with limited ODD, this division of
role corresponds to level 4, i.e., High Driving Automation. The
Full Driving Automation (level 5) is the situation when DAS
can perform complete DDT and DDT-fallback, and meanwhile,
the corresponding ODD is unlimited.
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Figure 3. Aligning the safety and security concept phase based on standards SAE J3016, SAE J3061 and ISO 26262.

C. Related safety and security standards

SAE J3061 [4] is a cyber security guidebook for vehicle
systems, which defines the lifecycle process framework, and
provides guiding principles etc. In SAE J3061, the cyber secu-
rity lifecycle can be divided into several phases: concept phase,
product development phase (system level, hardware level and
software level), production and operation phase. The concept
phase is the first step for the whole lifecycle, which includes
the following activities: feature definition, threat analysis and
risk assessment, functional security concept, security require-
ments, and security assessment. The feature definition defines
the system being developed to which the cyber security process
will be applied, i.e., it defines the boundary of the features.
Threat Analysis and Risk Assessment (TARA) identifies threats
and assesses the risk, and the result of TARA drives all
downstream activates. Security concept describes the high-
level strategy for obtaining security from TARA phase, and
once the concept is determined for satisfying the feature, the
security requirement can be determined. Security assessment is
performed to identify the current security posture of the cyber
physical vehicle, and it is developed in stages throughout the
security lifecycle.

ISO 26262 [3] is an international standard for functional
safety of E/E systems in production automobiles defined by the
International Organization for Standardization, which provides
an automotive safety lifecycle (management, development,
production, operation, service, decommissioning) and supports

tailoring the necessary activities during these phases. In the
development part, similarly to SAE J3061, the safety process is
composed of Hazard Analysis and Risk Assessment (HARA),
functional safety concept, safety requirement and safety as-
sessment.

III. ALIGNING SAFETY AND SECURITY FOR AVS

In this section, we introduce an approach to align safety
and security for autonomous vehicles.

A. Concept phase of safety and security

Standard SAE J3061 [4] proposes a way to integrate vehicle
safety (ISO 26262) and security (SAE J3061) processes by
establishing communication paths between safety and cyber-
security concept phase activities, e.g., cybersecurity TARA
activity and safety HARA activities, cybersecurity requirement
and safety requirement activities. We propose to extend this ap-
proach by adding the AV-specific information from SAE J3016
standard, as shown in Figure 3. Additional activities, DAS-
TARA and DAS-HARA are added to the integrated safety and
security analysis process. Furthermore, communication links
are established between DAS-TARA, DAS-HARA, TARA, and
HARA activities, as shown in Figure 3.

Figure 3 shows the merged safety and security concept
phases, which consists of the phases from different standards.
There is no successive order between the activities of safety
and security, but for each stage, we need to consider them
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simultaneously. We use dotted line with double arrows to
depict the simultaneous activities in Figure 3. Because of the
automation levels of DAS, TARA and HARA should corre-
spond to each level. A colorful table is used to demonstrate
the levels and their properties: yellow denotes the DDT, red
represents executor of DDT-fallback, and blue shows ODD
constraints. After completion of TARA and DAS-TARA, an
activity security concept is performed, which integrates the
results of TARA and DAS-TARA, followed by security re-
quirement, and security assessment. In parallel, a functional
safety concept activity is performed by DAS-HARA and
HARA, followed by safety requirement and safety assessment.

B. Threat analysis and risk assessment for AVs

As mentioned in Section II-C, TARA defines the threats
and assesses risks, and derives all the following activities in the
security lifecycle. Thus, it is important for the whole security
design and development. Most methods for TARA are designed
for the automotive domain and are not specific for AVs. In
this section, we study automotive TARA cases, and provide a
general TARA method, which can also be used for AVs.

TARA
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Threat classification

Threat identification

Establish risk criteria

Profile assets

Identify threats

Identify and 
mitigate risks

Use cases study

Threat analysis
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Threat 
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Threat 
classification

Risk assessment
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Figure 4. Methods for threat analysis and risk assessment.

EVITA method [12] comes from an European research
project EVITA (E-Safety Vehicle Intrusion Protected Appli-
cations), which deals with on-board network protection. In
EVITA method, TARA phase includes mainly three activities:
threat identification, threat classification and risk analysis.
Thread identification uses attack trees [13] to identify generic
threats; threat classification means classify the threat risk; and
risk assessment recommends actions based on the resulting risk
classification of the threats.

OCTAVE [14] stands for Operationally Critical Threat,
Asset, and Vulnerability Evaluation, which is a process-driven
threat/risk assessment methodology. In OCTAVE, TARA phase
can be done by such processes: establish risk criteria, profile
assets, identify threats, and identify and mitigate risks.

HEAVENS Security Model [15] focuses on methods, pro-
cesses and tool support for security analysis. In HEAVENS,

the main workflow for TARA includes: use case study, threat
analysis and risk assessment.

The TARA methods of EVITA, OCTAVE and HEAVENS
have different processes (as shown in Figure 4), but these
processes have similar functions or similar effects. We classify
them into our general method (denoted by arrows in Figure 4).
The proposed method has four activities: assets analysis,
threat identification, threat classification and risk assessment
(rounded rectangles in Figure 4). Assets analysis includes
studying use cases, establishing risk criteria, and identifying
the assets. Threat identification uses attack trees to identify
threats (similar to EVITA). Threat classification classifies the
threat risks, and analyzes the mains risks considering use
cases. Risk assessment assesses the risks and generates security
requirements.

For AVs, the four processes have broader definitions. For
assets, besides the visible and information assets on a vehicle,
the functional assets (e.g., DDT function) should also be
considered. The threats for DAS should be treated as key
threats to mitigate, because any functional error of DAS may
incur terrible injuries for humans. Thus, the threats which
effect DAS should assessed to be of higher risk.

Attack tree [13] is a popular methodology for TARA, which
is a graph that describes the steps of the attack process. It
uses some basic symbols to demonstrate an attack, e.g., nodes
(represent attack events), gates (AND and OR gates) and edges
(path of attacks through the system).

C. Hazard Analysis and Risk Assessment for AVs

Following ISO 26262 standard, a HARA is performed to
determine the possible hazards, and criticality of the system
under consideration. Similar to TARA, the results of HARAs
strongly influence the effort to be undertaken in the following
activities of ensuring functional safety.

SAHARA [16] is a security-aware HARA method, which
expands the inductive analysis of HARA, and encompasses
threats from STRIDE model [17], which describes the main
security threat categories. SAHARA proposes a security level
determination method, and uses it in combination with Auto-
motive Safety Integrity Levels (ASILs) to assess the possible
threat.

In [18], the authors propose a HARA method for AV at
level 4, i.e., the vehicle is operated on the emergency stopping
lane of highway with speed lower than 12km/h. In this work,
ASILs are iteratively refined to achieve specific safety goals
for such vehicle.

In summary, conventional HARA is of limited suitability
for AVs. But the ASIL is key point that can be used for
AVs, because it can be used to assess the threats or hazards
impacting DDT or related components of AVs. Fault tree [19]
is often used for HARA. Fault trees are similar to attack trees,
where the tree nodes represent failure events.

D. Alignment of safety and security

We use FACT graph [2] to combine the safety and security
lifecycles. FACT graph is a tree-shaped graph to show system
failures, attacks and the associated countermeasures together,
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Figure 5. Safety and security alignment for autonomous vehicles.

which is formed throughout several activities of the merged
safety and security lifecycle.

The alignment approach is shown in Figure 5, where we
use rectangles to denote the activity in lifecycle, and rounded
rectangles to present the artefact (i.e., the methodology used
for activity). The concept phase comes from Figure 3. We can
see that DAS-TARA and TARA constitute the threat analysis
and risk assessment part for autonomous vehicles. This is
followed by the security concept, the security requirement
and the security assessment. Simultaneously, DAS-HARA and
HARA should be achieved from a safety view, followed
by functional safety concept, safety requirement and safety
assessment. After the concept phase part, design of safety
and security countermeasures is added to provide mitigation
approaches. This activity is not only served for alignment
purpose (proposing countermeasure to FACT graph), but also
served for the next phases, such as production development,
and production and operation as defined in standard SAE
J3061.

Figure 6 depicts a simple example of AV FACT graph,
which includes Global Positioning System (GPS) failures. GPS
data is very important for autonomous vehicles, which is used
for localizing the car. If this data is wrong, the consequences
could be disastrous. For example, wrong GPS data may lead
to traffic disturbance or crash hazard [20]. Here, we consider
GPS data on AVs to be the target of an attacker. The associated

FACT graph is formed using the following steps (as shown in
Figure 6):

• 1. Add safety failures as a subtree of the attack goal
(e.g., GPS error). In this situation, a functional fail is
considered as a type of safety failure.

• 2. Add security attack as a subtree of GPS error.
We consider two types of intentional attacks: spoofing
and jamming. Spoofing attacks will modify GPS data,
while jamming attacks will prevent AV from receiving
GPS data.

• 3. Add safety countermeasures (if any) to associated
safety failure. For functional failures, we can consider
periodic inspection as one of mitigation technique.

• 4. Add security countermeasures (if any) to cor-
responding security attack. To avoid spoofing GPS
data, we can consider to set the authentication before
reading the GPS data. To mitigate jamming GPS data,
we can use anti-jam GPS techniques [20]. They are
marked as SEC 1 and SEC 2 in Figure 6 respectively.

With the use of FACT graph, any misalignment between safety
and security countermeasures can be identified, as well as
countermeasure duplicates and missing means of protection.
Furthermore, safety and security countermeasures are associ-
ated to the relevant faults and attacks, thus, it is easy to analyze
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the potential failure and attack, and then analyze safety and
security requirements.

IV. CONCLUSION

Safety is the primary target when designing autonomous
vehicles. Any accidental failures (safety issues) and/or inten-
tional attacks (security issues) for such vehicle may result in
severe safety losses, e.g., human injuries or even death. Thus,
the effective alignment of safety and security for AVs is of
great importance.

The main difference between AV and conventional vehicle
is that there are different levels of driving automation in
AV that define which operational and tactical functions are
performed by a human driver and by the driving automation
system. Thus, the selection of safety and security countermea-
sures for an AV with the same functions differs depending
on its automation level. In this paper, we have proposed an
approach for aligning autonomous vehicle safety and security
at early development phases considering the levels of driving
automation. The proposed approach suggests a way to integrate
safety and security lifecycle process phases, defined by SAE
J3016, SAE J3061 and ISO 26262 standards. Using this
approach, practitioners may align AV’s safety and security
activities, by following the merged safety and security lifecycle
process.

Our proposal can be used for analyzing safety and security
of existing AVs, as well on designing new AVs. In the future,
we will extend our alignment framework to enable more
comprehensive AV safety-security analysis.
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