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Abstract—Psychological stress detection is an important task
for mental healthcare research, but there has been little prior
work investigating the effectiveness of psychological stress models
on minority individuals, who are especially vulnerable to poor
mental health outcomes. In this work, we use the related task of
minority stress detection to evaluate the ability of psychological
stress models to understand the language of sexual and gender
minorities. We find that traditional psychological stress models
underperform on minority stress detection, and we propose using
emotion-infused models to reduce that performance disparity.
We further demonstrate that multi-task psychological stress
models outperform the current state-of-the-art for minority
stress detection without directly training on minority stress
data. We provide explanatory analysis showing that minority
communities have different distributions of emotions than the
general population and that emotion-infused models improve
the performance of stress models on underrepresented groups
because of their effectiveness in low-data environments, and we
propose that integrating emotions may benefit underrepresented
groups in other mental health detection tasks.

Keywords-stress; emotion recognition; natural language process-
ing; social networking.

I. INTRODUCTION

Psychological stress detection from social media posts has
been identified as an important task for mental healthcare
research [1], but the datasets for this task may not fairly
represent all groups, and little prior work has investigated
the effectiveness of psychological stress models on minority
individuals.

This issue is especially relevant for Sexual and Gender
Minority (SGM) people, who are more vulnerable to poor
mental health outcomes than the general population. They are
at higher risk of mental illnesses and suicide [2]–[4], and social
media is often a place where SGM people find peers, seek help,
and cope with prejudice [5]–[8].

One way to evaluate the ability of psychological stress
models to understand the language of SGM individuals is
through the related task of minority stress detection. Like
psychological stress detection, minority stress detection uses
Natural Language Processing (NLP) techniques to classify
social media posts with whether the poster is experiencing
stress [9][10]. However, minority stress is a psychosocial stress
specific to minority individuals that they experience due to
stigmatized social status [11]. An example of minority stress
on social media is provided in Figure 1.

This task has an important application in improving the
methodology of minority stress studies by circumventing limi-

At school, I have great friends and a good family at
home. But I’m a closeted gay. If I ever came out, I
know my friends would never talk to me again and
my family would disown me. Because of this, I have
zero motivation to come out.

I was kicked out of my online video game squad just
for being gay (they said gays are pedophiles). My dad
was outside my room listening when this happened so
he grabbed me by the throat and kicked me out.

Figure 1. Examples of minority stress disclosure on social media from [9].

tations in survey-based self-reporting [12]. The systematic de-
tection of minority stress can also be used to study large-scale
health trends on social media that are not feasible to collect
survey data on. Additionally, it has applications in automated
intervention for those at risk of adverse consequences and
screening for comorbid risks, such as cancer, HIV, and reduced
cardiovascular health [13].

In this work, we evaluate the effectiveness of psychological
stress models at detecting minority stress, and we hypothesize
that a lack of diversity in the psychological stress training data
causes stress models to overfit and be unable to generalize to
minority individuals.

To address this issue, we experiment with the multi-
task emotion-infused architectures introduced by [14]. They
explored connections between emotions and stress in deep
learning models, and they demonstrated that the task of
emotion detection, which has more labeled data available,
could improve the explainability of stress models.

Initial research found that emotion-infused models did not
improve performance on the psychological stress detection
task; however, we note that multi-task learning techniques
(such as those used for the emotion-infused models) are known
to improve generalization [15]. In this work, we explore
using multi-task emotion-infused models to improve minority
stress detection and highlight their potential for improving the
performance of other mental health models on minorities. Our
contributions in this work are as follows:

• We conduct experiments to demonstrate that traditional
single-task psychological stress detection models under-
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perform on minority stress and highlight how this perfor-
mance difference risks widening preexisting healthcare
disparities experienced by minority communities.

• We demonstrate that emotion-infused models reduce the
performance gap and exceed State-Of-The-Art (SOTA)
performance for the minority stress detection task without
training on minority stress data.

• We provide explanatory analysis showing that minority
communities have different distributions of emotions than
the general population and that emotion-infused models
improve the performance of stress models on underrepre-
sented groups because of their effectiveness in low-data
environments.

II. RELATED WORK

A. Psychological Stress Detection

Psychological stress detection is best studied with phys-
iological data. Prior work has used audio [16], biological
markers [17], neuroimaging [18], thermal imaging [19], or
combinations of these signals [20] to achieve the most accurate
forms of psychological stress detection. However, [1] demon-
strated the value and feasibility of detecting psychological
stress purely from social media text.

In [14], the authors introduced the use of emotion-infused
models for psychological stress detection. These models im-
proved explainability by integrating emotion with multi-task
learning or fine-tuning; however, they did not significantly
improve the performance of psychological stress detection.

The authors acknowledged demographic imbalances in the
psychological stress dataset and noted a lack of language rep-
resenting minority groups; however, little previous work has
explored the performance of psychological stress models on
minorities. In this work, we use the minority stress detection
task to highlight the limitations of traditional architectures for
detecting stress in minority individuals and explore the benefits
of the previously introduced emotion-infused architectures for
overcoming those limitations.

B. Minority Stress Detection

In [9], the authors introduced the use of NLP techniques
for understanding minority stress. They wrote a codebook for
identifying minority stress, created the first dataset of social
media posts annotated for disclosure of minority stress, and
introduced the first machine learning classifier for minority
stress on social media. They experimented with using expertly
engineered language features in combination with machine
learning models to build a classifier. Their models are the
current SOTA for minority stress detection.

Building off that work, [10] introduced a proof-of-concept
Bidirectional Long Short-Term Memory (BI-LSTM) model to
detect minority stress without expertly engineered features.
They were the first to use deep learning for this task; however,
they found limited results that did not outperform traditional
machine learning models in detecting minority stress.

The authors viewed the minority stress detection task in
isolation and trained models directly on the minority stress

dataset (which is too small for deep learning models). In
this work, we understand minority stress as a subset of
psychological stress, and we use this framework to improve
minority stress detection by improving models from the related
task of psychological stress detection.

C. Pretrained Language Models

Prior work has suggested that domain-specific pretrained
language models may benefit mental healthcare tasks. In
[21], the authors trained Bidirectional Encoder Representa-
tions from Transformers (BERT) and Robustly Optimized
BERT Pretraining Approach (RoBERTa) models on a corpus
of 13,671,785 sentences from mental health-related subred-
dits. These models, which the authors named MentalBERT
and MentalRoBERTa, demonstrated improved performance
on psychological stress detection. However, little previous
work uses pretrained language models on minority stress
detection. In this work, we experiment with four pretrained
language models (BERT, RoBERTa, MentalBERT, and Men-
talRoBERTa) paired with psychological stress models for
minority stress detection.

III. APPROACH

A. Baselines

For our baseline stress model, we use the pretrained BERT
language model introduced in [22] followed by an additional
dropout layer and dense classification layer. This architecture
is the simplest that we evaluate, and it performed the best on
the psychological stress detection task when it was introduced
in [1]. Later architectures have not provided statistically signif-
icant performance improvements. We will refer to this model
as Single-Task.

We compare our minority stress models to the current SOTA
for minority stress detection established in [9]. This model is
a Multilayer Perceptron (MLP) algorithm trained with GloVe
word embeddings [23], Linguistic Inquiry and Word Count
(LIWC) psycholinguistic categories [24], a gender and orien-
tation hate speech lexicon, n-grams, sentiment classification
[25], and stress classification [26]. This series of expertly
engineered features draws information from a wide range of
data sources that consider lexical and semantic aspects of the
text, with a special focus on LGBTQ+ issues.

B. Emotion-Infused Models

We hypothesize that integrating emotions into psychological
stress models will account for differences in the emotional
expressions of minority individuals and improve the models’
ability to generalize to minority stress. To test this claim, we
evaluate the emotion-infused models introduced in [14]. When
previously evaluated on psychological stress detection, these
models did not provide significant performance improvements,
but they improved explainability, and they represent key meth-
ods for using emotion in mental health tasks. There are three
emotion-infused models.
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Figure 2. The architecture of Fine-Tune. Components that are used for both
tasks are highlighted in green.

1) Fine-Tuning Model (Fine-Tune): A visualization of Fine-
Tune is shown in Figure 2. In this architecture, we first fine-
tune a single-task model for emotion detection. Because that
is a multi-label task, the model trains using Binary Cross-
Entropy (BCE) loss. Then the language model parameters
from that BERT model are transferred to another single-
task model that is further fine-tuned for psychological stress
detection. Because that is a single-label task, the model trains
using Negative Log-Likelihood (NLL) loss. The rationale for
this architecture is that the first task would give the BERT
language model a better understanding of emotions, and that
understanding would enable a more holistic representation of
stress.

Emotion
Classification

Layer

Stress
Classification

Layer

GoEmotions Dreaddit

NLL Loss

Dropout Layer

BCE Loss

BERT

Figure 3. The architecture of MultiAlt . Components that are used for both
tasks are highlighted in green.

2) Alternating Multi-Task Model (MultiAlt): A visualization
of MultiAlt is shown in Figure 3. It follows a similar rationale
as Fine-Tune, but instead of training and then transferring a
separate language model, it trains a single, shared language

model. During training, it alternates between training for
emotion detection and psychological stress detection. Each
training batch switches which task it is training for, but these
different tasks share the same BERT representation layer. As
in the Fine-Tune model, the emotion model trains with BCE
loss and the psychological stress model trains with NLL loss.

BERT

Emotion
Classification

Layer

GoEmotions

Dropout Layer

BCE Loss

BERT

Emotion
Classification

Layer

Dreaddit (with emotion labels)

Dropout Layer

Combined Loss
Emotion

labels
predicted Stress

Classification
Layer

Figure 4. The architecture of Multi. Components that are used for both tasks
are highlighted in green.

3) Classical Multi-Task Model (Multi): A visualization of
Multi is shown in Figure 4. It differs from the other two
models because it uses a classical multi-task architecture that
has the same input data for both tasks. However, because the
stress data is not labeled with emotions, we first separately
train a single-task model for emotion detection and use it
to predict emotion labels for the stress data. The multi-task
model then uses these emotion labels as targets for training
the emotion detection task. In this model the loss is given by
L = λLstress+(1−λ)Lemotion where Lstress is the NLL loss
for psychological stress detection, Lemotion is the BCE loss
for emotion detection, and λ is a weight parameter that we tune
during model selection. The rationale for this model follows
the traditional understanding that the inductive bias from the
emotion detection task would improve its generalization.

C. Pretrained Language Models

Single-Task, Fine-Tune, MultiAlt, and Multi were all origi-
nally introduced using BERT, but [21] demonstrated that their
domain-specific pretrained language models, MentalBERT and
MentalRoBERTa, improved performance on the psychological
stress detection task. In this work, we evaluate four pretrained
models tested in their work (BERT, RoBERTa, MentalBERT,
and MentalRoBERTa) paired with each of the previously
mentioned stress models.

IV. DATA

For psychological stress detection, we use Dreaddit [1], a
dataset of 3,553 segments of Reddit posts from communi-
ties where stress is commonly disclosed. Each segment was
labeled with whether the poster is expressing stress using
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TABLE I
MINORITY STRESS PERFORMANCE

BERT RoBERTa MentalBERT MentalRoBERTa
Model F1 Accuracy F1 Accuracy F1 Accuracy F1 Accuracy
Single-task 69.85 70.88 74.88 75.09 73.49 73.56 73.33 73.95
Fine-Tune 69.47 70.31 70.87 71.45 68.71 70.50 72.24 72.61
MultiAlt 70.95 71.45 70.60 70.69 73.58 74.52 71.88 72.41
Multi 75.55 68.58 75.16 69.35 75.58 72.99 78.53 74.52
Results of the models evaluated on minority stress detection with different pretrained language models.
The best result under each metric is bolded.

TABLE II
PSYCHOLOGICAL STRESS PERFORMANCE

BERT RoBERTa MentalBERT MentalRoBERTa
Model F1 Accuracy F1 Accuracy F1 Accuracy F1 Accuracy
Single-task 77.70 77.95 78.18 78.37 76.03 76.88 79.35 79.39
Fine-Tune 75.85 75.67 77.48 77.53 77.30 77.43 76.37 76.78
MultiAlt 78.76 78.97 77.00 77.25 80.80 80.89 79.42 79.59
Multi 77.53 77.36 79.00 79.16 77.90 78.27 79.86 79.91
Results of the models evaluated on psychological stress detection with different pretrained language
models. The best result under each metric is bolded.

TABLE III
STRESS LABEL DISTRIBUTIONS

Dataset Split Stress Non-Stress

Dreaddit
Training 1,110 1,012
Development 374 342
Testing 374 341

MStress Development 72 103
Testing 72 103

Label distributions for the training, development, and
testing sets of Dreaddit and MStress.

crowdsourced annotation, requiring a majority vote from five
annotators. We use this dataset to train the stress models and
evaluate their performance on psychological stress detection.

To evaluate how the models generalize to minority stress
detection, we use an existing dataset of 350 Reddit posts
collected from LGBTQ+ communities by [9]. These posts
were manually labeled by the authors with whether they
contain the disclosure of minority stress using a codebook built
based on Meyer’s Minority Stress model [11]. In this paper,
we will refer to this dataset as MStress. Table III provides
more information about the label distributions of Dreaddit and
MStress.

Finally, to train the emotion-infused models, we use both
Dreaddit and the GoEmotions dataset [27]. GoEmotions con-
sists of 58,009 Reddit comments labeled by crowd workers
with one of more than 27 emotions (or neutral). Based on
the findings of [14] we use a relabeling of this dataset created
with agglomerative clustering to cluster the original labels into
the Ekman 6 basic emotions (anger, disgust, fear, joy, sadness,
surprise, neutral) [28].

V. EXPERIMENTAL SETUP

Due to the scarcity of minority stress data, we do not
train our models directly on MStress. Instead, all the models
are trained on Dreaddit and GoEmotions (for the emotion-

infused models) with minibatch gradient descent using the
Adam optimizer [29].

We test on Dreaddit to evaluate their psychological stress
detection, and we test on MStress to evaluate their minority
stress detection. For Dreaddit and GoEmotions, we use 60% of
the data for training, 20% for hyperparameter tuning, and 20%
for testing. We choose F1 score to evaluate the performance
of our models because of its ability to account for class
imbalances.

We replicate [14]’s training and hyperparameter tuning
processes with the same parameter ranges; however, for our
primary tests, we use 50% of MStress for hyperparameter tun-
ing instead of using Dreaddit. We make this change to find the
peak performance of the models for minority stress detection
and highlight the associated reductions in psychological stress
detection. We run each of these experiments three times with
three different random seeds, and we report the mean of the
three runs.

VI. RESULTS

We report the results of our primary tests when evaluated
on minority stress in Table I, and we report the results of
our primary tests when evaluated on psychological stress in
Table II.

A. Single-Task Models

We find that the traditional models underperform on mi-
nority stress detection. The Single-Task models achieve F1
scores between 2.54 and 7.85 points lower on minority
stress detection than on psychological stress detection. The
MentalRoBERTa model performs best on psychological stress
detection out of the Single-Task models with an F1 of 79.35,
but that score drops to 73.33 when evaluated on minority stress
detection.
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Figure 5. Performance of the Single Task and Multi models trained with different proportions (10%, 25%, 50%, 75%, and 100%) of the original training set
and evaluated on the psychological stress data.

B. Emotion-Infused Models

Though Fine-Tune and MultiAlt do not provide significant
performance improvements, we find that the Multi models
improve minority stress detection performance over baselines
in all cases. Multi combined with MentalRoBERTa achieves
an F1 of 78.53 on minority stress detection. While this result is
still lower than the best psychological stress models, it closes
the gap significantly and outperforms 13 out of the 16 psycho-
logical stress models. This result demonstrates that using the
Multi architecture improves the ability of psychological stress
models to generalize to minority stress detection.

Importantly, our best Multi models are not trained directly
on minority stress data, but they outperform the current SOTA
MLP for minority stress detection. The MLP proposed by [9],
which is trained directly on minority stress data, achieved an
F1 of 75, and our best Multi model achieves an F1 score of
78.53.

C. Pretrained Language Models

We find that in most cases, domain-specific language models
such as MentalBERT and MentalRoBERTa provide marginal
improvements in both psychological stress detection and mi-
nority stress detection compared to the standard BERT and
RoBERTa models. This result confirms prior work demon-
strating that the MentalBERT and MentalRoBERTa language
models perform better on a variety of mental healthcare tasks
[21].

D. Discussion

These findings have important implications for the use of
stress models in research and healthcare applications. First,
traditional Single-Task models perform worse on minority
stress detection than psychological stress detection and risk
reinforcing preexisting mental healthcare disparities for SGM
individuals. Second, the Multi architecture creates models
that can generalize well to minority stress detection and
significantly reduce the performance gap. Finally, minority
stress researchers can benefit from using psychological stress
detection data to surpass the current SOTA without directly
training on minority stress data.

In the next section, we support these conclusions with an
analysis of the Single-Task and Multi models for psychological
stress detection with reduced training sets.

VII. ANALYSIS

A. Data Reduction Analysis

We propose that the disparity in performance of the baseline
models between minority stress and psychological stress is due
to overfitting on the psychological stress data. The Single-Task
models gain too much sample-specific information and, as a
result, are struggling to perform well on out-of-sample stress
disclosures like minority stress.

Multi-task learning techniques improve generalization by
using domain information contained in related tasks as an
inductive bias [15]. We hypothesize that this improvement in
generalization explains why the Multi models have improved
performance on minority stress detection compared to base-
lines.

To further support this reasoning, we experiment with
reducing the size of the Dreaddit training set for the psycho-
logical stress detection task. This reduction in the training set
simulates the data scarcity that is present for minority stress
detection.

We perform the same experimental setup as described in
Section V, but we use psychological stress data for our hyper-
parameter tuning and change the size of the training set to be
either 10%, 25%, 50%, 75%, or 100% of the original training
set. We perform these experiments with the Single-Task and
Multi models paired with each of the four language models
(BERT, RoBERTa, MentalBERT, and MentalRoBERTa).

We report our results in Figure 5. We find that while Single-
Task and Multi achieve equivalent performance with the full
training set, reduced training sets reduce the performance
of Single-Task models much more significantly than Multi
models. We see that at 100% the Single-Task models all have
F1 scores near 80, but at 50% they drop to be between 77.38
and 78.13. By comparison, the Multi models have F1 scores
of at least 80 with only 50% of the training data, but they do
not significantly improve as the training size increases.

This finding demonstrates that the improved generalizability
of the multi-task architecture of the models makes them more
effective in low-data environments. It consequently explains
why Multi models are more effective at minority stress detec-
tion: the training set has a limited amount of minority stress,
so detecting it is a low-data environment.
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Figure 6. Distributions of predicted emotion labels in MStress and Dreaddit. Note that posts can have multiple emotion labels.

This finding also suggests that multi-task emotion-infused
architectures may improve stress detection for other underrep-
resented groups, and further work should be done to explore
using emotions to create equitable mental health models.

B. Emotion Distributions

To provide additional support for the importance of emotion
analysis for supporting underrepresented groups, we examine
the predicted emotion distributions of both MStress and Dread-
dit (shown in Figure 6). These emotion labels were created
using a single-task MentalRoBERTa model with a macro F1
of 61.13.

From these distributions, we see that emotions do not
significantly vary based on stress status. Posts in MStress
marked as minority stress have a similar emotion distribution
as posts marked as non-stress, and posts in Dreaddit marked
as psychological stress have a similar emotion distribution as
posts marked as non-stress.

However, we see a significant difference in the emotion
distributions of posts from MStress compared to Dreaddit.
This suggests that posts from minority communities exhibit
different emotions, and that difference may affect single-task
models’ ability to understand mental health conditions in
minorities. Other work has found that minority stress mediates
emotion regulation, leading to dysregulation and emotion
suppression [30], which supports this finding.

This difference provides further explanation for the under-
performance of single-task stress models on minorities. They
are trained on a distribution of emotional expressions that
are not representative of minority communities. This finding
further suggests that multi-task, emotion-infused architectures
may make more equitable models for other mental health tasks.

VIII. CONCLUSION

In this work, we find that traditional single-task stress
models underperform on minority stress detection and are at
risk of widening the healthcare gap for SGM individuals. We
also find that risk can be reduced with the use of a multi-task
architecture that integrates the task of emotion detection. Our
experiments show that architecture performs well on psycho-
logical stress detection and outperforms the SOTA for minor-
ity stress detection without training on minority stress data.
Finally, we provide explanatory analysis demonstrating the
Multi model’s superior performance in low-data environments,
and we highlight how differences in emotion expressions
in minority communities make them vulnerable to reduced
effectiveness in mental health modeling. Our analysis suggests
that integrating emotions may be effective for improving the
performance of mental health models on underrepresented
groups, and future work should explore using emotions to
create equitable models for other mental health tasks.

IX. LIMITATIONS

Our data was collected from Reddit, which is not necessarily
representative of the general population. While our work
focuses on generalizing stress models to work effectively on
minority stress, it does not evaluate their ability to generalize
to other social media platforms or beyond social media.

Additionally, our models focus on detecting minority stress
for sexual and gender minorities, but we did not explore
the detection of minority stress for other underrepresented
groups such as racial and ethnic minorities. Other minority
groups may disclose minority stress differently, and future
work should evaluate the performance of current minority
stress models on other minority groups.
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