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Abstract—Studies in Information Retrieval and Technology En-
hanced Learning have not been able yet to propose reliable
support to students and teachers when seeking educational
resources on the Web. The driving force of web-search has been
to match the topic of a query with the topic of documents.
This paper involves Natural Language Learning approaches for
an in-depth analysis of the common traits among educational
web-pages. We analyzed the textual content of resources coming
from educational websites and a survey among instructors. We
computed more than 100 attributes and tested their significance
for classification against web-pages from non-educational sources.
Our analysis selected a set of 53 attributes. The results of a
classification task prove that our traits allow for highly accurate
filtering of resources with educational purposes. Moreover, the
reliability of the proposed methodology is statistically verified.

Keywords–Learning Objects; Internet based systems; Naviga-
tional aspects for on-line learning; Recommender Systems.

I. INTRODUCTION

The Internet is among the most popular places students
and teachers explore educational resources to support their
educational tasks [1]. However, search engines like Google
and other web-based recommender systems still struggle in
suggesting web-pages matching to a specific purpose of inter-
est, for example, education [2]. Automatically identifying web-
content suitable for education is one of the most challenging
objectives because it requires extraordinary attention.

Studies in Information Retrieval (IR) and Technology En-
hanced Learning (TEL) have proposed several solutions to
support teaching and learning needs of instructors and pupils
within an enclosed platform [3] [4]. However, those research
efforts have not been able yet to recommend a reliable tool
that can leverage the potentially infinite amount of pedagogical
resources hosted on the Internet for helping users during their
educational tasks. As a result, after receiving recommendations
from existing search engines, students and teachers must spend
additional time and effort to filter only web-resources useful
for education. Personalization has improved web-search by
identifying what topics users prefer, and some progress has
been achieved in deducing the purpose of the search (e.g., the
user is about to book a trip) for tailored advertising [5]; how-
ever, this is a very different use of recommendation. Instead,
we focus here on identifying documents with a purpose in the
sense of being of value for a learning objective.

Our exploration covers more than 2,300 web-pages ob-
tained from the Seminarsonly website [6], and other sources

human instructors [7] identified as relevant for teaching. We
incorporate semantic technologies when processing natural
language to we elicit more than 100 features computed directly
from the text of web-resources. We analyze our features to
discover which of these become attributes that permit a clear
distinction between resources suitable for education and those
not suitable. The resulting feature set is evaluated performing
a binary classification of items in our dataset. We built such
dataset labeling the aforementioned educational web-pages as
“relevant for education”. We labeled as “not relevant for edu-
cation” pages crawled from the former DMOZ Web directory,
currently known as Curlie [8]. Our evaluation covers learning
with several representatives of classification algorithms. We
apply Student’s t-test to strengthen the validity of our feature
set. In particular, we tested the accuracy distribution across
the results of a 30-fold cross validation when using all the
selected traits, and when reducing the feature space utilizing
Principal Component Analysis (PCA) and Support Vector
Machine (SVM). The t-test confirms that all the features are
essential for achieving the best accuracy in our filtering task
for each classifier.

Section II which describes our data-set. Section III de-
scribes or features. Our evaluation methods appears in Sec-
tion IV. Section V reports experimental results. Section VI
contrast our work and Section VII provides conclusions.

II. DATA ANALYSIS

We involved Semantic Web techniques and organized the
information into semantic entities extracted from the textual
content of web-pages, where a semantic entity is an instance
of a DBpedia [9] resource that groups a collection of prop-
erties. Semantic entities can be associated with one or more
consecutive words. Following other contributions [10] [11]
[12], we use the Dandelion API [13] for deducing all the
semantic entities in text. In our case, we simplify the analysis
of complex and articulated texts by considering the semantic
entities extracted from them as their representation. We suggest
that, when the text is an educational resource, semantic entities
contain the most distinctive pieces of information about what
the content, concepts, knowledge and skills educators deliver
through the text. Hence, we expect that a set of entities will
represent the entire text reflecting the same knowledge content
without losing any proper traits.

30Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-689-7

eLmL 2019 : The Eleventh International Conference on Mobile, Hybrid, and On-line Learning



A. The dataset
Our goal is to extract features from web-pages and test their

validity to recognize whether or not a web-page is suitable for
educational purposes. Hence, the items in our dataset are web-
pages with two possible values for the class: TRUE, when a re-
source has been declared relevant for teaching some concepts,
or FALSE when the page does not contain educational content.
Our dataset consists of more than 2,300 educational web-pages
we extracted from two different sources. The first source is the
Seminarsonly website, which hosts content about Computer
Science, Mechanical, Civic and Electrical Engineering, as
well as Chemical and Biomedical sciences among others. The
second source of educational material is a subset of web-
pages ranked by instructors during a survey [7]. The survey’s
first phase automatically used queries by an intelligent system
against a search engine with names of educational concepts
and courses. The second phase exposed groups of 10 retrieved
pages to instructors who judged the suitability of the web-page
as a learning-object suitable for teaching. In particular, whether
the page could support the learning of the concepts of the
query in the originator course. The instructors used a 5-point
Likert scale to rank how likely would they use that web-page
for teaching a concept. When web-pages are highly ranked
uniformly by judges, it is certain that the page is suitable
for being used in an educational context. For that reason, in
this analysis, a web-page is labelled as TRUE (“relevant for
education”) only when it collected 3 points (relevant) or more
(where the maximum is 5 points —- Strongly relevant) in the
survey. Other pages from the survey are discarded. On the other
hand, we obtain the web-pages classified as FALSE (“non-
relevant for teaching”) by the crawling of URLs contained
into the DMOZ open directory. In particular, we included
pages coming from all the 15 categories represented in DMOZ,
resulting in more than 3,200 web-pages. We consider those
web-resources not suitable for teaching. In total, our dataset
consists of around 5,600 labelled web-pages, according to their
usability in educational contexts.

B. Extraction of Semantic Entities
We exploit DBpedia entities extracted from web-pages for

deducing information about the content of a whole page. For
each extracted entity, Dandelion also reports a confidence
value for that association. The higher the confidence, the more
reliable the link between the part of the text and the entity. The
tool also allows to select a threshold of minimum confidence
for the extraction, avoiding to retrieve poorly related entities.
Hence, the higher the confidence threshold, the higher the
effectiveness of the extraction process but, on the other hand,
the number of entities extracted tends to decrease when the
threshold is high. DBpedia also offers the type of an entity:
places, companies and personal names. When no match is
found, Dandelion assigns the type Concept to the entity (refer
to Figure 1).

III. FEATURE ELICITATION PROCESS

We analyze four parts of each web-page separately: the
Title, the Body, the Links and the Highlights. We extract the
last two from the body itself of the page. In particular, the
Title is extracted from the title tag and the Body element from
the body tag. Then, inside the Body tag, the text between the
anchor < a > tags is concatenated and labeled as the Links,
while we obtain the Highlights by merging the text between

the tags < h1 >, < h2 >, < h3 >, < b > and < strong > .
In this way, we separate all the four elements of a web-page,
allowing for a thorough analysis of the page itself.

We apply the same approach to all the four parts of a web-
page. In the end, we may find a feature that is significant
for classification purposes when considering a specific part of
the page (e.g., the Links), while the same feature could be
discarded for a different part (for instance, the Title). For that
reason, we run the Dandelion API Entity Extraction tool on
all the resources in our dataset, considering one part of a web-
page at a time, so that the entities will also have a label that
indicates the part of a page from which they originated.

The following sections present the groups of features
extracted from our resources. For each group, we selected the
semantic entities according to four different thresholds for the
confidence: the default 0.6, then 0.7, 0.8 and finally 0.9.

A. Lexical features
We base the first group of features on NLP for discovering

characteristics and quantity of the terms used in a web-page.
In particular, the following attributes exploit the complexity
of the words, as well as the number of semantic entities and
concepts relative to the length of a text.

1. The Complex Words Ratio =
# complex words

# words is is the
ratio of the number of complex words on the total number
of words (i.e., the length) in a text. We used the Fathom
API [14] for deducing the quantity of complex words:
words composed by three or more syllables.

2. Feature Number entities is the total # of entities of any
type extracted from a text.

3. Entities By Words = # entities
# words is the number of entities

extracted from a text, with respect to the total number
of words. This feature measures how many words it is
necessary to read for finding a semantic entity.

4. Concepts By Words =
# concept entities

# words is a feature
similar to the Entities By Words, but considering only the
concept-type entities. The idea is to have an insight into
how many words it is necessary to read for finding a
concept.

5. Concepts By Entities =
# concepts
# entities reports the fraction

of entities that are also concepts, with respect to the total
number of entities found in a text.

B. Features based on Semantic Density
Researchers in TEL refer to Semantic Density (SD) as

the quantity of topics presented by a resource with respect
to a characteristic of the resource itself. For instance, the
IEEE Learning Object Metadata schema defines the Semantic
Density of a resource as the ratio of the number of concepts
taught on the length of the resource (commonly measured in
minutes or hours). As a result, a resource yields high SD when
many topics are squeezed in a short time frame.

We consider the different entities in a text as topics
delivered by a resource. Then, we measure two different
SD values for a text: one value concerning the number of
words, and the other related to the reading time (similarly
to the aforementioned IEEE standard). For an even more
comprehensive analysis of the text, we also take into account
only the concept entities. In the end, we compute SD of a
web-page using four attributes.
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Figure 1. Entities in a text found by Dandelion API.

1. SD By Words = |Entities|
# words measures how many distinct

entities Dandelion extracted from the text (i.e., the set of
discussed topics), with respect to the number of words.
When two texts have similar quantities of words, the one
with more distinct entities is the denser.

2. Similarly to the previous feature,
SD By ReadingTime = |Entities|

reading time is now measured
in relation to the reading time of the text. In this case,
the text is denser when the reading time is low, and the
number of distinct entities (i.e., topics) is high.

3. SD Concepts By Words =
|Concepts|
# words considers only

distinct concept entities, with respect to the number of
words. In educational texts, concept-type entities are more
frequent than other types. Hence, the concept-based SD
is expected to hold significant information for educational
classification.

4. SD Concepts By ReadingTime =
|Concepts|

reading time mea-
sures the quantity of concepts taught by a text according to
the expected reading time. As an example, let us consider
two texts where Dandelion extracted the same amount of
distinct concepts. In that case, the text which requires less
reading time presents concepts in a more condensed way, so
it holds higher SD than its counterpart. In essence, less time
is spent for other entities (i.e., non-concepts) that are not
likely to be used in educational resources, while important
concepts receive more attention.

C. Selection of the most promising features
At this stage, nine groups of numerical features represent

each web-page. In our dataset, the content of a single item is
split across four web-elements. Furthermore, for each element
of a page, entities are extracted at four different thresholds,
except for the Complex Words Ratio group, which leverages
only natural language text so it does not require semantic
entities extraction. Since the first four attributes in the count are
those that involve the ratio of complex words, and we include
one feature for each element of the page, we have

# potential features = 4 + 8 ∗ 4 ∗ 4 = 132 features.

Figure 2. The distribution of the four features in the
Complex Words Ratio group, according to the class.

However, some of those features may not be useful to
discriminate between a resource relevant for education and
one not suitable for that purpose. We use a parallel coordi-
nate visualization [15] of groups of features and we select
only the traits where a visual distinction is clear among the
web-pages in our dataset. Our filtering process is performed
according to the distribution of the values of each feature,
and we now explain it in the following paragraphs. The
criterion for selecting or discarding a feature is that there is
no overlap between the most frequent values of the TRUE
and FALSE distributions, namely, the values from the first
quartile (Q1) to the third quartile (Q3) in a box plot rep-
resentation. In the interest of saving space, we discuss only
the first two groups of features and show the box plots for
their distributions. The first group is Complex Words Ratio.
Figure 2 illustrates that the Highlights and the Links dis-
tributions overlap between classes only across the quartiles
Q1 and Q3. The area in gray highlights that most of the
values from first to third quartile are in common for the
Body and Title elements, while Highlights and Links are able to
separate TRUE and FALSE items with high accuracy. But the
Body and Title distributions display significant commonality
for the their most frequent values. Hence, the two features
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Figure 3. Analysis of TRUE and FALSE items distributions for features in the Number entities group, extracted from Body (a) and Links (b) elements of a
web-page. The gray areas indicate an overlap.

TABLE I. THE 53 ATTRIBUTES SELECTED FOR THE OVERALL
FEATURE SET, DENOTED BY A ? SYMBOL.

Group Body Links Highlights Title
.6 .7 .8 .6 .7 .8 .6 .7 .8 .6 .7 .8

Complex Words Ratio ? ?
Number entities ? ? ? ?
Entities By Words ? ? ? ? ?
Concepts By Words ? ? ? ? ? ? ? ?
Concepts By Entities ? ? ? ? ? ?
SD By Words ? ? ? ? ? ?
SD By ReadingTime ? ? ? ? ? ?
SD Concepts
By Words ? ? ? ? ? ? ? ?

SD Concepts
By ReadingTime ? ? ? ? ? ? ? ?

selected for this group are Complex Words Ratio Links and
Complex Words Ratio Highlights, while the others are dis-
carded. Moving to the Number entities group, there are
16 possible combinations amongst 4 threshold values and 4
elements of the web-page. Here we show 8 of those poten-
tial attributes. The first four from the left (Figure 3a) are
about the count of entities found in the Body considering
the four values of confidence thresholds, while the others
(Figure 3b) consider just entities found among the Links. Only
2 out of 8 attributes are useful for classification. They are
Number entities Body 0.6 and Number entities Body 0.7,
because all the other distributions overlap between TRUE
and FALSE items. Interestingly, when threshold is 0.9, the
number of entities dramatically decreases in both educational
and non-educational web-pages. Especially among the latter
group, there are only form 0 to 2 entities in the Body, and
none in the Links. Since all the features computed at threshold
0.9 experience the same decrease, in order to have a fair
comparison, we discard them. The remaining 8 traits for this
group are computed taking into account the Highlights and
Title elements. In the first case, all the distributions overlap
so none of the attributes is selected. About Title, distributions
of entities at threshold 0.6 and 0.7 do not overlap so they
are selected, while raising the threshold to 0.8 the two dis-
tributions overlap. We apply the same methodology to the
other groups. What features are selected as discriminators
by the above analysis is summarized in Table I. Note that
group Complex Words Ratio does not require entity extrac-
tion, therefore, it has only one attribute per page element.

IV. METHODOLOGY FOR EVALUATION

In the evaluation phase, we aim to see whether or not the 53
proposed attributes allow state-of-the-art classifiers to achieve
high accuracy in recognizing the web-pages labeled as relevant
for education in our dataset. In order to achieve that goal,
we applied popular feature selection algorithms to our set of
traits, and then we compared the accuracy on the same set
of classifiers. The rationale behind our choice is that some
features may be discarded by generic algorithms as not useful
or redundant, or combined to obtain a new set of attributes.
However, in case the overall accuracy decreases applying
feature selection methods, we can conclude that the proposed
features allow classifiers to yield higher performance in an
educational task, thus, all 53 traits are important when filtering
web-pages in such field. The algorithms for feature selection
chosen as baselines in this work are Principal Component
Analysis - PCA [16] and Support Vector Machine - SVM [17].

A. Classifiers and evaluation measure
In order to produce a comprehensive evaluation across

all types of machine-learning algorithms for classification,
we used state-of-the-art classifiers belonging to four families,
namely Bayesian, Rule-based, Function-based, and Tree-based
classifiers, for a total of eight algorithms. From the first family,
we chose Bayesian Network built with hill-climbing method
[18]. The three rule-based methods involved are Decision
Table [19], Repeated Incremental Pruning to Produce
Error Reduction - RIPPER [20] and Partial decision list
- PART [21]. From the function-based classifiers we selected
Logistic [22] and Sequential Minimal Optimization - SMO
[23]. Finally, as tree-based classifiers, we opted for J48, which
builds a pruned C4.5 decision tree [24], and the popular
RandomForest algorithm [25]. We used the default implemen-
tation and parameters provided by WEKA for all classification
methods. We recorded the performance of the classifiers on a
30-fold Cross Validation according to their Average Precision
(AP), which is the mean of the Precision (P) in a classification
task across all the 30 folds:

P (f) =
# correctly classified items

# items
, AP =

∑
f∈folds

P (f)

# folds
.

where f is the i-th fold, and # folds is 30 in this study. We
present our results in the next section as percentage values.
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In addition, we aim to strengthen our claim performing a
statistical analysis of our feature set against those generated
by PCA and SVM, comparing the distribution of P in all the
folds using the Student’s paired T-test. The null hypothesis h0

to be investigated is:

h0 = The chosen feature set does not influence P.

While the alternative hypothesis h1 is:

h1 = P is higher when using all 53 features.

If h0 is significantly rejected and h1 confirmed, we demon-
strate the actual validity of all the attributes proposed in this
work. To verify at least a 95% of such significance, we look
for values of p<0.05 in our T-tests. We ran PCA, SVM and
the classifiers using the WEKA 8.3.2 Java library with default
parameters. The entire evaluation is performed on a Windows
10 machine, with Intel i7-6700 octa-core processor @ 3.4GHz
and 32GB of RAM.

V. RESULTS

As described in Section IV, we applied two state-of-the-
art feature selection algorithms, PCA and SVM, to build two
sets of attributes we will use as baselines throughout our
evaluation. To achieve a more comprehensive comparison,
we created those two sets differently. The first one, called
PCA, is obtained running PCA on our dataset. The number
of resulting components, in this case, is fourteen. The second
set of traits comes from SVM, a method for ranking features.
We selected the ten most valuable attributes according to the
SVM algorithm, forming the Top10-SVM feature set.

Figure 4 shows the AP measured when running different
classifiers using the two aforementioned baselines, and our 53
attributes. We call our feature set AllFeatures. In every test
performed, the proposed set AllFeatures allows classifiers to
obtain the highest precision in average on the 30 folds of the
cross-validation testing. However, we also performed statistical
testing to verify if we can reject the null hypothesis h0 (namely,
“there is no evidence that the chosen feature set influences
the precision of a classifier”) and accept the alternative h1.
In particular, since we have two baselines, two alternative
hypotheses will be verified:
hPCA
1 = “A classifier achieves higher precision when consid-

ering all features than the ones by PCA”
hSVM
1 = “A classifier achieves higher precision when consid-

ering all features than the ones by SVM”.

Table II reports the results of the Student’s T-test performed
in our evaluation. We verified a significance of at least 95%
for our hypotheses considering each classifier. We reached
higher statistical significance, around 99% (p-value<0.01) for
hPCA
1 on the majority of the classifiers. Only BayesNet has

a slightly higher p-value (0.01359). However, it is still lower
than 0.05. When testing our 53 features against those labeled
most important by SVM, also hSVM

1 is accepted with 99% or
more significance on all the algorithms but one. Indeed, the p-
value when using DecisionTable is 0.01688, yet smaller than
the required threshold of 0.05.

Figure 4. The average precision (AP) computed for each classifier when
using the different feature sets analyzed in our evaluation process.

TABLE II. STUDENT’S T-TEST RESULTS FOR EACH CLASSIFIER.
THE DESIRED p-VALUE <0.05 IS INDICATED WITH “*”, A p-VALUE

<0.01 IS LABELED WITH “**”.

Classifier AllFeatures vs. PCA AllFeatures vs. Top10-SVM
T p-value T p-value

BayesNet 2.3266 0.01359 * 7.3054 2.39E-08 **
DecisionTable 6.5606 1.73E-07 ** 2.2284 0.01688 *
RIPPER 5.0055 1.25E-05 ** 4.8125 2.14E-05 **
PART 5.2519 6.30E-06 ** 5.2318 6.66E-06 **
Logistic 2.5343 0.008463 ** 10.15 2.35E-11 **
SMO 4.0649 0.0001677 ** 9.6948 6.64E-11 **
J48 7.6944 8.73E-09 ** 4.4585 5.69E-05 **
RandomForest 4.2105 0.0001126 ** 4.3679 7.31E-05 **

VI. RELATED WORK

Extraction and selection of attributes from a text is a
popular research topic [26] [27]. Recently proposed approaches
are also based on alternative methods from other research
fields. For instance, [28] applied a technique for encoding
signals called Wavelet Packet Transform for web-page analy-
sis. Also deep learning methods like Convolutional Recurrent
Neural Network [29] have been applied for the classification
of relations in texts. To elicit features useful for filtering
educational web-resources, our approach leverages techniques
for analysing texts coming from the Knowledge Management,
Information Retrieval and the Semantic Web communities. In
the field of Education, [12] used semantic entities from DBpe-
dia to describe and enrich texts coming from the Coursera [30].
platform.

Additional criteria have been suggested when dealing with
content from the Web: Several studies shown how latent
information can be found analysing both text and structure
of web-pages. [31] suggested a methodology for deducing
the category of a web-page considering the loading time of
different objects like images, CSS theme, Javascript code and
Flash content. However, only a group of 6 categories can
be deducted, and educational-related ones are not part of it.
Also, [32] proposed a more general approach which takes
into account the fields of web-pages such as title, body and
anchor text (i.e., the text used to embody a URL) for evaluating
datasets of web-pages. [33] demonstrated that links in a
web-page are important for automatic classification; thus these
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authors exploited links for deducing pages of academic institu-
tions. However, their work is about identifying pages useful for
extracting the internal organization of an Institute, rather than
educational resources delivered in educational coursework.

VII. CONCLUSIONS

We examined a dataset of more than 5,600 web-pages with
the goal of identifying the purpose of a web-page (suitability
as an educational resource). This is a very different task
than recognizing the subject matter nor the topic of a web-
page. We attack this problem by seeking what features can
be extracted from web-pages and their content. We proposed
and identified those useful for classifying online resources for
the purpose of education. We incorporated techniques from
both natural language processing and semantic analysis for the
definition of an initial set of 132 potential predictors. Then,
the most promising traits are the output of an in-depth feature
selection process which results in a set of 53 characteristics
extracted from four sections of a web-page (see Table I). We
evaluated the validity of our proposed features on the binary
classification task that discriminates whether the purpose of
the web-page is educational. In particular, we performed a 30-
fold cross-validation test on our dataset using several state-
of-the-art classifiers of many types and learning models. As
baselines, we used feature selection algorithms for reducing
the number of attributes according to two general approaches:
PCA and SVM. We demonstrated that the average precision
(AP) across the folds is higher when using our suggested 53
features. Furthermore, results of Student’s T-test strengthen our
proposal with all test repetitions achieving p-value < 0.05,
and many lower than 0.01. This statistical significance at
very high levels for all classifiers confirms the features are
informative and effective in providing discrimination capacity
to classifiers across several families. We expect our work
to facilitate retrieval and recommendation of web resources
suitable for specific purposes, especially for helping students
and teachers in educational tasks.
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