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Abstract—Complex infrastructure networks have been charac-
terized as being scale-free and therefore maintain a heterogeneous
node distribution. While scale free networks (SFN) have been
investigated using vulnerability assessments, particularly that of
cascading node failures, existing research has not dealt with the
aftermath of these failures. This paper addresses the problem of
discovering end to end paths in a SFN in the presence of cascad-
ing failures such that survivability is achieved for each source-
destination pair. We first develop a model to capture cascading
failures in SFNs while redistributing traffic load to neighboring
nodes. Given the traffic distribution after the cascade of failures,
we develop a routing algorithm such that backup connections are
constructed for each source-destination pair. We formulate the
routing algorithm by exploiting the multipath topology of SFNs
and the different priorities of the traffic flows. We compare our
routing approach in a SFN with that of a random network in
which node distributions are homogeneous. We show that our
routing algorithm performs well under intentional node attacks
and efficiently considers the classification of the traffic when
constructing alternate routing paths.

Keywords — scale free networks; multipath routing; cascading
failures; load redistribution

I. INTRODUCTION

Complex networks such as the Internet, electrical power
grid and telecommunication and transportation systems are
an essential part of the global society. These infrastructure
networks are not random but rather known to be scale free,
with some nodes having a tremendous number of connections,
whereas others have only a few connections [1]. This highly
heterogeneous node distribution has led researchers to prove
that the degrees of the nodes in scale free networks (SFN)
follow a power law distribution: the probability that any node
is connected to k other nodes, P(k), is proportional to ﬁ,
where n is a parameter whose value is typically in the range
2 < n < 3 [1]. Due to its topology, SFNs are robust against
accidental failures (which tend to affect low degree nodes),
but are vulnerable to coordinated attacks that target highly
connected nodes in order to inflict maximum damage by
disabling numerous connections.

The fragile properties of SFNs become more evident when
the intrinsic dynamics of the network flows are taken into
account. Specifically, due to the existence of many simul-
taneous traffic flows, the removal of a single, highly or
moderately connected node can cause large scale cascading
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failures. This domino effect results in the interruption of traffic
flow, service, and distribution of network resources. Thus, the
vulnerability and reliability of SFNSs in the face of attacks must
be investigated.

The notion of survivability is an essential aspect of reliable
communications. Survivability consists of the ability of the
network to continue to deliver and preserve essential services
in the presence of failures. These failures can occur due to
natural faults and other unintentional errors or due to malicious
adversaries. From the viewpoint of network resilience and
survivability, a key question is whether a SFN can, in the
face of dependent and correlated node failures, retain its
functionality in terms of maintaining some sense of global
communication. In this regard, traffic redistribution and robust-
ness of routing policies for SFNs is a central problem which
is gaining increased attention with a growing awareness to
safeguard critical infrastructure networks.

A. Related Work and Motivations

Over the years, researchers have investigated the cascade
based attack vulnerability of either specific infrastructure
SFNSs, such as the power grid [2], [3], or that of general SFNs
with heterogeneous traffic load distributions [4], [5], [6]. In
these works, different cascading failure models are analyzed
to determine the best manner in which traffic load should
be redistributed to maintain service. With advances in cyber
based communication systems and their logical coupling to
infrastructure networks [7], it is imperative that the vulnera-
bilities and consequences of node failures are studied from the
perspective of network survivability [8], [9]. Survivability of
networks depends on three key capabilities: resistance, recog-
nition, and recovery [10]. While resistance repels failures from
happening, recognition and recovery deal with and evaluate
the failures to provide network restoration protocols. Thus
far, the research on providing survivable network solutions to
infrastructure networks has been tailored to focus on failure
modeling and vulnerability assessments rather than network
management [11], [12]. It is important not only to understand
how to recognize faults and vulnerabilities but also how to
recover from them.

Multipath routing has long been recognized as an effective
strategy to increase reliability. To improve the transmission
reliability, the multiple paths can be selected to be node
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disjoint. Disjoint multipath routing provides better robustness
and a greater degree of fault tolerance than compared to the
generic multipath routing scheme. Due to these advantages,
disjoint multipath routing has been researched in order to
enhance network survivability [13], [14].

SFNs are inherently highly connected, thus there always
exists two or more paths between each source-destination pair.
When a node fails in a SFN, potentially causing a cascade of
node failures, the traffic flows that use the failed node should
be maintained and the services they provide must be sustained.
The aim of this paper is to ensure end to end survivability by
bypassing failed nodes using efficient, robust multipath routing
in the presence of cascading failures, while redistributing the
corresponding traffic loads accordingly.

B. Contributions and Organization

The contributions of this paper are two-fold. First, we
develop a local traffic redistribution model for a failed node by
redistributing its load uniformly among its neighbors, taking
into consideration that this redistribution can possibly overload
the neighboring nodes, causing a series of cascading failures.
Second, given the redistribution of the load, we establish
survivable shortest disjoint multipath routes that bypass the
failed node(s). The shortest disjoint paths are determined by
the priority of the traffic flows; some flows, due to its service
requirements, require backup paths that are more reliable
than others (i.e., to ensure service availability). Therefore, the
backup path for each traffic flow should be determined using
local topological and connection information. In other words,
the shortest paths for increasing traffic flow priority are those
between a source and destination that cumulatively traverse
the least number of highly connected nodes.

The rest of this paper is organized as follows: Section II
discusses the system model. Section III discusses the load re-
distribution model based on cascading failures and Section IV
develops the disjoint multipath route selection procedure based
on traffic priority. We show our performance analysis using
simulations in Section V and conclude the paper in Section VI.

II. SYSTEM MODEL

The topology used in this paper is that of a SFN. The
Barabasi-Albert (BA) model is used to generate SFNs with a
power law degree distribution. The BA model is a well known
algorithm for generating random SFNs using a preferential
attachment mechanism [15]. Without loss of generality, for
the purposes of this work, we construct the underlying network
structure using the BA network model.

We consider a SFN consisting of IV nodes (n = 1,..., N)
and A directed arcs (@ = 1,...,A). We assume that there
are K (k = 1,..., K) different traffic flows that are routed
through the SFN, where a traffic flow is defined as a set of
demands from a source to destination. Each traffic flow has a
level of service that has to be maintained, therefore a certain
amount of capacity is required along each arc of the route
taken by a traffic flow, k. Within these K traffic flows, there
are M classes of priority numbered from O to M — 1, where
Class O represents the highest class and M — 1 represents
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the lowest class. Because highly connected nodes in a SFN
are more vulnerable to outside attack, it is critical that high
priority traffic flows route along paths that contain the least
number of highly connected nodes to ensure end to end route
survivability.

A manner in which node connectivity is measured is by
the betweenness centrality (BC) parameter of SFNs. The BC
is a measure of the number of shortest paths that go through
a node n [1]. Nodes that occur on many shortest paths have
higher betweenness than those that do not and are therefore
more vulnerable to a coordinated attack. The BC of a node is
denoted as 500, )

n\P; q
BOM =2 5a) ®
where 0,,(p, q) is the number of shortest paths between nodes
p and ¢ and 0,,(p, ¢) is the number of shortest paths between
p and ¢ that run through node n. The BC parameter provides
information about the physical connectivity of each node for
the purposes of routing.

For the purpose of modeling network node failures, the
actual traffic load of a node (the amount of traffic that each
node processes) must be considered. The traffic load of a node
is directly related to its BC; the higher the BC, the higher the
traffic load that the node has to support. In this paper we
assume that highly connected nodes are more susceptible to
attacks than those that are not highly connected. Therefore,
our proposed cascading failure model and routing algorithm
are developed under the scenario that a highly connected node
has failed and has caused a series of cascading failures.

III. CASCADING FAILURE MODEL: LOCAL
REDISTRIBUTION OF FAILURE LOAD

Each source-destination pair in a SFN has an active path.
This is the path on which a traffic flow is typically routed.
Active paths often run through highly connected nodes and
are thus exposed to attacks. In order to find active paths on a
shortest path basis, a cost is defined, «,, of an arc a as

m m (M—-1)—m

K Vs L V|

where m is the current class of traffic flow, m =

0,1,2,...., M — 1, d, is the length of arc a, and BC(n) is
the betweenness centrality parameter.

The active paths that are determined with the above cost
are used as the default routing connection. However, when a
node fails, the path that uses this node and its load has to be
redistributed. The redistribution of the load may cause further
node failures due to overload. Fig. 1 illustrates an example
of a failed node’s traffic being redistributed to its neighbors.
Note that SFNs are always at least 2-connected, meaning that
each node will have at least two disjoint paths to every other
node in the network [16]. Not all the connections for each
node to show 2-connectivity are shown in Fig. 1. The network
of Fig. 1 is simply for illustration of the load redistribution
concept.

Within a SFN, we assume that every node has a minimum
load value, L,,,;,, and a maximum value, L,,,.. All nodes have

BC(n) )
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Fig. 1. Illustrates the load redistribution triggered by the failure of node ¢
due to a coordinated attack. Node 7 is removed and its load is redistributed
to the neighboring nodes

the same limit of operation, L ,;;, beyond which they fail. To
start the cascade, an initial disturbance causes the failure of
a node. The algorithm for simulating the cascading failures
proceeds in successive stages as shown in Fig. 2.

Cascading Failure Model

Stepl: At stage ¢+ = 0, all IV nodes are initially working
under independent uniformly random initial loads
L17L27 7LN v [Lmin7Lmaw]’ with Lmaw < Lfail-

Step2: An initial disturbance, causes a node to fail. This
initial disturbance can either be a direct attack
on the node itself or an overload.

Step3: The nodes’ loads are incremented taking into
account the neighboring topology of the failed node.
Given that a node n has failed, L*, > L4, its load
L, is spread uniformly among its neighbors. Each
neighbor receives L*" portion of the load where d,,

is the degree of the failed node. That is the total
load of the failed node n is divided by the number
of nodes to which node n is connected to in order to
determine the amount of load each neighbor is
incremented with.

Step4: If the neighborhood of the failed node is empty
(i.e., if there are no functioning nodes connected to it),
then the failure propagation comes to an end.

Fig. 2. Steps to model cascading failures given an initial disturbance

IV. DISJIOINT MULTIPATH SURVIVABLE ROUTING UNDER
CASCADING FAILURES

Once load is redistributed, the new topology configuration
has to be considered when shortest paths are determined for
each source-destination pair. When a node fails, the traffic
flows that traverse that node need to be routed on alternate
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shortest paths that are disjoint from the original active paths.
These backup paths allow for redistribution of end to end
routing between nodes. The backup paths are determined based
on the priority of the traffic flow. In this paper, our objective is
to protect infrastructure networks against coordinated attacks
on highly connected nodes. Therefore, high priority traffic
must traverse the least number of highly connected nodes. This
can deliver backup paths that are longer in length than other
possible paths. Low priority traffic, if link capacities allow, can
use backup paths with shortest hops as long as they are not
taking away resources for high priority traffic. We formulate
the discovery of backup paths as an integer linear program
(ILP). We assume that a series of cascading failures does not
partition the network, meaning that there will always exist at
least one path between each pair of nodes in the network. The
nomenclature used in the ILP formulation is shown in Table I.

TABLE I
NOMENCLATURE USED IN ILP

P - source node of a traffic flow k

qi. - destination node of a traffic flow &

)\a - number of available channels on arc a

a Ba " takes value of 1 if channel X of an arc a is
used by an active path of traffic flow k; O otherwise
52@ - takes values of 1 is channel A of an arc a is
used by a backup path of traffic flow k; 0 otherwise
Kyt - cost of arc a (shown in Eq. 2)

Sk,a - cost of an arc a calculated for traffic flow k
on the backup path

Cl, - capacity of an arc a

x - vector of all components of flows (variables)

Before developing the ILP, two boundary cases are worth
mentioning. For Class 0, the highest priority class of traffic
flow, the cost of an arc is calculated only on the basis of
the BC(n). This can be seen from Eq. 2. This results in
finding backup paths that omit highly connected nodes. This
causes the backup connections of Class O traffic to have a low
probability of breaking. However, the backup paths may not be
the shortest ones. For Class M — 1, the lowest priority traffic
flow, the backup connections do not have to be guaranteed
service continuity. For these flows, the cost of each arc is
determined solely by the length of the arc, d,. For all other
classes of traffic flows, the cost of the arcs are determined
using Eq. 2.

The ILP shown below finds backup paths while minimizing
the linear cost of the paths.

Objective Function

K A X

©(x) = minimize ZZZ m aka—i—ska 51“1) 3)
k=1a=1

subject to the following constraints

a) Capacity constraints on the number of available channels
on an arc a

Aa

K
D (0o +BRa) <CaVac A (4)

A=1k=1
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b) Flow balance constraints for each channel A and for
each demand &

For a source node of an active path

A A
§ ak,a - E ak,a - 17
a=(qx,j),J#qk a=(%,pk),i#Pk

Vi,j € N,Vk € K,Va € A,V e X, (5)

For a destination node of an active path

A A
Z akaa - : : ak,a, - _13
a=(qr,J),J#qx a=(i,pr),i#pr

Vi,j € N,Vk € K,Va € AN € A, (6)

For intermediate nodes of an active path

Z agva o Z ag’a = 07
a=(1,§),8,J#qk ,$,J 7Pk a=(4,§),4,J#qk 4,5 7Pk
Vi,j € N,Vk € K,Na € AAVA e N, (T)

For a source node of a backup path

2 2.

a=(qk.J)J#qxk a=(i,pk),i#pk
Vi,j € N,Vk € K,Va € A VYA€ X, (B)

A A
ﬂk,a - ﬂk,a = ]-7

For a destination node of a backup path

2 2

a=(qk,J),J#qxk a=(i,pr),i#Pk

Vi,j € N,Vk € K,Va € AVNAE A, (9)

A A
ﬁk’,a - ﬂk,a =-1,

For intermediate nodes of a backup path

2 2

a=(%,7),4,J#qk1,J#Pk a=(1,§),8,J#qk 4,5 Pk
Vi,j € N,Vk € K,Va € A,V\ € A\,

A A
ﬂlma - Bk,a = 07

(10)

c) Constraints to ensure node disjointness of active and
backup paths.

(apa+Bra) <1,

Vi,j € N,Vae A Vke K (11)

Vi,j € N,Vae AVke K (12)
The constraint given in Eq. 4, assures that the total number

of channels, reserved for survivable connections on an arc a,
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will not exceed the capacity of this arc. For each channel and
each demand, flow balance for the active paths is assured by
Egs. 5-7. Eq. 7 simply states that the intermediate nodes do not
store traffic. Eqs. 8-10 describe the flow balance constraints
for backup paths. Eqs. 11 and 12 reflect the requirement that
the active and backup paths be node disjoint.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our cascad-
ing failure model and end to end survivable routing algorithm
via simulations. We consider a SFN generated by the BA
model [15] and compare it to a random graph generated by
the algorithm given in [17]. For fairness, the number of nodes
and number of links in both are randomly set to be 1470 and
3131, respectively. The number of nodes and links chosen
generate networks that are at least two connected to ensure
disjoint paths can be obtained for each node in the face of a
cascading failure. The BA model follows the power law degree
distribution, while the degree distribution of a random graph
is Poisson. Unlike a SFN, the random graph is a homogeneous
network, in which there is no node with an enormous number
of connections. In each network, we randomly generate 4000
traffic flows (i.e., K=4000). The source and destination nodes
for each flow are chosen randomly. Once a source-destination
pair is chosen, a shortest path between them is determined
using the cost metric given in Eq. 2. The capacity of the links
in the network are determined by the traffic loads. Intuitively,
links from highly connected nodes need larger capacity since
more traffic loads go through them. Thus, the capacity of an
arc (i,7) is given as

where Cj; is the capacity of the arc, which is proportional to
the sum of the betweenness of node ¢ and node j. Comparing
the definition of betweenness with the routing rule of the traffic
flows, it can be concluded that the betweenness characterizes
the average traffic load of a node [18]. In addition, each
directed arc in the networks have 8 channels (i.e., A\, = 8)
available to them and are of equal length (i.e., d, = 175km).

A. Simulation Results and Discussion: Cascading Failure
Model

Given a network, to start a cascade, an initial disturbance
is imposed on a node in the form of an extra load, D,
which results in the failure of that node due to overload.
This failure occurrence leads to the redistribution of the load
to neighboring nodes, which may cause further failures. As
the nodes become progressively more loaded, the cascade
continues. The cascade propagation algorithm is embedded in
a Monte Carlo simulation framework implemented in Matlab
version 7.11.0. The damage caused by the cascades for any
initial load, [L.in, Limaz], 18 quantified in terms of the number
of nodes that have failed on average. This is referred to as the
cascade size, S. It is assumed that each node operates in such
a manner that the initial node loads are normalized between
the range L, = 0 10 Lypae = Lyqq = 1. Large load values
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represent highly loaded nodes where each node is on average
operating close to its limit capacity, Ly, = 1. The range of
load conditions is normalized from O to 1 so that the model for
cascading failures is not limited to the propagation of failures
in specific applications. As the simulation is repeated for
different ranges of initial load, [Lyin, Lmaz], With Lyper = 1
and L, € [0,1] the pair (L, S) is recorded.

Fig. 3 portrays the effect of propagation of failure. The anal-
ysis is performed for values of D that span the entire feasibility
range D € [0,1]. Eight different initial disturbance values
are used D € [0.8,0.6,0.4,0.2,0.1,0.01,0.001, 0.0001]. The
results reflect the simulation of the generated SFN.

160

Average Cascade Size (S)

05 0.6 0.7 08 09 1
Average Initial Load (L)

Fig. 3. Illustrates the average cascade size, S, versus the average initial
load, L, for eight different values of the initial disturbance D. Each point is
averaged for the same range of initial load [Lyin, Lmaax]

From Fig. 3, it can be seen that a low D value causes
almost no cascading failures, thus as D increases, the number
of failures also increases. This intuitively makes sense since
the value of D determines the strength of the disturbance.

B. Simulation Results and Discussion: Disjoint Multipath Sur-
vivable Routing Algorithm

To evaluate the performance of our disjoint multipath rout-
ing algorithm, we adopt the following performance metrics:

o Restoration time: restoration time is defined as the
amount of time needed by the algorithm to construct an
alternate path after the failure of a node.

o Bandwidth utilization ratio: the utilization ratio of the
bandwidth is the total bandwidth used by the backup path
to the total bandwidth provided (capacity) for different
classes of traffic. This metric describes how well the
backup paths use the bandwidth for different classes of
traffic.

The routing algorithm was implemented using Matlab
7.11.0 and IBM’s ILOG CPLEX optimizer. In these simula-
tions we do not consider any route signalling mechanisms. We
first look at the average restoration time of broken connections
due to node failure as a function of the class of service. The
results are shown in Fig. 4. We assume that there are 5 traffic
classes, with Class 0 being the highest and Class 5 the lowest.
The results shown were averaged over 10 simulation trials in
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which each trial has a different node failing, thereby causing
a different cascading failure sequence and load distribution.
It can be seen that the proposed multipath routing algorithm
leads to a significant reduction in the restoration time for high
traffic classes versus lower priority traffic. Thus, our routing
algorithm efficiently takes into consideration the priority of
the connection when constructing a backup path between a
source-destination pair. Given the limited published research
in routing for networks with cascading failures, the restoration
time of our approach can not be compared at this time with
existing fast recovery techniques.

250
200
150

100 -

Restoratlon TIme (ms)

50

o 1 2 3 4 5
TrafficClass

Fig. 4.
of traffic

Tllustrates the average restoration time in milliseconds for 6 classes

We next look at the bandwidth utilization ratio for different
classes of traffic versus the total capacity available. Fig. 5
shows the performance of the SFN network generated by the
BA algorithm for a random failure and intentional failure (i.e.,
highly connected node removed) compared to the utilization
for the original intact network for Class O traffic. The random
attack curve in Fig. 5 overlaps with the original one, whereas
the intentional attack curve is approximately 14% lower in
terms of bandwidth utilization. The utilization ratio of the
bandwidth decreases as the total capacity rises, which means
that a higher percentage of bandwidth is wasted. The results
obtained for Class 5 traffic are shown in Fig. 6. It can be seen
that the bandwidth utilization for Class 5 traffic is higher than
the Class O traffic results. This difference in utilization ratio
results from the backup paths being longer for lower priority
connections and therefore using more bandwidth. The results
of both Figs. 5 and 6 indicate that the BA generated SEN is
robust under random attack but fragile under intentional attack.

By contrast, Fig. 7 shows the results for a randomly gen-
erated graph. It can be seen that the random graph is robust
to both random and intentional attacks; both curves perform
similarly to the original curve. There is only a slight decline
in utilization ratio when the network is intentionally attacked.
Because the random graph is homogeneous, the traffic is well
distributed among all the nodes. Therefore, the attack on one
node (no matter randomly or intentionally) has little effect on
the traffic performance of the whole network. Due to space
limitations, only the results for Class O traffic are shown for the
random graph. Similar results were obtained for lower traffic
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Fig. 5. Utilization ratio of the bandwidth in a BA generated SFN for Class
0 traffic (highest priority)
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Fig. 6. Utilization ratio of the bandwidth in a BA generated SFN for Class
5 traffic (lowest priority)
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Fig. 7. Utilization ratio of the bandwidth in a randomly generated network

for Class 0 traffic (highest priority)

VI. CONCLUSION

In this paper we have developed an end to end disjoint
multipath survivable routing algorithm for SFNs in the pres-
ence of cascading node failures. We show that our algorithm
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effectively constructs alternate paths in a SFN considering the
priority of the different traffic classes. We also show that our
routing algorithm fares well when an intentional attack occurs.
In our future work, we will look at improving the cascading
failure model by redistributing load onto neighboring nodes
based on the capacity of the nodes rather than using a uni-
form distribution. We will also introduce resource allocation
mechanisms into the cascading failure routing scheme.
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