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Abstract— Physical activity is a major part of a user's cotext

for wearable computing applications. The system shuid be

able to acquire the user's physical activities by sing body
worn sensors. We want to develop a personal actiyit
recognition system that is practical, reliable, andcan be used
for health-care related applications. We propose tause the
axivity device [1] which is a ready-made, light wejht, small

and easy to use device for identifying basic physitactivities

like lying, sitting, walking, standing, cycling, running,

ascending and descending stairs using decision tretassifier.

In this paper, we present an approach to build a stem that
exhibits this property and provides evidence basedn data for

8 different activities collected from 12 differentsubjects. Our
results indicate that the system has an accuracy t@ of
approximately 92%.

Keywords-component; Physical activities; accelerometer
sensor; classifier.

l. INTRODUCTION

Human activity recognition by using body worn sesso
has received attention in recent years. Activitgogition
systems in health care support especially in etdez, long-
term health/fitness monitoring, and assisting thegth
cognitive disorders [1, 2, 3] has been demandedrefore,
recognizing human physical activities with body wor
sensors is not a new research field; much resehash
already been done in this area. We can identifyrsuse
physical movements using a body movement suit \[2¢.
also have other research projects where researitesfy
the users' physical activities using some sensked3, 4, 5,
6, 7 and 8].

In some diseases like diabetes, heart problemstathen
disabled persons, elder patients are requiredrforpe some
physical activities in order to make them physicdit.
Similarly, in some cases patients need to be maudtdy
nurses which is very time consuming and expensive.

Modern day lifestyle has lead to various physical a

mental diseases such as diabetes, depression artd h
the World Health

diseases as well. According to
Organization, there are at least 1.9 million peajyimg as a
result of physical inactivity annually [10].

Although, people are aware of the importance of@se
there is a lack of motivation due to their busy estiiies.

People need to be forced and reminded about physic

activities. Probably automatic and personal remimdan be
very helpful if it can monitor one’s physical adtigs and
persuade people to perform them regularly.
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Activity recognition technology can tackle this pkem
as it is able to monitor an individual’s physicatigties and
their duration in order to estimate how much calorare
being consumed on a daily basis. Those systemsalsan
provide recommendations when they fail to compsteugh
exercise and it also encourages people to condwce m
activities [12, 13 and 14].

In some cases, especially in heart diseases, plhysic
activities are also required along with the physjidal
information for doctors in order to examine theatipnt's
conditions when he is away from the doctor's cljti].

We want to develop a physical activity recognition
system using a minimum amount of sensors whichldhze!
able to identify the basic activities like lying,alking,
running, sitting, standing, cycling, ascending dedcending
stairs.

In our research we want to prove that it is possiiol
identify the aforementioned activities for a spiecifser by
using a 3D accelerometer. In next chapter, “relatedk”
will be discussed, “hypothesis and research questidl be
discussed in the 3 chapter, “experimental methodology”
will be discussed in the"™chapter, “evaluation” will be
discussed in the"schapter and “conclusion and future work”
will be in the last.

There are several ways to recognize a person’'sy dail
activities. One way is using cameras to visualltede
people’s motion [15, 16].

The drawback of this solution is that a large numiife
cameras would be required in order to monitor ain@pv
person. This system would also need to be desigoed
compute information from each camera and deal wiitier
factors such as light, distance and angle, whiclkenthe
system impractical.

Researchers have identified various physical aietévi
using wearable sensors like sitting[3,6,7,8], sitagpd
3,6,7,8], lying [6], walking [3,4,5,6,7,8], climbg stairs
‘%3,4,6,7,8], running [5,7,8], cycling [5,8], strehgtraining
[8] etc. However for their recognition system thewe used

RELATED WORK

more than one sensor. For example, some researchers

identified around 20 activities using 5 sensor beamhey
identified walking, walking carrying items, sittingk
relaxing, working on computer, standing still, egtior
Grinking, watching TV, reading, running, bicycling,
stretching, strength-training, scrubbing, vacuumifodding
laundry, lying down & relaxing, brushing teeth, nabing
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stairs, Riding elevator and Riding escalator udiegision
Table, IBL, C4.5 and Naive Bayes algorithms. Thé&ced
sensors on the limb positions and on the right [@p
Similarly researchers identified 12 activities @si® sensor
boards, they identified sitting, standing, walkimglking up
stairs, walking down stairs, riding elevator dowiding
elevator up, brushing Teeth[3], researchers ideqtif3
activities; walking, climbing stairs and descendisgirs
using 9 tilt switches using K-means clustering dmdte
force algorithms, these sensors were worn just elibe
right knee [4].

In our work, we want to use only one 3D acceler@met
sensor in order to identify a few activities. A fel these
physical activities (lying, sitting, walking, runmmg) have
already been identified by using a single devide{f in our
research we want to identify more physical actsgitiby
using a single wearable 3D accelerometer sensowaralso
want to use different locations on a person's baskpposed
to the approach presented in paper [9] where thesfovas
only on the lower part of a person's backbone.

lll.  HYPOTHESIS ANDRESEARCHQUESTION

It was worn on the participants' backbone and these
it on three different locations of their backboreywer,
middle and upper part respectively (as shown infeig2).
Participants were required to perform each actifotytwo
minutes; one minute was meant for training data @ther
minute was for test data.

The AX3 data logger contains 3-axis of acceleromete
with flash memory and clock. This device is smailtla
easy to use, its dimensions are 6x21.5x31.5 mmitand
weight is 9 grams.

The device comes with pre-installed software witle t
possibility to configure its settings. For examphe can
configure sample rate, gravity etc. It continuouklgs
contextual information (time; hh:mm:ss and axis;YXZ)
to its internal memory. We can also set the dunafar
logging this information. There is also a possibilto
export the logged data from the device to a conmpuate
CSV format.

In order to attach this device on the participamsk,
we used sticky tape which was directly placed enstin.

The acceleration measured by a 3 axis accelerometerWe logged continuous data with 8G and the sampie ra

(X,Y,Z) at a specific point (backbone), indicatesieh
activity the person is performing (lying, sittingyalking,
standing, cycling, running, ascending and descepsliairs),
using classifier algorithms (J48, AODE).

In this paper, we investigate some practical aspett
creating an automatic, personal activity recognitsystem.
Through our experiments, we want to find the answéthe
following questions:

« Is it possible to identify which activity the pen is
performing (lying, sitting, walking, running, stand,
cycling, ascending and descending stairs) by usingD
wearable accelerometer sensor on participantsbbaei?

¢ Which patrticular location on a person's backb@e
better for identifying these activities?

IV. EXPERIMENTAL METHODOLOGY

We used AX3 data logger [1] in order to identify
physical activities (as shown in Figure: 1).

Figure 1: Axivity device
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was 100 Hz.

We implemented an application for ‘Pocket PC’
where we can state the starting and ending timexdch
physical activity during experiments. This applioat
generates text files with this information for egutysical
activity for both training data and test data. Ioastores
the participants’ personal information i.e. agendss,
height and weight. We implemented another appboaii
Java for analysis; we used WEKA APIs [17] in orter
use machine learning algorithms. This applicatiequires
three input files: both training and test data frétocket
PC as well as the CSV file from the axivity device
Firstly, it filters needed data from the CSV filaded on
the time stamp from the files from the ‘Pocket BEdach
physical activity and generates training and tesa diles
in ARFF format. Later, it applies J48 and AODE
algorithms on training data for generating modetsmf
both machine learning algorithms. After-wards these
models take data as an input in order to predat tralues
and compared with ground truth.

We recruited 12 testers (7 males, 5 females) for o
experiment setup. The range of participants' age fream
20 to 30 and ranged in BMI (body mass index) [X0Ohf
18.7 to 28.7 (mean 23.1, SD 2.98). They perfornezhe
physical activity (Lying, Sitting, Standing, Walljn
Running, Cycling, Ascending and Descending stairs)
twice. Two of our testers could not participateGycling'
activity. Participants' were continuously obsendding
experiments.
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Figure 2: Backbone's location for the axivity devic

V. EVALUATION

At the end we collected data from 12 participamd a
each participant performed eight different physeetivities
(except two participants who performed only sever@ch
physical activity contains a data of two minutesthwa

two where we managed only 84,000 instances. Welelilvi
each data-set into two parts; one part was fonitrgi data

training data and then applied it to test data iidep to

predict the values. We got 100 values(X, Y, Z)rirthe

axivity device for each second because the sanapéewas
set to 100 Hz and we also got 100 predictions fache
second. We wanted to have a single prediction fahe
second, therefore the activity with the maximum bemof

instances per second was chosen. This resultedsingte

value for each second, instead of the 100 valuat ake

received from the axivity device every second, ilegdo a

much easier analysis of the experiment. After-watdse
single values were compared with the ground tritthe

physical activity to realize the accuracy of owgtte

TABLE I. PREDICTED RESULTS FROM BACKBONES LOWER PART
Min Max Avg SD
J48 (J48) (J48) (J48)
AODE (AODE) (AODE) (AODE)
Lying 56.67 100 95.14 12.58
93.33 100 99.31 1.94
Walking 100 100 100 0
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88.3: 10C 98.7¢ 3.3¢
Running 81.67 100 97.3 5.6
90.91 10C 98.9% 2.71
Sitting 65 100 96.14 9.93
73.33 100 96.97 7.58
Standing 88.33 100 98.06 3.95
86.67 100 97.51 4.52
Cycling 83.33 100 97 5.26
80 100 96.5 6.16
Ascending stairs | 0 98.33 84.4 27.62
0 100 84.63 27.66
Descending stairs| 18.3: 10C 82.1¢ 21.6¢
11.67 100 80.89 23.78

Our results (Table 1) show that placement of theitgx
sample rate of 100Hz which implies we gathereddevice on the lower part of the backbone was abjeedict
(100X60X2X8) 96,000 instances for each data-seepmxc all physical activities with the accuracy of monar 80%.
Lying, Walking, Sitting, Standing and Cycling adties
were predicted with the accuracy of more than 95%.
and other was for test data. We generated a madei f Walking activity was predicted 100% by J48 classifi

TABLE 1. PREDICTED RESULTS FROM BACKBONES MIDDLE PART
Min Max Avg SD
(J48) (J48) (J48) (J48)
(AODE) (AODE) | (AODE) (AODE)
Lying 40 100 92.08 17.82
93.3: 10C 99.1¢ 1.94
Walking 96.67 100 99.58 1.04
95.33 100 99.06 1.59
Running 91.38 100 98.84 2.81
93.1 100 98.56 2.44
Sitting 46.67 100 90 18.33
46.67 10C 9C 18.3¢
Standing 30 100 85.83 21.76
3t 10C 86.6¢ 20.6¢
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Cycling activity was predicted 99% by J48 and AODE

Cycling 81.67 10C 97.8: 5.8 classifiers.
76.67 100 96.83 3 TABLE IV.  COMPARISONWITH ALL BACKBONE'S
LOCATIONS
Ascending |6.67 98.3: 80.7 24.3:
stairs L Mid U
23.33 100 83.05 21.12 ow : P
Descending | 73.33 100 84.75 135 J48 (J48) (J48)
stairs
63.33 100 88.35 10.42 AODE (AODE) (AODE)
Our results (Table 2) show that placement of theitgx Lying 95.14 92.08 95.75
device on the middle part of the backbone was table
predict all physical activities with the accuradyntore than 99.31 99.16 99.72
o : o . o
80%. Walkln_g activity was predicted 99% by J48 and Walking 100 99.5¢ 9.7
AODE classifiers.
TABLE Il PREDICTED RESULTS FROM BACKBONES UPPER PART 98.75 99.06 94.58
. Running 97.3 98.84 97.9
Min Max Avg SD
98.91 98.5¢ 98.0¢
Jag Jag Ja8 Jag
AODE AODE AODE AODE Sitting 96.14 90 80.7
Lying 60.67 10¢ 95.7¢ 11.2¢ 96.91 90 8z
96.67 100 9972 0.96 Standing 98.0¢ 85.8: 92.0¢
Walking 48.33 100 92.78 15.1 97.51 86.66 90.97
61.67 100 94.58 11.42 Cycling 97 97.8: 99.3:
Running 93.1 100 97.9 3.45 96.5 96.83 99.17
90 100 98.04 3.26 Ascending stairs 84.4 80.7 80.03
Sitting 1.67 100 80.7 37.59 84.63 83.05 81.23
0 100 78.2 37.57 Descending stairs| 82.15 84.75 75.95
Standing 58.33 100 92.08 12.6 80.89 88.35 83.68
61.61 10¢ 90.97 12.1¢ . -
: : Our results (Table 4) show that “laying” activity as/
Cycling 96.67 100 09.33 117 predicted with an accuracy of 99% by the AODE dfass
from all locations, “Walking” was predicted with meothan
95 100 99.17 1.62 an accuracy of 98% from lower and middle parts of
backbone, “running” was predicted with more than an
Ascending stairs | 15 100 80.03 24.37 accuracy of 97% from all locations, “sitting” wagegicted
with an accuracy of 96% from lower backbone, “aygfi
21.67 100 81.23 2254 o : .
activity was predicted with more than an accurat@&?
Descending stairs  43.1 93.33 75.95 20.34 from all locations, “ascending stairs” activity wasedicted
in the range of 80% to 85% by J48 and AODE classfi
40 10C 83.6¢ 17.3¢ from all locations and “descending stairs” activityas

Our results (Table 3) show that placement of theitgx
device on the upper part of the backbone was alpbeetdict
all physical activities with the accuracy of mohan 75%.
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predicted in the range of 84% to 89% by J48 and EOD
classifiers from middle part of backbone.
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TABLE V. BACKBONE'S LOCATION-WISEPERFORMANCE
Min Max Avg SD
J48 J48 J48 J48
AODE AODE AODE AODE
Low_backbone |82.1f 10C 93.7% 6.6€
0 99.31 94.19 7.19
Mid_backbone |80.7 99.5¢ 91.2 7.1%
83.05 99.16 92.71 6.43
Up_backbone 75.95 95.75 89.32 9.06
81.23 99.72 90.7 8.6

Our results (Table 5) show that our system was #ble
predict physical activities with better accuracieréin terms
of average) if acceleration data is coming fromdoywart of
the backbone.

VI. CONCLUSISION ANDFUTURE WORK

Our system is able to recognize a high percentagjeeo
physical activities with the help of the decisiaeet and
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Workshops, 2007. ICDCSW'07. 27th International
Conference on, 2007, 47-47.

[5] T. Choudhury et al., “The mobile sensing platio An
embedded activity recognition system,” |IEEE Penasi
Computing (2008): 32—41.

[6] N. Kern, B. Schiele, and A. Schmidt, “Multi-sssr activity
context detection for wearable computing,” Lectu¥etes in
Computer Science (2003): 220-234.

[7] Uwe Maurer, Anthony Rowe, Asim Smailagic and nizd
Siewiorek, “Location and Activity Recognition Usir@Vatch: A
Wearable Sensor Platform,” Lecture Notes in Compute
Science3864 (2006): 86.

[8] L. Bao and S. S Intille, “Activity recognitionfrom
userannotated acceleration data,” Lecture NotesCamputer
Science (2004): 1-17

[9] Ali Mahmood Khan 2011, "Recognizing Physical tkiies

AODE classifiers. Results have shown that one 30'SingWiiremote”, ICIKM 2011; Haikou, China

accelerometer sensor is enough for identifyingragbysical
activities (sitting, standing lying, walking, rumgj, cycling,
ascending and descending stairs). For every usesyistem
needs to be trained with the sensor data so thvebutd be
able to predict the physical activities using thevity
device. This prototype is only a "proof of conceatid our
results show that a single 3D accelerometer senaar
identify the above mentioned physical activitieddpendent
of BMI (body mass index) and age group. The acoeteter
sensor has to be fixed properly on the backbortheofester
in order to predict the tester's movements suca#gsfTo
conclude our discussion we can safely lay clainbétng
able to identify the aforementioned physical atiBgi by
using a 3D wearable accelerometer sensor and suttse
show that lower part of the backbone can be a dmzation
for the wearable 3D accelerometer sensor.

We will put the accelerometer sensor on other pafirts
the body in order to identify some other physicetivities
and we will use it for online machine learning.
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