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Abstract—The recurrence equation solver is used in many
numerical applications and other general-purpose applications,
but it is inherently a sequential algorithm, so it is difficult
to implement the parallel program for it. Recently, GPGPU
(General Purpose computing on Graphic Processing Unit)
attracts a great deal of attention, which is used for general-
purpose computations like numerical calculations as well as
graphic processing. In this paper, we implement a parallel
and scalable algorithm for solving recurrence equations on
GPUs by using CUDA (Compute Unified Device Architecture)
and evaluate its effectiveness. The algorithm was originally
implemented for MIMD parallel computers like a PC cluster
and an SMP system by the authors and we modify the
algorithm suitable for the GPGPU system by rearranging
arrays configurations.

Keywords-multithreading; tridiagonal solver; GPU; multi-
core; CUDA

I. I NTRODUCTION

Recently, the peak performance of GPU (Graphic Process-
ing Unit) has increased very much and outperforms that of
general-purpose processors. Since past GPUs consisted of
special-purpose hardware, they were used only for graphic
processing and image processing. However, recent GPUs
like GeForce 8 type of NVIDIA are composed of general-
purpose unified shaders, so by using CUDA (Compute
Unified Device Architecture) [1], they are used for general-
purpose processing like numerical calculations as well as
graphic processing.

Parallel applications having less data dependencies can
be easily implemented on GPGPU systems, but complicated
data dependencies prevent an optimal implementation of
applications on GPGPU systems because we must carefully
select which data should be kept in a small but fast mem-
ory. Linear first-order recurrence equations are expressed
as wi = si × wi−1 + ti , but these cannot be parallelized
straightforwardly by dividing domains because the value of
wi is determined by usingwi−1. The recurrence equations are
used frequently on many applications like Gauss elimination,
the tridiagonal matrix solver and DPCM (Differential Pulse-
Code Modulation) codec, so it is very important to imple-
ment the recurrence equation solver on GPGPU systems in
order to achieve a high performance [11], [12].

In this paper, we modify the parallel algorithm of recur-
rence equations “P-scheme” suitable for GPGPU system and
we evaluate the performance comparison of our methods on
GPU and CPU. Note that P-scheme has been developed for
distributed memory computers by the authors [2].

The rest of this paper is organized as follows: Section 2
presents the P-scheme algorithm and Section 3 summarizes
the prior arts related to our method. Section 4 presents the
experimental method and discusses the results and Section
5 concludes this paper with a summary.

II. RECURRENCE EQUATIONS

A. Tridiagonal system of equations

P-scheme is an algorithm that solves a recurrence equation
in parallel. Our purpose is to parallelize a solver for the
following tridiagonal system of equations ofA×x= c where
A is a tridiagonal matrix withN×N elements andx and c
are vectors withN elements. The system is given by

x0 = c0 (1)

−bi ·xi−1 +ai ·xi −bi ·xi+1 = ci (1≤ i ≤ N−2) (2)

xN−1 = cN−1 (3)

where arraysa andb are elements of matrixA and arrayc
is given in advance, arrayx is an unknown variable andN
is the number of elements of the arrays.

B. P-scheme

It is known that the system given by Equations (1), (2) and
(3) can be deterministically solved by Gaussian elimination,
which utilizes two auxiliary arraysp andq.

p0 = 0, q0 = c0 (4)

pi =
bi

ai −bi · pi−1
, qi =

ci +bi ·qi−1

ai −bi · pi−1
(5)

xi = xi+1 · pi +qi (6)

The above procedure consists of a forward substitution
(Equation (5)) and a backward substitution (Equation (6)).
However, on parallel computers, the procedure cannot be
straightforwardly parallelized due to the data dependency
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that resides on both the forward and backward substitutions.
Suppose that the number of processor isP, N = P∗M + 2
and arrays are block-distributed. Processork (0≤ k≤ P−1)
is in charge ofM elements of arrays fromk ∗ M + 1 to
k ∗ M + M, thus pk∗M+1 can be calculated on processor
k only after p(k−1)∗M+M is calculated on processork− 1.
Meanwhile,xk∗M+M can be calculated on processork only
afterx(k+1)∗M+1 is calculated on processork+1. These data-
dependencies completely diminish the possibility of parallel
computing.

We have proposed a parallel and scalable algorithm, called
“P-scheme” [2], [3], [4]．We focus on arrayp on Equation
(5) and explain how P-scheme works for it. Note that the
equation for arrayp is a non-linear recurrence equation
and the equations for arraysq and x are linear recurrence
equations. So, our method can be easily extended to the
equationsq andx. Then we assume thatpi− j and pi can be
expressed by the following equation:

β j + γ j · pi

δ j + pi
= (−1) j · pi− j ( j > 0), (7)

where β j , γ j and δ j are auxiliary arrays that are defined
below. By substituting Equation (5) to Equation (7), the
following relation can be found.

δ j+(−1) j+1·
ai− j
bi− j

·β j

γ j
+

1+(−1) j+1·
ai− j
bi− j

·γ j

γ j
· pi

β j
γ j + pi

= (−1) j+1 · pi−( j+1) (8)

Thus, β j , γ j and δ j can be determined by the following
system of equations:

β1 = 1, γ1 = −ai

bi
, δ1 = 0 (9)

β j+1 =
1
γ j

(δ j +(−1) j+1 ·
ai− j

bi− j
·β j) (10)

γ j+1 =
1
γ j

(1+(−1) j+1 ·
ai− j

bi− j
· γ j) (11)

δ j+1 =
β j

γ j
(12)

It should be noted thatβ j , γ j and δ j are independent of
p j . Hencepi can be determined by using onlyp0 as follows:

pi =
−βi +(−1)i · p0 ·δi

γi − (−1)i · p0
(13)

Therefore, ifβi , γi and δi are calculated in advance,pi

can be directly determined just afterp0 is determined.
By using the above relation, we proposed a scheme called

P-scheme(Pre-Propagation scheme), which consists of three
phases. First of all, every processor simultaneously starts its
calculation ofβi , γi and δi . This is calledpre-computation

phase. After that, processor 0 can directly determinepM

from p0, βM, γM andδM and sendspM to processor 1. After
receiving it, processor 1 can directly determinep2∗M from
pM, βM, γM andδM and sendsp2∗M to processor 2 and then
processor 2 can directly determinep3∗M from receivedp2∗M

and its auxiliary arrays and sendsp3∗M to processor 3 and
so on. This is calledpropagationphase. It should be noted
that processork can determinep(k+1)∗M without calculating
pk∗M+i (1≤ i ≤M−1). Finally, all processors can determine
pk∗M+i (1≤ i ≤ M−1) by using received datapk∗M. This is
calleddeterminationphase.

The pre-computation and determination phases can be
completely parallelized. Meanwhile the propagation phase is
still sequential but the data to be exchanged is very slight,
like just one data, so the communication cost is also expected
to be very slight. The cost of the propagation phase is
in proportion to the number of processors. Thus the total
execution time is estimated byO(N

P )+ O(P)+ O(N
P ). It is

general thatO(P) is absolutely less thanO(N), becauseP
is supposed to be much less thanN.

Although the pre-computation and determination phases
can be parallelized, the computational complexity is larger
than the original substitution given by Equation (5). Since
the original contains 1 multiplication, 1 division, 1 addition,
3 loads and 1 store and P-scheme contains 4 multiplications,
3 divisions, 3 additions, 6 loads and 4 stores, P-scheme must
carry out over twice more computation than the original
substitution. Execution times of the original substitution
and P-scheme on PC (Pentium III (1 GHz), 1GB memory,
GCC4.1.1 with O3) are shown in Figure 1. The graph shows
that the execution time of P-scheme is about twice slower
than that of the original substitution.
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Figure 1. Comparison of execution times

III. R ELATED WORKS

It is known that the first-order recurrence equation cannot
be parallelized straightforwardly since thei-th element can
be determined by using the (i −1)-th element. CR (Cyclic
Reduction) and RD (Recursive Doubling) are recurrence
equation solvers which can be directly applied on parallel
computers [5], [6], [7], [8], [9].
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A tridiagonal matrix can be solved by using recurrence
equations and several tridiagonal matrix solvers have been
implemented on GPUs. Kass et al. used ADI method for
an approximate depth-of-view computation and solved the
tridiagonal matrix by using CR method on a GPU [10].
Zhang et al. applied four methods (CR, parallel CR, RD
and hybrid) to the tridiagonal matrix solver on the GPU
and evaluated the performances to find that the hybrid
method achieved the best performance [11]. Goddeke and
Strzodka proposed mixed precision iterative solvers using
CR method and implemented it on the GPU. They found
that the resulting mixed precision schemes are always faster
than double precision alone schemes, and outperform tuned
CPU solvers [12].

When the size of the matrix isN×N, the computational
complexity of CR is O(N) but it requires 2 log2N syn-
chronizations between processors. Meanwhile, parallel CR
requires only log2N synchronizations but its total computa-
tional complexity isO(N× log2N). On the other hand, since
the sequential algorithm (Gaussian elimination) consists of
two recurrence equations (a forward substitution and a back-
ward substitution) and both of the recurrence equations can
be parallelized by using our method, those computational
complexities areO(N/P), O(P) and O(N/P), respectively.
Our method also requires only two synchronizations for each
recurrence equation. Then, we implement our method for
recurrence equations on GPUs and evaluate the parallelism
and the effectiveness of the rearrangement of array config-
urations in order to utilize the coalesced communication.

IV. REARRANGEMENT OF ARRAY CONFIGURATIONS

0 １ 2 3 4 5 6 7 8

linear address

multi-threading

0 １ 2 3 4 5 6 7 8 0 3 6 1 4 7 2 5 8

thread-0 thread-1 thread-2 thread-0 thread-1 thread-2

configuration-1 configuration-2

Figure 2. Rearrangement of array configurations

As mentioned before, the pre-computation and determina-
tion phases can be completely parallelized between threads,
but the global memory accesses are done in either the coa-
lesced communication or the non-coalesced communication,
which depends on the array assignment. On the P-scheme
algorithm for distributed memory computers, thei-th thread
is in charge of the computations betweenwi×(N/P) and
w(i+1)×(N/P)−1 when wi is distributed intoP threads. On
GPGPU systems,w0+k, w(N/P)+k, w2∗(N/P)+k, w3∗(N/P)+k · ··
are concurrently accessed at thek-th step since calculations
on GPUs are in principle SIMD calculations. However, these
are accessed using the non-coalesced communication, so the
access cost is very large.

In order to cope with this difficulty, array elements that
are accessed simultaneously should be rearranged so that
they are adjacent to each other.

w
′
i∗P+ j = w j∗s+i (0≤ i ≤ s−1,0≤ j ≤ P−1)

where s = N
P . Namely, this rearrangement is equal to the

transposition of aP×s two-dimensional array into as×P
two-dimensional array.

Figure 2 shows an example of the rearrangement of
array configurations. Suppose that the size of an array is
9 and the array should be divided into three parts. In an
ordinary parallel computer like a PC cluster or an SMP
system, the array should be just divided simply, so thread
0 is in charge of array elements 0, 1 and 2, thread 1
is in charge of array elements 3, 4 and 5, and thread 2
is in charge of array elements 6, 7 and 8, because this
configuration (configuration 1) can enhance the locality of
memory accesses and the efficiency of the cache memory.
On the other hand, in a GPGPU system having NVIDIA’s
GPUs, the array should be rearranged (configuration 2) in
order to utilize the coalesced communication, that is, thread
0 is in charge of array elements 0, 3 and 6, thread 1 is in
charge of array elements 1, 4 and 7, and thread 2 is in charge
of array elements 2, 5 and 8. So, at the first step, the threads
access array elements 0, 1 and 2, and at the second step, the
threads access array elements 3, 4 and 5, and so on. Thus
threads can always coalesce their memory accesses into one
memory request.

In the following subsections, we will evaluate the effec-
tiveness of the rearrangement of arrays empirically by using
the experiments.

V. EXPERIMENT AND DISCUSSION

A. Experimental environment

Our experiments are carried out on the GPGPU system
that consists of AMD Phenom II X4 945 (3.0 GHz), 4.0
GB memory and Tesla C1060 GPU (30 MPs and compute
capability 1.3) under Windows 7 Ultimate and CUDA 3.0.

In order to evaluate our approach on the GPGPU system,
we focus on the following linear recurrence equation:

w0 = C

wi = scale×wi−1 +o f f set(1≤ i ≤ N)

whereC, scale and o f f set are constant. The value ofN
is set to 218 (small arrays) and 220 (large arrays), and we
constructG thread blocks havingT threads and execute them
in parallel on GPUs, that is, the total number of threads is
P = T ×G.

The elements of arrays are fetched from the global mem-
ory to registers of SPs and the results are directly stored
to the global memory, so the shared memory is not used
because no data is repeatedly used in our method. Therefore
we do not care the bank conflict of the shared memory. The
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(a) G=4 (no rearrangement)
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(b) G=4 (w/ rearrangement)
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(c) G=32 (no rearrangement)
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(d) G=32 (w/ rearrangement)

Figure 3. Results ofN = 256K(= 218)

global synchronization is implemented by invoking different
kernels. Since our method consists of three phases, only two
global synchronizations are required between the phases. So,
since the overhead of the synchronization is quite small, it
does not affect the total performance.

B. Occupancy and threads

Occupancy is one of performance metrics that predict
the effective performance on GPU execution. As mentioned
earlier, one MP has 8 SPs and each SP executes one thread,
so the efficiency of the MP does not reach 100% unless
there are at least 8 threads. Due to the difference between
the clock frequencies of the SP (shader clock) and that of the
MP (core clock), at least 4 threads should be concurrently
executed on one SP in order to keep the instruction pipeline
of the MP full. Therefore, it is recommended that at least
32 threads should be placed on each MP and this size (32)
is called “warp.” Moreover, since the access latency to the
global memory is large, the large size of the thread group
is preferable for hiding the latency.

In the CUDA execution environment,G thread blocks are
assigned to MPs andT threads are assigned to SPs within
each MP. As mentioned before, the number of SPs within
a MP is 8, but at least 32 threads, namely the size of the
warp, must be assigned to one MP in order to maintain
the efficient execution. Moreover, more threads should be
assigned to each MP in order to improve the occupancy.
On the other hand, the GPGPU system that is used for our
experiment has 30 MPs, soG should be around 30 but it may
be less than 30 for the optimalP. SinceP is T ×G and the
execution times of the pre-computation and determination

phases are in inverse proportion toP, they decrease when
T and G increase. However, the execution time of the
propagation phase increases whenT and G increase, so
the total execution time may be worsen. Therefore, one of
purposes of our experiments is to confirm the contribution
of T andG to the execution time.

C. Experiment 1 (small arrays)

0.5

1

1.5

2

2.5

S
p

e
e

d
u

p

G=4 

Rearrangement

G=4 No. 

rearrange.

G=32 

0

0.5

16 32 64 128 256 512

No. of threads per block

G=32 

Rearrangement

G=32 No. 

Rearrange.

Figure 4. Speedups ofN = 256K(= 218)

The experimental results with the array size of 256K(=
218) are shown in Figure 3. In the figure, the execution
times of the pre-computation, propagation and determination
phases are illustrated whenG is 4 and 32 andT is varied
from 16 to 512. It should be noted that the elapsed times of
the pre-computation and the determination are same on the
whole, and thus these lines are almost overlapped.

For both cases with no rearrangement and with the re-
arrangement of array configurations, the execution times of
these phases decrease asP increases. For example, whenG
is 4 and the rearrangement is used, the execution times of the
pre-computation phase withT of 16, 32, 64 and 128 are 2.07
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(a) Elapsed time (G=4)
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(b) Elapsed time (G=16)

Figure 5. Results ofN = 1M(= 220) (w/ rearrangement)

msec, 1.07 msec, 0.59 msec and 0.34 msec, respectively.
When the rearrangement is not used, the execution times
of the pre-computation phase withT of 16, 32, 64 and
128 are 2.69 msec, 1.92 msec, 1.18 msec and 0.9 msec,
respectively. WhenT is 64 and the rearrangement is used,
the execution times of the pre-computation phase withG
of 4 and 32 are 0.59 msec and 0.13 msec, respectively.
When the rearrangement is not used, the execution times
of the pre-computation phase withG of 4 and 32 are 1.18
msec and 0.59 msec, respectively. AsP increases, the area
where each thread is in charge is getting smaller, so the
overhead like a thread creation increases relatively. Note
that the speedup seems to be flat whenT is over 8, because
the number of SPs per MP is 8, but, asT increases, the
occupancy increases until the number of threads reaches
the warp size (The occupancy is 1.0 when a MP of Tesla
C1060 has 128 threads). Therefore, by increasingT (over 8),
the performance can be improved. It should be also noted
that, by rearranging the array configuration and using the
coalesced communication, the performance can be enhanced
from 2 to 10 times, which depends on the value ofG.

On the other hand, asP increases, the execution time
of the propagation phase increases. For example, whenG
is 4 and the rearrangement is used, the execution times
of the pre-computation phase withT of 16, 32, 64 and
128 are 0.25 msec, 0.38 msec, 0.69 msec and 1.21 msec,
respectively. Since the propagation phase is carried out on
one SP, there is no difference between the execution time
using the rearrangement and that without the rearrangement.

The comparisons of the speedups with a variety of pa-
rameter settings based on the execution time of the CPU are
shown in Figure 4.

On the whole, the speedups using the rearrangement
outperform those without the rearrangement. When the re-
arrangement is used, the difference of the speedups is small
since the change of the value ofT does not result in the
difference of the execution time so much. However, when the
rearrangement is used, the value ofT and P decide whose
phase should be dominant among the execution times of
three phases, so an optimal value ofT andP results in the

largest speedup. For example, whenG is 4, the maximum
speedup is 1.9 with the value ofT of 256. As mentioned
below,G×T is constant when the combination ofG andT
results in the maximum speedup.

Moreover, whenG and T are large, the value of the
speedup using the rearrangement is almost identical to that
without the rearrangement. For example, this is true when
G= 32,T = 128,256,512. The reason is that the propagation
phase is dominant among three phases whenG and T are
large. But there is no difference between the execution time
using the coalesced communication and that using the non-
coalesced communication, since the propagation phase is
carried out on one SP.

D. Experiment 2 (large arrays)

A part of the experimental results with the array size of
1 M (= 220) are shown in Figure 5. The results of this case
are almost equal to those of the case with the size of 256
K. Namely, asP increases, the execution times of the pre-
computation and the determination phases decrease. It is also
found that the performance can be enhanced from 2 to 10
times by using the rearrangement of array configurations
and reducing the access cost to the global memory. As
P increases, the execution time of the propagation phase
increases. The difference from the case with the size of 256
K is that the absolute time of the pre-computation and the
determination phases increases due to the increase of the
array size and then the execution time of the propagation
phase is relatively smaller than the 256 K case. Therefore,
the optimal value ofP is larger than the 256 K case.
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Figure 6. Speedups ofN = 1M(= 220)
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Figure 7. Comparison with PCR (Parallel Cyclic Reduction)

The comparisons of the speedups with a variety of pa-
rameter settings based on the execution time of the CPU are
also shown in Figures 5 and 6 .

The trend of the results of the speedups are also similar
to that of the 256 K case except that the value ofT for the
maximum speedup is smaller than the 256 K case.

E. Comparison with PCR

We compare the performance of our methods with PCR
(parallel cyclic reduction) method [11] and show the ex-
perimental results in Figure 7. The maximum speedup of
the P-scheme is larger than that of the PCR method for
both cases because the computational complexities of the
PCR method and the P-scheme areO(N · logN) andO(N),
respectively. However, the speedup depends on the size of
the thread block very much, so the tuning parameter for
GPGPU programs must be carefully selected in order to
achieve the maximum speedup.

F. Discussion

We discuss the optimal combination ofG andT when the
coalesced communication is used. The speedups using the
rearrangement of array configurations whenN is 256 K and
1 M are shown in Figure 8,

As shown in previous sections, the execution times of all
the phases are estimated as follows:

pre−comp = α · N
P

(14)

propagation = β ·P (15)

determination = γ · N
P

(16)

where α, β and γ are the execution costs per data for
the pre-computation phase, the propagation phase and the
determination phase, respectively.

The computational complexities of these three phases are
almost identical. However, while both the pre-computation
phase and the determination phase are executed onT threads
(over 1 warp) within thread blocks, the propagation phase is
carried out only on one thread. Thus, since the core clock

is 4 times slower than the shader clock, we assume the
computational complexities of all the phases as follows:

α : β : γ ' 1 : 4 : 1. (17)

The parallelism is in proportion toG when G increases
until the number of MPs, but it is almost flat whenG is
over the number of MPs. Since Tesla C1060 has 30 MPs,
we evaluate the cases with the value ofG of up to 32 in our
experiments. Each MP has 8 SPs, so the parallelism is in
proportion toT until T reaches 8 and it is in quasi-proportion
to T until the warp size (32). WhenT is more than 32,
the occupancy is getting close to 1.0 but the increase of
the parallelism is almost flat. Therefore, in order to achieve
the maximum speedup by increasingP, the following policy
should be applied: 1)G should be maximized first and 2)
the optimalT should be selected.

By using Equations (14), (15) and (16), the execution time
t and the optimal parallelismPopt are determined as follows:

t = α · N
P

+β ·P+ γ · N
P

Popt =

√
(α + γ)N

β
=

√
N
2

. (18)

WhenN is 1 M, Popt is nearly equal to 720, soT should be
180, 90, 45 and 22.5 for the cases with the value ofG of 4,
8, 16 and 32, respectively. According to Figure 8-(a),T for
the maximum speedup is 256, 128, 64 and 32 whenG is 4, 8,
16 and 32. Thus, the estimation and the experimental results
are identical. Moreover, WhenN is 256 K, Popt is nearly
equal to 360, soT should be 90, 45, 22.5 and 11.25 for the
cases with the value ofG of 4, 8, 16 and 32, respectively.
According to Figure 8-(a),T for the maximum speedup is
256, 64, 32 and 16 whenG is 4, 8, 16 and 32. Thus, the
estimation and the experimental results are almost identical
for this case as well.

Therefore, the maximum speedup is achieved whenG is
32. So it is indicated that the optimization policy described
above is rational. Namely,G should be maximized first and
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then the optimalT should be selected in order to achieve
the maximum speedup.

It should be noted thatPopt is
√

N
2 and thus N

Popt
is
√

2N.
Therefore the computational complexity of the propagation
phase isO(Popt) = O(

√
N) and it is not larger than the com-

putational complexities of other phases (O( N
Popt

) = O(
√

N)).
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Figure 8. Comparison of speedups

VI. CONCLUSION

We implemented a parallel recurrence equation solver
on GPGPU systems by using CUDA and evaluated the
effectiveness of the rearrangement of array configuration
in order to utilize the coalesced communication. We also
proposed a policy to decide the optimal number of threads
per thread block and the optimal number of thread blocks
in order to maximize the efficiency of parallelism.

In the near future, we will apply the recurrence equation
solver to real applications. We will also try to implement
our approach using OpenCL that recently attracts a lot of
attention.
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