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Abstract—Feature selection has been explored extensively for use 

in several real-world applications. In this paper, we propose a 

new method to select a salient subset of features from unlabeled 

data, and the selected features are then adaptively used to 

identify natural clusters in the cluster analysis. Unlike previous 

methods that select salient features for clustering, our method 

does not require a predetermined clustering algorithm to identify 

salient features, and our method potentially ignores noisy 

features, allowing improved identification of salient features. 

Our feature selection method is motivated by a basic 

characteristic of clustering: a data instance usually belongs to the 

same cluster as its geometrically nearest neighbors and belongs 

to a cluster different than those of its geometrically farthest 

neighbors. In particular, our method uses instance-based 

learning to quantify features in the context of the nearest and the 

farthest neighbors of every instance so that clusters generated by 

the salient features maintain this characteristic. 

Keywords-feature selection; nearest neighbor; farthest 

neighbor; salient feature; cluster analysis. 

I. INTRODUCTION 

Feature selection has been explored extensively for use with 

several real-world applications, such as text processing [1] 

and image representation [2]. Typically, a larger number of 

features to represent the patterns is more informative for a 

learning algorithm. However, in a high-dimensional dataset, 

some features are noisy, and thus the learning algorithms 

often suffer from the bias of noisy features that influence the 

learning process. Recently, many extensive studies have been 

proposed for feature selection with unsupervised learning, and 

the selected salient feature subsets were found to aid cluster 

analysis [3-6]. The goal of feature selection for clustering is to 

identify a subset of relevant features and remove redundancy 

from the original representation space. In addition, feature 

selection is also used to choose selected features to partition a 

dataset into clusters while effectively increasing both the 

cluster compactness for the data instances within a cluster and 

the cluster separability of the data instances between clusters.  

In this paper, we propose a new method for selecting a 

subset of original features from unlabeled data, and the 

selected feature subset is adaptively used to identify natural 

clusters in the cluster analysis. The main contribution of this 

work is that our method achieves the goal of feature selection 

for clustering without the need to exactly explore the clustered 

information, thus potentially ignoring the bias of noisy or 

uninformative features that influence the identification of 

salient features. 

Our method uses instance-based learning for quantifying 

features in the context of the nearest and the farthest 

neighbors of every instance. This quantification is motivated 

by one of the most well-known characteristics of clustering: 

an instance usually belongs to the same cluster as its 

geometrically nearest neighbors and belongs to a cluster 

different than those of its geometrically farthest ones. 

Therefore, the purpose of our feature selection method is to 

quantify features so that clusters generated by the salient 

features (i.e., with higher quantity) maintain this well-known 

characteristic. Therefore, our method is advantageous because 

our method does not need to explore natural clusters using a 

predetermined clustering algorithm. 

With our method, a feature is quantified by its ability to 

distinguish between the nearest and the farthest neighbors of 

every instance. The quantifying features learning process is to 

identify the best feature salience vector (represented by a 

real-valued quantity vector to indicate its salience for this 

distinguishability) instead of to heuristically search a subset of 

features in the space of all possible feature subsets. In addition, 

we implement a gradient descent iterative method employing 

cooperative and competitive strategies to identify the best 

feature salience vector. 

II. THE PROPOSED METHOD 

2.1 Observations of our Proposed Method 

We present an example in which we have a set of instances 

each with two dimensions, ―Feature 1‖ and ―Feature 2‖ (Fig. 

1), and all instances can be clustered into two assumptive 

clusters, ―Cluster 1‖ and ―Cluster 2.‖ For this example, we 

discuss our presented feature selection method to extract 

salient features which are adaptively used for discovering 

natural clusters. 

We briefly introduce our method for determining a salient 

feature. This method begins with the instance ―x1‖, which has 

both specific nearest and farthest neighbors (see Figure 1). We 

define feature separability as the average distance from an 

instance to its farthest neighbors (its magnitude is represented 

as a dotted line) and the feature compactness as the average 

distance from this instance to its nearest neighbors (its 

magnitude is represented as a solid line), where both distances 

are measured with respect to a particular feature. We assume 
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that a feature is more salient if it yields a higher value of the 

following measure: 

#{average length of corresponding to the separability}

#{average length of  corresponding to the compactness}
 

Therefore, based on this assumption, ―Feature 1‖ is more 

salient. In the context of clustering, for which we want to 

partition the dataset into clusters, we would be much more 

likely to believe that the contribution of ―Feature 1‖ is higher 

than that of ―Feature 2.‖ 

 

 
Figure 1. A schematic example: an instance ―x1‖ has its nearest neighbors 

{―x16‖, ―x18‖, ―x4‖} and its farthest neighbors {―x9‖, ―x22‖, ―x15‖}. For the 
instance ―x1‖, ―Feature 1‖ should be more salient than ―Feature 2‖. 

2.2 Preliminaries of our Proposed Method 

In this paper, we present a new unsupervised feature selection 

method that does not require any clustering learning algorithm 

to identify salient features; the salient features selected by our 

method can be then effective for clustering. Our method is 

based on a basic characteristic of clustering: an instance 

usually belongs to the same cluster as do its nearest neighbors 

and belongs to a cluster different than those of its farthest 

neighbors. With our method, a feature is quantified by its 

ability to distinguish between the nearest and the farthest 

neighbors of every instance. 

Assume a dataset X of n data instances (X = {x1, …, xn}), 

where xi = [x1,i, …, xj,i, …, xd,i]
T
 represents the i

th
 instance in X 

with d dimensions; also assume a non-zero feature salience 

vector w(t) = [w(t)1, …, w(t)j, …, w(t)d]
T
, where the element 

w(t)j is a real-valued quantity at the t
th

 iteration. We first 

consider w(t) to obtain the nearest and the farthest neighbors 

for a given instance. The k
th

 nearest neighbor           
  and 

the l
th

 farthest neighbor           
 

 of xi are subject to, 

respectively, 

 

 

 

 

 

𝜋 𝑘 = ∑ 𝐼 (𝑑𝑖𝑠𝑡(    𝑟|  𝑡 )   

𝒏

𝑟=1 𝑟≠ 

≤  𝑑𝑖𝑠𝑡 (       ;     
 |  𝑡 )) 

(1) 

𝜋 𝑙 = ∑ 𝐼 (𝑑𝑖𝑠𝑡(    𝑟|  𝑡 )   

𝒏

𝑟=1 𝑟≠ 

≥  𝑑𝑖𝑠𝑡 (       ;     
 

|  𝑡 )) 

(2) 

where 𝜋   transfers an ordinal number to an interval number 

that represents the number of instances that satisfy the whole 

condition.   represents a nearest neighbor and   represents 

a farthest neighbor. I() outputs 1 when the condition is 

satisfied and outputs zero otherwise. dist(xa,xb|w(t)) is a 

distance function in which we use the weighted Euclidean 

metric to measure the distance between xa and xb under w(t). 

𝑑𝑖𝑠𝑡  𝑎  𝑏 |   𝑡   = √∑ 𝑤 𝑡 𝑗 × (𝑥𝑗 𝑎 − 𝑥𝑗 𝑏)
2

𝑑

𝑗 = 1

 (3) 

2.2.1 Measure Manhattan Distance with Element-Wise 

Absolute Operator 

We then scale each feature and define two sets of distances 

from xi to its K nearest neighbors and L farthest neighbors. 

Then, we obtain two new sets of instances,      
    

 and 

     
    

, which include K and L instances, respectively. 

     
    

= {𝑑( 𝒊    1;     
 ) …  𝑑( 𝒊     ;     

 )} (4) 

     
    

= {𝑑  𝒊    1;     
 

  …  𝑑  𝒊     ;     
 

 } (5) 

where d(.,.) is an element-wise absolute operator, thus 

yielding d-dimensional data.  

Let us assume that two sets of neighbors can be 

distinguished maximally by a subset of features. Therefore, 

the next step is to extract the salient features. We assign two 

labels, one for the nearest neighbors and the other for the 

farthest neighbors. The idea is that our method scales each 

feature and measures which feature can better achieve 

separability between the instances in      
    

 and      
    

. 

First, we define a data fraction      𝑡   that includes the 

instances in      
    

 and      
    

 for a given xi under w(t). 

The fraction      𝑡   is expressed as 

     𝑡  = {     
          

    } (6) 

This fraction consists of K + L data instances with d 

dimensions (i.e., s1, …, sj, …, sd, where sj is the j
th

 variable in 
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     𝑡  ). Next, we assign a categorical variable c to 

represent labels for these instances. The label cr for an 

instance  𝑟     (  𝑡 ) is assigned by 

𝑐𝑟 = {
0 if  𝑟       

    

1 if  𝑟       
    

 (7) 

Our method is an unsupervised feature selection method; 

therefore, the class labels are not considered by the process of 

feature selection. Fortunately, while the new labels are 

assigned using Eq. (7), the filter-based and wrapper-based 

feature selection methods in supervised learning can be used 

to help our method identify salient features. For example, we 

can use a filter-based feature selection method (e.g., mutual 

information) to evaluate how an individual feature informs the 

target variable [7-9] or apply a wrapper-based feature 

selection method (e.g., by using SVM to construct a classifier) 

to observe how a feature better distinguishes between the 

instances in      
    

 and      
    

 using this classifier [9-12]. 

2.2.2 Evaluate salient feature using dependency and 

redundancy metrics 

In this paper, we use the filter-based feature selection method 

to evaluate features because of its efficiency. Thus, we avoid 

the process of training instances required by the 

wrapper-based method. The basis of the method to evaluate 

feature salience is to determine whether a feature is able to 

distinguish the nearest and the farthest neighbors. In particular, 

a feature that is more dependent on the target variable and is 

less redundant with other features is more salient [8]. The 

criterion to quantify a feature is  

Φ𝑗 = 𝐷 𝑠𝑗  𝑐 − 𝑅 𝑠𝑗   (8) 

in which we use the D() and R() criteria to evaluate 

dependency and redundancy, respectively. The functions D() 

and R() are respectively expressed as  

𝐷 𝑠𝑗  𝑐 = 𝐼(𝑠𝑗; 𝑐) (9) 

𝑅 𝑠𝑗 =
1

𝑑 − 1
∑ 𝐼(𝑠𝑗; 𝑠𝑢≠𝑗)

𝑑

𝑢=1 𝑢≠𝑗

 (10) 

where I() is a mutual information criterion; other standard 

criteria can also be used. Because we have a data fraction 

     𝑡   and a categorical variable c, we can obtain a 

quantification vector   
    

=  𝑢1  
     …  𝑢𝑗  

     …  𝑢𝑑  
      , 

where 𝑢𝑗  
    

 represents a quantity measured by Φ𝑗. 

2.3 Searching the Best Feature Salience Vector 

In this section, we attempt to search the best feature salience 

vector w for which the goal is to satisfy the condition that the 

{  
 }  = 1

  values are constant for the particular instances 

{  }  = 1
   . Recall that w(t) is used to find      

    
 and 

     
    

 applied to evaluate quantification vectors {  
    

}  = 1
 , 

which are further applied to reflect w(t). The criterion to 

determine the best w is an NP problem. 

We reduce the searching problem to optimize the 

sum-of-squared error (i.e., ||   
  –    𝑡 ||2). The goal of the 

learning task is to identify the best w such that the error is 

minimized. Therefore, we should use a method will optimize 

both   
  and   𝑡 . 

We implement a gradient-descent-based approach, 

Least-Mean-Squares (LMS) [13, 14] with some modifications, 

and used cooperative and competitive iterative strategies to 

find W = [w(1), …, w(t), …, w(T)]
T
. Each iteration t has only 

one instance xt that was randomly selected and participated in 

learning. Cooperatively, xt considers all elements in w(t) to 

yield   
    

. Competitively,   
    

 is used to perceive the 

more salient feature and thus inform w(t+1). Furthermore,  (t) 

is a monotonically decreasing learning coefficient, so the 

updated function for w(t+1) was adaptively written as follows 

(11). Iterations then stop when   
  and      are balanced. 

  𝑡 + 1  =    𝑡 + α 𝑡 × [  
    

−   𝑡 ] (11) 

III. EXPERIMENT 

This section presents evaluations of our presented method for 

feature selection on clustering problems. To demonstrate the 

effectiveness of the selected feature subset for clustering, the 

usefulness is evaluated in the selected feature subset for 

several well-known clustering algorithms. 

3.1 Parameter Setup 

We set the parameters for our method. Assume that we have a 

dataset including a total of N instances. We first set an initial 

learning rate  (1) to 0.8 and decrease the learning rate  (t) = 

 (1)[(T-t) / T] at the t
th

 iteration. The weight of every 

element in the initial feature salience vector w(1) is set to be 

the same. The number of iterations T should be large, such 

that most instances can be randomly selected for training on 

the algorithm. We thus set T to 10N, where N is the size of the 

training dataset. The parameters K and L are set to v = {10, 

20, …, 100} which depends on the training instances and will 

be discussed in later experiments. 

We used a dataset, OT, is mentioned in the studies [4, 15]. 

We followed the study [4] to randomly select 100 instances 

for each category and to capture features for every selected 

image. 

3.2 Parameter Analysis 

We observed how the parameter v affected the performance of 

our method because different size of v may produce 

differently salient features. Here, we discuss the performance 

of our presented methods for performing clustering (i.e., using 

K-means, SOM, HC and PAM) in the OT dataset. Each 

clustering algorithm partitioned the OT dataset into M clusters, 

where M was set according to the number of class labels (e.g., 

82Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-217-2

FUTURE COMPUTING 2012 : The Fourth International Conference on Future Computational Technologies and Applications



M = 8). With SOM, we followed the study [16] to obtain the 

user-defined number of clusters for the SOM units using 

K-means because similar units could be grouped. For the 

evaluation, we used the Davies-Bouldin index (DBI) [17] to 

measure the performance due to its popularity in cluster 

analysis. Lower DBI values represent higher compactness for 

the instances within a cluster, or higher separability for the 

instances between clusters. The comparison results of DBI 

values for various v for performing clustering in the OT 

dataset are shown in Figure 2. 

In Figure 2, we can see that the size of v for performing 

K-means should be smaller so as to improve the performance. 

Specifically, the size of v for performing SOM and HC should 

be respectively set to 70 and 60, while the size of v in PAM 

should be 30. Therefore, we can set v to 30 rather than 40 for 

future analysis because v depends on the cost of searching the 

nearest and the farthest neighbors for every instance. 

 
 (a) K-means                        (b) SOM 

 

 (c) HC                            (d) PAM 

Figure 2. Comparison of DBI values for various v in the OT dataset. The 

salient features were selected by our method and were used to perform 

clustering using (a) K-means, (b) SOM, (c) HC and (d) PAM algorithms. The 
parameter v = {10, 20, …, 100} was set to observe the corresponding 

performance. 

IV. CONCLUSIONS 

We present a new feature selection method that uses 

instance-based learning for quantifying features in the context 

of the nearest and the farthest neighbors of every instance. 

Such a method is advantageous because our method does not 

need to explore natural clusters using a predetermined 

clustering algorithm. Our comprehensive experiment on a 

synthetic dataset demonstrates that the salient features can be 

extracted effectively. Because the cluster analysis for very 

high data dimensionality has been in high demand, we expect 

that our work will generate broad interest in many research 

fields. 
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