
Spatial Regression in Health: Modelling Spatial Neighbourhood of High Risk 
Population 

Stefania Bertazzon 
Department of Geography 

University of Calgary 
Calgary, Alberta, Canada 

e-mail: bertazzs@ucalgary.ca 
 

Abstract— Many health conditions affect certain individuals 
more than others: for example, adults over 65 years of age are 
more affected by cardiovascular disease than younger 
individuals. Therefore, the spatial pattern of the disease 
incidence can be modelled more effectively through the 
residential pattern of higher risk groups. The method is 
demonstrated through a spatial regression of the association of 
cardiac catheterization and socioeconomic determinants in 
Calgary (Canada). Over a 5-year interval, 45% of 
catheterizations are performed on seniors, that constitute 9% 
of the population. Seniors’ residential location is therefore used 
as an auxiliary process to model the spatial weights of the 
regression model. This spatial model leads to a more realistic 
neighbourhood configuration, yielding more reliable regression 
estimates. Based on the residential location of the population at 
greater risk, the model presents low sensitivity to variations in 
the supporting geographic units. The use of a relevant 
auxiliary process is general and applicable to a range of 
conditions; it constitutes a promising alternative to the direct 
estimation of spatial parameters on the primary process. 
Overall, the spatial weights matrix based on at risk population 
shall increase the reliability of spatially autoregressive 
multivariate epidemiological models. 

Keywords- health geography; spatial regression analysis; 
spatial correlation; cardiovascular condition; cardiac 
catheterization; Seniors; risk population; residential location. 

I.  INTRODUCTION 
Geographic information science (GIS) has been 

increasingly employed in population health research due to 
its ability to analyze interactions of health determinants in 
space [12], [26]. This has furthered the integration between 
geography and health sciences, promoting the development 
of more effective spatial analytical methods [13], whose 
reliable results can be translated into policy decisions [9], 
[27].  

Most geographical phenomena, e.g., disease prevalence 
and population distribution, exhibit variations across space 
and self-similarity over short distances. These properties, 
known as spatial dependence and non-stationarity [24], are 
known to hamper the reliability of analytical models, by 
increasing the uncertainty of the estimated parameters [2]. In 
their presence, analytical models may lead to ineffective, or 
even harmful, health policy decisions. Spatial analytical 
methods offer a valid response to this problem; however, 
their ability to improve the model reliability [2], [3] depends 

on the representation of spatial interactions embedded in the 
model. 

Health and its determinants interact in space [17]; hence, 
these interactions can be modelled by multivariate regression 
[2]. While local analytical methods [15] are concerned with 
spatial non-stationarities, spatial autoregressive methods [2] 
address the uncertainty stemming from spatial dependence. 
The specification of a spatially autoregressive model requires 
the definition of a neighbourhood of spatial units: the more 
accurate the neighbour definition, the more reliable the 
model estimates. Ideally, an accurate neighbourhood 
definition rests on a deep knowledge of the spatial process 
involved; more often one must estimate spatial dependencies 
using statistical methods, which are typically applied to the 
dependent variable [3], [8], [2]. In such situations, we 
propose the application of those statistical methods to 
another spatial process, which is related to the dependent, 
and which is better understood, if not within the health 
sciences, within geography or urban studies. The latter 
process effectively serves as an auxiliary process, in that it is 
used to estimate the spatial parameters that will provide a 
more realistic neighbourhood representation, enhancing the 
reliability of the regression model.  

Here, a multivariate spatial regression model [2] analyses 
the socioeconomic determinants of cardiac catheterization 
cases. For a 5-year period in the study region, a large 
proportion of catheterizations affect seniors, i.e., individuals 
aged 65 years and older: over 45% of catheterizations are 
performed on seniors, where seniors account for 9% of the 
total population (12.6% of adults). While only 0.01% of 
adults under 65 receive catheterizations, almost 7% of 
seniors do. Visual observation suggests that catheterization 
cases are spatially associated with seniors’ residential 
location (refer to Figure 1). Seniors is therefore proposed as 
the auxiliary process. 

The association between older age and cardiovascular 
disease is well known and has received much attention in the 
health literature [29], [28], [30]. Their spatial association has 
received less attention, although this relationship has been 
examined at the neighbourhood level [16], [18], [5], [25]. 
The city of Calgary was chosen as an interesting study area, 
where seniors’ residential location presents a clustered 
distribution, facilitating the identification of spatial 
associations. 

In the following, Section II provides the context of this 
study; Section III describes the methods employed; Section 
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IV outlines the results; Section V provides a discussion, and 
Section VI draws the main conclusions of the study.  

II. BACKGROUND 
One of the leading causes of death in the developed 

world, cardiovascular disease is known to be associated with 
a number of risk factors, including age and gender, limited 
physical activity, smoking, and diet [18], [5]. Often these 
factors correlate with demographic and socioeconomic 
characteristics, such as age, occupation, and income, which 
can be measured by census variables [10], [31], [7], [4].  

Calgary is one of the largest Canadian cities. Located in 
the foothills east of the Rocky Mountains, it covers a large 
and regular geographic area; its population is relatively 
young, affluent, and highly educated [40]. Due to its 
economy and history, its population presents a pseudo-
concentric distribution, where age and socioeconomic status 
decrease as distance from the city center increases [36]. 

 

 
Figure 1. Distribution of Catheterization Cases and Seniors in Calgary. 

The clinical data were provided by the Alberta Provincial 
Project for Outcome Assessment in Coronary Heart Disease 
(APPROACH) initiative [22], a clinical registry begun in 
1995 with the collection of cardiac catheterization data. 
Cardiac catheterization is a procedure performed on 
individuals with cardiovascular conditions [22]. The 
province of Alberta has a publicly funded health care system, 
therefore there are no financial costs associated with the 
procedure. We acknowledge the limitations of 
catheterization in representing cardiovascular disease; 
however, more appropriate variables, e. g., hospitalizations 
for acute coronary syndrome (ACS), were not systematically 
collected at the postal code spatial aggregation level until 
much more recently. Analyzing the latter, more recent data 
would have been problematic, due to changes in the 2011 
census [39]. However, a comparison of catheterization and 
ACS over a two-year period of overlapping data (2006–
2007) suggests that the proposed method shall be 
transferable to ACS data as soon as all the clinical data and 
census variables become available. 

For this study, we considered only patients aged 20 years 
and older, residing in Calgary, who had one or more 
catheterizations between 1999 and 2003 (for multiple 
procedures, only the first one was retained). Patient 

residential addresses, at the postal code level, were spatially 
aggregated to match census spatial units, using postal code 
conversion files (PCCF +) [43]. Demographic and 
socioeconomic variables were drawn from the 2001 census 
of Canada. To match the clinical records, census variables 
were trimmed to represent the population aged 20 years or 
older. Clinical records and census variables were normalized 
for each spatial unit, i. e., divided by the total pertinent 
population and multiplied by 1,000 [34]. This variable, 
representing cardiac catheterization cases, is named “Cases” 
in Table 1. For the regression analysis, clinical records were 
age- and sex-standardized [42]: the standardized variable is 
named “Standardized Cases”. The variable “Seniors” (Table 
1) emphasizes the difference between workforce and retirees 
as the sum of all age groups aged 65 years and older.  

All the analyses are conducted on census tracts, which 
are relatively small and stable spatial units, with population 
between 2,500 and 8,000 residents, located in a census 
metropolitan area [39]. For the 2001 census, the spatial 
database contains 181 census tracts, and the clinical database 
contains 11,430 catheterization cases over the 5-year interval 
(Figure 1). 
 

III. METHODS 

Cross-correlations and spatial correlation analyses assess 
the association of catheterization cases and seniors’ 
residential location. Spatial correlation, measured by 
bivariate Moran’s I, extends this comparison to neighbouring 
census tracts. Spatial autocorrelation, measured by Moran’s 
I, assesses the self-similarity of each variable over 
neighbouring census tracts. Moran’s I ranges from –1 for 
negative spatial autocorrelation, to +1 for positive spatial 
autocorrelation, with 0 indicating spatial randomness [19]. 
The calculation of Moran’s I requires the definition of a 
spatial weights matrix, W (discussed below).  

Spatial autoregression aims at enhancing the reliability of 
estimates in the presence of spatial dependencies (1). 

 
 (1) 

 
Spatial autoregression also requires a spatial weights 

matrix, W, which selects the spatial units deemed spatially 
dependent [20], and an autoregressive parameter, ρ (rho), is 
estimated. This study uses a simultaneous autoregressive 
specification and maximum likelihood estimation [2]. 
Following conventional practice, the regression is computed 
on the age- and sex-standardized dependent variable. Indirect 
standardization [42] employs age and sex groups, therefore 
inflating the correlation between the dependent and those 
demographic variables. For this reason, the regression model 
does not include demographic variables, even though the 
exclusion some variables, and particularly of Seniors, has a 
large impact on the model’s goodness of fit. The use of 
Seniors as an auxiliary process mitigates this impact.  

The spatial weights matrix is viewed as a tool to enhance 
model reliability. In the absence of a spatial specification, the 
model reliability is decreased by the presence of spatial 
autocorrelation in the regression residuals, which inflates the 

 ερβ ++= WYXY
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variance associated with the regression parameters [2]. 
Therefore, the spatial weights matrix is designed to best 
capture the spatial autocorrelation in the dependent variable, 
so that most of the spatial autocorrelation can be accounted 
for by the model, leaving insignificant spatial autocorrelation 
in the residuals. The basic form of a spatial weights matrix is 
a binary structure, where a threshold distance, or a number of 
nearest neighbours, selects the neighbouring spatial units 
where the variable is expected to exhibit spatial 
autocorrelation. Often a weight is added, in order to model 
distance decay effects [20]. This matrix involves the 
specification of three parameters: distance threshold, 
distance metric, and distance decay function. By dynamically 
adjusting these three parameters, the spatial weights matrix 
can yield different values of the spatial autocorrelation index. 
Of the three parameters, distance exerts the greatest 
influence, by determining how many spatial units are 
deemed spatially autocorrelated. There are several methods 
to define this parameter for areal units, such as census tracts 
[20]. Here, we use a distance threshold based on nearest 
neighbours, for the following reasons: census tracts are not 
necessarily meaningful for the spatial pattern of 
cardiovascular disease; they tend to be small and pseudo-
rectangular in the city center, but in the outskirts they tend to 
be larger and less regular (refer to Figure 1). The latter 
feature forms a pattern of spatial units, liable to confound the 
pattern of the variables recorded in those units. To reduce 
this confounding effect, the number of nearest neighbours is 
preferred. To further de-emphasize the geometry of census 
tracts, we consider the distance between their centroids.   

  The second parameter is the distance metric. Among 
many distance metrics used in geography, the most common 
is the Euclidean metric: the straight line distance 
measurement between two points, ‘as the crow flies’. In 
many North American cities, connectivity occurs over a 
pseudo-rectangular road pattern, better modelled by the 
Manhattan distance, which measures distance between points 
along a rectangular path with right angle turns. Connectivity 
over a complex or mixed network can be more accurately 
represented by metrics of the class known as Minkowski 
distance [38], which yields patterns intermediate between 
straight line and right angle. It is described by (2), of which 
Euclidean and Manhattan distances are special cases, where 
the key parameter, p, can take any value between 1 
(Manhattan) and 2 (Euclidean).  

 
  (2) 

 
The p value can be estimated to best approximate 

empirical distance or travel time. Within this class of 
metrics, an appropriate choice can refine the selection of 
spatial units, producing buffer shapes close to the physical, 
pseudo-rectangular connectivity pattern of the census tracts.  

The third parameter is the distance decay function, which 
weights the interaction among spatial units by their distance. 
Interaction tends to decrease as the distance between units 
increases:  a number of functions have been developed to 
model this relationship [14], [35]. Commonly the distance 

decay function is calibrated by a weight, often another 
variable, which normalizes the relationship [8].  

The interaction of these parameters in the spatial weights 
matrix affects the estimated spatial autocorrelation and hence 
the reliability of the regression estimates. In the proposed 
method, the three parameters are calibrated on the spatial 
autocorrelation of the auxiliary process, as opposed to the 
dependent variable, or primary process.  

Seniors’ residential location is understood better than the 
distribution of Cases, and can be explained by socio-
economic and urban traits. Because of their high spatial 
association, the spatial autocorrelation of Seniors should be 
more meaningful than that of Cases; therefore, the method is 
expected to increase the reliability of the regression 
estimates, along with their interpretability. 

Statistical analyses were conducted in TIBCO Spotfire 
S+ 8.2. Maps were obtained in ESRI ArcGIS 10. 

IV. RESULTS 
Spatial autocorrelation and cross-correlation analysis, 

initially run on the parameters (k = 3, p = 2), yields two 
important results (Table 1): Cases exhibits significant but 
moderate spatial autocorrelation (I = 0.36), whereas Seniors 
exhibits a much higher value (I = 0.54); the two variables 
exhibit high cross-correlation (0.60) and spatial correlation 
(0.35). Together, these results confirm that clustering of 
Cases tends to occur in association with the clustering of 
seniors’ residential location. 

TABLE I.       CORRELATIONS AND SPATIAL CORRELATIONS  

Fam.Income Families
Cases 0.36 ** 0.75 ** 0.66 ** 0.50 ** -0.08 ns 0.25 ** -0.22 ** -0.25 **

Std.Cases 0.34 ** 0.53 ** 0.87 ** 0.71 ** 0.17 * -0.09 ns -0.42 ** -0.21 **

Seniors 0.35 ** 0.49 ** 0.60 ** 0.31 ** -0.03 ns -0.09 ns -0.35 ** -0.47 **

Age.55-64 0.22 ** 0.27 ** 0.09 ns 0.50 ** 0.29 ** -0.01 ns -0.26 ** 0.15 ns

Fam.Income -0.06 ns 0.00 ns -0.08 ns 0.10 ns 0.50 ** -0.68 ** -0.33 ** 0.56 **

Secondary 0.09 ns -0.12 ns -0.17 * 0.04 ns -0.42 ** 0.75 ** 0.25 ** -0.09 ns

Trades -0.03 ns -0.11 ns -0.18 * 0.02 ns 0.02 ns 0.17 * 0.42 ** 0.04 ns

Families -0.13 ns -0.19 * -0.42 ** -0.05 ns 0.35 ** 0.04 ns 0.24 ** 0.74 **

Diagonal: univariate Moran's I. Upper half: Pearson's correlation . Lower half: bivariate Moran's I.

Economic 
variables Education

Non-univ. 
post-sec. 
degree

Demographhic variables

2 parents  
with children

Family 
median 
income 

Secondary 
or lower 

education

Family 
statusClinical records

Cardiac 
cath. cases

Age & sex 
std. cases  

Age 65 and 
over 

Age 55 to 
64

TradesSecondaryCases Std.Cases Seniors Age.55-64

 

The correlation analysis also identifies additional traits 
consistent with this result. Significant and negative spatial 
cross-correlation between Seniors and Families indicates a 
highly clustered if not dichotomous spatial pattern, where 
neighbourhoods dominated by younger families alternate 
with neighbourhoods mostly occupied by seniors. The high 
correlation of Income with Families and with Education 
suggests that income exerts a strong but indirect influence on 
the spatial clustering, so that the observed residential pattern 
appears associated with economic factors, in addition to 
demographic ones. Nonetheless, age is confirmed as the 
variable that exhibits the most distinct spatial pattern. 

Following these results, we analyze the response of the 
spatial autocorrelation index to variations in the spatial 
contiguity parameters for the variables Cases, Standardized 
Cases, and Seniors, as summarized in Figure 2. For all the 
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parameter combinations, Seniors exhibits the highest spatial 
autocorrelation values, whereas the values of Cases are 
constantly significant but relatively low. Age- and sex-
standardized Cases exhibits greater spatial autocorrelation 
than the non-standardized variable. The number of nearest 
neighbours (k) has a greater impact on the spatial 
autocorrelation value, whereas the distance metric only 
provides minor adjustments. Since the analysis shows that 
the spatial autocorrelation is best expressed by relatively 
small neighbourhoods, defined by low k values, distance 
decay weighting will not be discussed. 

 

 
 

Figure 2. Moran’s I as function of distance threshold and distance metric. 

The spatial autocorrelation of Cases declines steeply as 
the number of nearest neighbours increases, and only 
parameter combinations of  k = 2 and p values between 1.6 
and 2 effectively capture the spatial autocorrelation in the 
variable. These combinations define very small 
neighbourhoods, as distance is short and metrics close to the 
straight line produce the shortest distance between centroids. 
For Standardized Cases, the trend is similar to Cases, and the 
most visible effect of the standardization is the increased 
value of the spatial autocorrelation. The spatial 
autocorrelation of Seniors exhibits less variation than Cases 
in response to variations in both parameters. 

The regression summarized in Table 2 is based on the 
spatial contiguity parameters derived from the auxiliary 
process. It models the association between the standardized 
dependent variable and the pool of socioeconomic variables. 
Significant explanatory variables are: low education 
attainments, family median income, and, -with negative 
coefficient- family status and technical education, the latter 
possibly a proxy for young, low income groups. The model 
does not include the variable that is most highly correlated 
with the dependent, i.e., Seniors, due to the confounding 
effect of the indirect standardization; hence, the goodness of 
fit is relatively low, e.g., the value of Anselin’s [1] pseudo-
R2 is 0.19.  

 
 
 

TABLE II.       SPATIAL AUTOREGRESSIVE MODEL 

 
 
In its linear specification, the model exhibits significant 

residual spatial autocorrelation; hence, a spatially 
autoregressive specification is presented, which exhibits non-
significant residual spatial autocorrelation and a significant 
autoregressive coefficient, rho. The calibration of the spatial 
contiguity parameters on the auxiliary process, Seniors, is a 
way of representing this variable in the model. Arguably, this 
method enhances the significance of the rho parameter, 
attaining a more effective reduction of the residual spatial 
autocorrelation and more reliable regression estimates. 

V. DISCUSSION  
The use of an auxiliary process as an alternative to the 

use of the primary process for the definition of the spatial 
contiguity parameters leads to an improved neighbourhood 
definition, enhancing the reliability of the spatial regression 
model estimates. In the application discussed here, the 
resulting neighbourhoods are larger; moreover, the analytical 
results are less sensitive to variations in the neighbourhood 
size, defined by the contiguity parameters. These two results 
are important and related, both deriving from the choice of a 
particular auxiliary process. The tiny neighbourhoods 
defined by the primary process model clusters of Cases, 
which are isolated, as shown by their low spatial 
autocorrelation. Conversely, the larger neighbourhoods 
calibrated on the auxiliary process effectively model the 
distribution of the highest-risk population, Seniors. 
Therefore, modelling Cases based on the spatial distribution 
of Seniors provides not only a more reliable, but also a more 
interpretable model. Overall, the greater analytical stability 
obtained through of the use of the auxiliary process is an 
important result, which can potentially reduce the impact of 
the modifiable aereal unit problem (MAUP) [41], [32]. As a 
future research direction, the method discussed here shall be 
tested on different spatial units, e.g., communities or 
dissemination areas, where previous analyses [6] 
implemented directly on the primary process have suggested 
a large impact of the MAUP. 

The distribution of seniors in Calgary has been studied 
within several disciplines, and it is conceptually understood 
as influenced by economic cycles and age of community, 
among other factors [36]. As an additional line of enquiry, 
the spatial structure of the process shall be analyzed in light 
of that literature. Conversely, other crucial aspects, such as 
range of spatial interaction, shall be confirmed by qualitative 
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analyses [23], [37]. An integration of these two lines of 
enquiry is expected to substantially improve understanding 
and representation of the spatial pattern of the high-risk 
population in its interaction with the incidence of cardiac 
disease [33].  

For the application presented here, the k parameter 
chosen through the auxiliary process is only marginally 
larger than the one selected for the primary process, and the 
difference between the resulting neighbourhoods is larger in 
conjunction with the distance metric. Hence, the impact on 
the reliability of the regression estimates may be moderate if 
measured simply by variance indicators; however, the spatial 
contiguity parameters also affect model inference, impacting 
model selection procedures. Comparing several regression 
specifications, the exclusion of Seniors as a predictor is 
constantly accompanied by increased residual spatial 
autocorrelation, suggesting that Seniors is the process 
associated with the observed spatial autocorrelation. 

One important extension of the current analysis will be 
its application on acute coronary syndrome (ACS). While the 
proposed method presents many advantages with respect to 
modelling seniors, it shifts the analytical focus away from 
younger adults, where the prevalence is very low (0.01%), 
and its spatial modelling remains challenging.   

A number of health conditions are associated with 
specific demographic segments, and in all those cases, the 
use of an appropriate auxiliary process can improve the 
analytical results. Testing is underway on ACS, congenital 
birth defects and child obesity. Further lines of enquiry shall 
include analyses of different contiguity configurations, such 
as threshold distance vs. nearest neighbours, distance metrics 
beyond the Minkowski range, and assessment of distance 
decay functions on larger neighbourhoods.   

 

VI. CONCLUSION  
A multivariate regression model estimates the association 

between cardiac catheterization and socioeconomic factors. 
In the presence of spatial dependencies, the use of a spatially 
autoregressive model increases the reliability of the model 
estimates. Such reliability can be further improved by an 
appropriate definition of the spatial contiguity parameters. Of 
the catheterizations recorded over five years in the study 
area, almost half are performed on individuals aged 65 years 
or older. This association is well known and understood, and 
it suggests a strong association between seniors’ residential 
location and the spatial pattern of catheterization cases. 
Therefore, Seniors is identified as an auxiliary process for 
the calibration of the spatial contiguity parameters of the 
model. The method enhances the reliability of the regression 
estimates and the model selection, rendering the auxiliary-
based model more efficient, interpretable, and stable over 
variations in the supporting spatial units. 
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