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Abstract—The identification of device brands and models plays
a pivotal role in the realm of multimedia forensic applications.
This paper presents a framework capable of identifying de-
vices using audio, visual content, or a fusion of them. The
fusion of visual and audio content occurs later by applying
two fundamental fusion rules: the product and the sum. The
device identification problem is tackled as a classification one by
leveraging Convolutional Neural Networks. Experimental evalu-
ation illustrates that the proposed framework exhibits promising
classification performance when independently using audio or
visual content. Furthermore, although the fusion results don’t
consistently surpass both individual modalities, they demonstrate
promising potential for enhancing classification performance.
Future research could refine the fusion process to improve
classification performance in both modalities consistently. Finally,
a statistical significance test is performed for a more in-depth
study of the classification results.

Keywords-Camera Model Identification (CMI); Convolutional
Neural Networks (CNNs); Sum and Product Fusion Rules; Sta-
tistical Testing; Multimedia Forensics.

I. INTRODUCTION

Camera Model Identification (CMI) [1] [2] emerges as an
essential forensic tool, particularly in the pursuit of discerning
the brand or model of a mobile phone from a recording [3] [4].
The forensic analysis delves into various multimedia elements,
including audio recordings, images, and videos, to unravel
the distinct characteristics and signatures of different mobile
phone brands/models. By exploiting these signatures, forensic
analysts can accurately determine the particular device that
recorded the multimedia content, providing crucial insights
into various investigations, such as identifying the perpetrators
behind a felony scene.

Two prominent types of signatures employed in device iden-
tification are Photo-Response Non-Uniformity (PRNU) [5] for
images and Mel-Frequency Cepstral Coefficients (MFCCs) [6]
[7] [8] [9] extracted from audio recordings. PRNU analysis
involves studying the unique noise patterns present in images,
allowing forensic experts to identify the camera model with
high precision. On the other hand, MFCCs, extracted from the
audio recorded by a mobile phone speaker, serve as distinctive
“fingerprints” that enable analysts to discern which mobile
device is used for recording.

Both methodologies contribute substantially to the forensic
toolkit, offering valuable and intricate details regarding multi-
media content’s recording time and place. This encompasses
insights into its creation process, source, authenticity, and other
pertinent characteristics.

However, the evolution of deep learning has catalyzed a
notable shift in research focus, particularly emphasizing the
application of Convolutional Neural Networks (CNNs) in
extracting inherent patterns from multimedia content [10].

This advancement has significantly enhanced the ability to
classify and identify devices by analyzing raw video frames
and log-Mel spectrograms as key inputs of CNNs, as described
in Section IV-A.

Consequently, this approach has expanded the scope of
modalities used, going beyond traditional PRNU and MFCC
analysis to incorporate a broader spectrum of features. The
integration of CNNs marks a pivotal stride in the ongoing
refinement of forensic techniques, offering a framework for
device identification. The framework combines conditional
probability densities of device identification given the audio
and visual content in a late fusion manner, hoping to overcome
any caveats when one of the two modalities is employed for
CMI (i.e., a high noise regime in the visual content).
Motivation and Contribution. Inspired by the application
of CMI in forensics, this paper introduces a framework for
CMI, treating it as a classification problem. CNNs trained
on either audio or visual content are employed for this pur-
pose. Experimental findings showcase promising performance
when employing either audio or visual content individually.
Furthermore, late fusion integrates the decision given the
audio and visual content by utilizing fundamental fusion rules,
namely the product and sum rule [11]. Applying these rules
for classification offers valuable insights for future research in
the fusion of modalities for CMI. Given the limited existing
research in this area, this work represents a significant contri-
bution to the literature, paving the way for further exploration.
The code for the proposed framework can be found at [12].

The remaining paper is organized as follows. In Section II,
a survey of related works is undertaken. In Section III, the
dataset is described. Section IV outlines the proposed method-
ology with experimental results presented and discussed in
Section V. Finally, the paper is concluded in Section VII,
discussing the results obtained and outlining potential methods
for future research.

II. RELATED WORK

Research on brand device identification has focused on
examining camera video sequences to ensure accurate recog-
nition. In [13], an approach to CMI from videos was pre-
sented, utilizing extended constrained convolutional layers for
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TABLE I. THE 35 DEVICES FEATURED IN THE VISION DATASET.

ID Model ID Model

D01 Samsung Galaxy S3 Mini D19 Apple iPhone 6 Plus
D02 Apple iPhone 4s D20 Apple iPad Mini
D03 Huawei P9 D21 Wiko Ridge 4G
D04 LG D2 90 D22 Samsung Galaxy Trend Plus
D05 Apple iPhone 5c D23 Asus Zenfone 2 Laser
D06 Apple iPhone 6 D24 Xiaomi Redmi Note 3
D07 Lenovo P70 A D25 OnePlus A3000
D08 Samsung Galaxy Tab 3 D26 Samsung Galaxy S3
D09 Apple iPhone 4 D27 Samsung Galaxy S5
D10 Apple iPhone 4s D28 Huawei P8
D11 Samsung Galaxy S3 D29 Apple iPhone 5
D12 Sony Xperia Z1 Compact D30 Huawei Honor 5c
D13 Apple iPad 2 D31 Samsung Galaxy S4 Mini
D14 Apple iPhone 5c D32 OnePlus A3003
D15 Apple iPhone 6 D33 Huawei Ascend
D16 Huawei P9 Lite D34 Apple iPhone 5
D17 Microsoft Lumia 640 LTE D35 Samsung Galaxy Tab A
D18 Apple iPhone 5c

extracting camera-specific noise patterns from color video
frames. The approach offered robustness against compression
techniques like WhatsApp and YouTube. An algorithm was
proposed in [14] for the CMI of the mobile device that created
a video, utilizing sensor noise and wavelet transform for
identification. The experiments demonstrated its effectiveness.
In [15], an algorithm addressing geometric misalignment in
device brand identification was introduced, leveraging fre-
quency domain searches for scaling and rotation parameters
to efficiently align characteristic noise patterns with cam-
era sensor traces, employing real videos from a benchmark
dataset. Moreover, in [16], a CMI method was elaborated,
incorporating encoding and encapsulation aspects into a joint
metadata framework and employing a two-level hierarchical
classification to achieve a 91% accuracy in identifying video
classes among over 20,000 videos from four public datasets.
In [17], a CNN named PRNU-Net, integrating a PRNU-
based layer for source camera identification, was developed in
response to the security challenges posed by the widespread
distribution of digital videos, demonstrating competitive per-
formance by emphasizing low-level features. Deep learning
methods were applied to the identification of source camera
devices from digital videos in [18], achieving record accuracies
on the VISION [19] and QUFVD [20] datasets without the
constraints of traditional PRNU-noise-based approaches. In
[21], an approach was introduced to address the challenges
of video-based source camera identification, exacerbated by
compression artifacts and pixel misalignment, by leveraging
a resilient global stochastic fingerprint in the low- and mid-
frequency bands.

Additionally, fusion techniques were developed, employing
multiple modalities further to enhance the robustness and
accuracy of CMI tasks. In [22], a deep learning-based system
was introduced to address the gap in video CMI effective-
ness, utilizing a CNN for analyzing temporally distributed
patches from video frames and employing a fusion system to
consolidate forensic information. An ensemble classifier was
introduced in [23] for source camera identification, leveraging

fusion features to detect software-related, hardware-related,
and statistical characteristics imprinted on images by digital
cameras. In [24], an approach to CMI for video sequences was
introduced, employing fusion techniques that leverage both
audio and visual information within a multi-modal framework,
demonstrating better performance over traditional mono-modal
methods in tests conducted on the VISION dataset described
in Section III.

III. DATASET DESCRIPTION AND PREPARATION

Here, the publicly available VISION dataset [19] [25] is
utilized, comprising images and videos captured across various
scenes and imaging conditions. As can be observed in Table I,
a total of 35 camera devices, representing 29 camera models
and 11 camera brands, are encompassed within this dataset.
Specifically, there are 6 camera models featuring multiple
instances per model, facilitating an investigation into the
performance of the proposed approach at the device level.

VISION includes 648 native videos, which remain unaltered
post-capture by the camera. These native videos were dissemi-
nated via social media platforms like YouTube and WhatsApp,
with corresponding versions available in the dataset. Of the
684 native videos, 644 were shared via YouTube and 622
via WhatsApp. Upon being uploaded to YouTube, videos are
compressed yet retain their initial resolutions, which span
from 640 × 480 pixels for standard definition to as high as
1920 × 1080 pixels. In contrast, an alteration is observed
when videos are shared on WhatsApp. Regardless of their
original quality, they are rescaled to a resolution of 480×848
pixels. Through this process, the original video quality is often
compromised on WhatsApp videos to ensure swift sharing and
reduced data usage.

Moreover, the videos obtained from each camera are clas-
sified into three distinct scenarios: flat, indoor, and outdoor.
Flat videos depict scenes with relatively homogeneous content,
such as skies and white walls. Indoor scenarios encompass
videos captured within indoor settings, such as offices and
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homes. Conversely, outdoor scenarios feature videos of gar-
dens and streets. This diversity in scene content underscores
the suitability of the VISION dataset as a benchmark for
assessing source camera identification.

Taking into account the VISION dataset naming conventions
outlined in [19], videos captured by devices D04, D12, D17,
and D22 are excluded due to issues encountered during frame
extraction or audio track retrieval.

The VISION dataset is partitioned into training, testing,
and validation sets to conduct a typical five-fold stratified
cross-validation so that the standard deviation of accuracy is
estimated. The choice of 5 folds is a compromise between an
acceptable estimation of the standard deviation of accuracy and
computational time. The standard deviation is reduced after
fusion. This demonstrates the precision of the method.

IV. FRAMEWORK

A. Audio and Visual Content Feature Extraction

Our approach integrates audio and visual content to classify
the videos within the VISION dataset. A description of the
features extracted from the audio and visual content follows.

Audio content. This phase encompasses extracting audio
data from each video sequence and the computation of the log-
Mel spectrogram. The log-Mel representation of each extracted
audio is computed using three distinct windows and hop sizes.
This results in a 3-channel log-Mel spectrogram that captures
various frequency details, serving as a comprehensive feature
representation for the CMI task.

The log-Mel spectrograms are computed as follows. The
Short-Time Fourier Transform (STFT) is performed on the
audio signal, segmenting it into overlapping frames and pro-
viding a spectrogram representation of the signal’s frequency
content over time. Mathematically, the STFT of the input
signal x[n] is expressed as

X(m, f) =

∞∑
n=−∞

x[n] w[n−m] e−j2πfn, (1)

where X(m, f) denotes the STFT at a specific time index
m and frequency f , with w[n−m] representing the window
function applied to the signal. The outcome of the STFT is a
two-dimensional representation of the signal x[n], XXX of size
T × F , with T denoting the number of temporal samples
(i.e., overlapping frames) and F standing for the number of
frequency bins. XXX is referred to as the spectrogram of signal
x[n], having as elements the magnitude of the STFT.

Following the STFT, the frequencies are transformed onto
the Mel scale to produce the Mel spectrogram. This involves
converting linear frequencies to the Mel scale using the
expression

Mel(f) = 2595 · log10
(
1 +

f

700

)
. (2)

Then, a series of triangular filters based on these Mel frequen-
cies are applied to the magnitude spectrum of the STFT. The
Mel filter bank is denoted by a two-dimensional matrix HHH

of size F × K, where K is the number of triangular filters.
The triangular Mel filters, each centered at a Mel frequency
corresponding to a pitch p, are defined as

HHHp(f) =


f−fp−1

fp−fp−1
for fp−1 ≤ f < fp

fp+1−f
fp+1−fp

for fp ≤ f < fp+1

0 otherwise,

(3)

where fp = Mel−1(p) represents the center frequency of the
filter corresponding to pitch p, and fp−1 and fp+1 are the
center frequencies of the immediately adjacent filters.

Finally, the Mel spectrogram is converted into a log-Mel
spectrogram by applying a logarithmic transformation to its
values

Log-Mel Spectrogram = LLL = ln(XXXHHH + ϵ), (4)

where ϵ is a small constant added to prevent zero values. This
logarithmic transformation mirrors the logarithmic nature of
human loudness perception, ensuring that the resulting log-Mel
spectrogram closely aligns with human auditory processing.

Visual content. This stage involves extracting video frames
and preprocessing them by resizing them to a predefined size
of 256× 256× 3. Here, we use the raw video frames without
performing any feature extraction, such as PRNU analysis.

B. Unimodal Classification Methodology

Let us consider a scenario where a pattern needs to be
assigned to one of the classes {Cc}Cc=1. Furthermore, let
{γγγm}Mm=1 be the set of random variables whose instances
represent data samples of the mth modality. We denote the
instances of the mth modality as {γγγ(n)

m }Nn=1.
Furthermore, let ◦ be the function composition. If the

classification system of the mth modality is realized by a
neural network of L layers, we can denote its output activation
as

aaa(n)[L]
m =

(
f
[L]

WWW
[L]
m

◦ f [L−1]

WWW
[L−1]
m

◦ · · · f [1]

WWW
[1]
m

)
(γγγ(n)

m ), (5)

where WWW
[l]
m and f

[l]

WWW
[l]
m

are the parameters and the activation
function of the lth layer, respectively.

Consider the collection of parameters belonging to the
Lth layer where each element is associated with the c′th
classification node {wwwc′,[L]

m }Cc′=1. Also, let exp(·) be the ex-
ponential function. When the output activation function f [L]

is the softmax function, the classification probabilities of the
c′ classification node are given by

Pr(Cc′ | γγγ(n)
m ; wwwc′,[L]

m ) =

exp

(
www

c′,[L]
m

⊤
aaa
(n)[L−1]
m

)
∑C

c=1 exp

(
www

c,[L]
m

⊤
aaa
(n)[L−1]
m

) .

(6)
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Figure 1. Flowchart depicting the CMI using only the audio content.

Figure 2. Flowchart depicting the CMI employing frames extracted from video sequences.

In addition, the classification probabilities of the nth sample
γγγ
(n)
m related to the mth modality are given by

ppp(n)[L]
m =


Pr(C1 | γγγ(n)

m ; www
1,[L]
m )

Pr(C2 | γγγ(n)
m ; www

2,[L]
m )

...
Pr(CC | γγγ(n)

m ; www
C,[L]
m )

 ∈ RC . (7)

In the remaining analysis, for simplicity, the superscript [L] is
omitted. Given the samples {γγγ(n)

m }Nn=1 of the mth modality,
we obtain

PPPm = [ppp(1)m , ppp(2)m , . . . , ppp(N)
m ] ∈ RC×N . (8)

Loss function. Let TTT = [ttt(1), . . . , ttt(N)] ∈ RC×N be the
matrix of target variables. The (c′, n) element of TTT is denoted
by t

(n)
c′ . The target vector ttt(n), that corresponds to the sample

γγγ
(n)
m , adheres to the one-hot encoding scheme. In this scheme,

if γγγ
(n)
m belongs to class Cc′ , the target vector ttt(n) has zero

elements except for the c′th element, which is set to one. In
the proposed framework, the cross-entropy loss

E
(
{γγγ(n)}Nn=1, {WWW [l]

m}Ll=1

)
= −

N∑
n=1

C∑
c′=1

t
(n)
c′ ln [ppp(n)m ]c′ , (9)

is used by the mth classification system.
Unimodal Training Our objective is to identify the camera
model of each video within the VISION dataset. This task is
treated as a classification problem, where each class in {CC

c=1}
refers to the IDs in Table I, with C = 25. Each video is
characterized by a single audio file and multiple video frames
prepossessed following the guidelines in Section IV-A. The
audio files are related to the audio content modality (m = 1),
while the video frames are associated with the visual content
modality (m = 2). Given this distinction, two separate CNNs
are trained, one for each modality.

To classify the audio files into one of the classes {C 25
c=1}, a

ResNet18 model [26] is utilized. The nth audio file, denoted
by γγγ

(n)
1 , is assigned a vector of classification probabilities

represented by ppp
(n)
1 . Figure 1 depicts the flow chart of the

CMI using only the audio content.
Similarly, to classify the video frames into one of the classes

{C 25
c=1}, a ResNet50 [26] model is utilized. The nth video

file, denoted by γγγ
(n)
2 , is assigned a vector of classification

probabilities represented by ppp
(n)
2 . As the ResNet50 model

computes a probability vector for each video frame, ppp(n)2 is
calculated as the average probability vector of all frames of
the nth video. Figure 2 depicts the flow chart of the CMI using
only the video content.
Unimodal Testing Procedure. The predicted classes of each
sample {γγγ(n)

m }Nn=1 are given by

cccm = [C1
m, C2

m, . . . , CN
m ]⊤ ∈ RN , (10)

where
Cn
m = argmax

c=1,...,C

[
ppp(n)m

]
c
, (11)

is the predicted class of the nth sample with Cn
m ∈ {CC

c=1}.

C. Multimodal Classification Methodology
Multi-modal deep learning has demonstrated effectiveness

in previous studies [27], [28]. Here, we utilize the product
and sum rule for late fusion [11]. Note that late fusion occurs
subsequent to training classification models, which are utilized
to generate classification probabilities for each sample. The
product rule is given by

PPP prod = PPP 1 ⊙PPP 2 ⊙ · · · ⊙PPPM ∈ RC×N , (12)

where ⊙ denotes the Hadamard, element-wise, product. The
sum rule is given by

PPP sum = PPP 1 +PPP 2 + · · ·+PPPM ∈ RC×N . (13)
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Testing Procedure. After performing late fusion, the predicted
class for each sample in {γγγ(n)

m }Nn=1 is determined by applying
(11) to PPP prod or PPP sum. This process yields the classification
results obtained using the product or sum rule, respectively.

V. EXPERIMENTAL EVALUATION

Table II summarizes the results when the visual and the
audio content are used separately. As can be seen, the mean
accuracy using visual content in the Native, WhatsUp, and
YouTube is 88.24%, 69.43%, and 71.77%, respectively. When
audio content is used, the mean accuracy in the Native,
WhatsUp, and YouTube is 93.99%, 91.11%, and 91.89%,
respectively.

TABLE II. ACCURACY (%) RESULTS USING VISUAL AND AUDIO CONTENT

Visual-ResNet-50 Audio-ResNet-18

Native WhatsApp YouTube Native WhatsApp YouTube

Fold 0 88.31 67.53 77.02 96.10 93.50 91.9
Fold 1 85.70 83.11 72.97 94.80 90.90 93.24
Fold 2 89.60 63.63 77.02 90.90 88.31 95.94
Fold 3 89.47 68.42 63.51 93.42 94.73 82.43
Fold 4 88.15 64.47 78.37 94.73 88.15 95.94

Mean
± StD

88.24
± 1.4

69.43
± 7.07

71.77
± 5.44

93.99
± 1.76

91.11
± 2.66

91.89
± 4.98

Table III summarizes the results achieved by applying late
fusion on the outcomes obtained by the classifiers related to
the visual and audio content. The late fusion uses the product
or sum rule described in Section IV-C. As can be seen, the
mean accuracy using the product rule in the Native, WhatsUp,
and YouTube is 97.64%, 92.93%, and 95.59%, respectively.
When the sum rule is used, the mean accuracy in the Native,
WhatsUp, and YouTube is 96.33%, 93.72%, and 93.77%,
respectively.

TABLE III. ACCURACY (%) RESULTS USING THE PRODUCT AND SUM
RULE

Product Rule Sum Rule

Native WhatsApp YouTube Native WhatsApp YouTube

Fold 0 97.40 94.80 95.94 97.40 96.10 94.59
Fold 1 97.40 94.80 94.59 96.10 96.10 93.24
Fold 2 98.70 93.50 95.94 97.40 90.90 97.29
Fold 3 97.36 94.73 90.54 94.73 97.36 86.48
Fold 4 97.36 86.84 95.94 96.05 88.15 97.29

Mean
± StD

97.64
± 0.52

92.93
± 3.08

95.59
± 0.52

96.33
± 0.99

93.72
± 3.56

93.77
± 3.97

Comparing the results in Tables II and III, when the product
rule performs the fusion, the mean accuracy in the Native,
WhatsUp, and Youtube is improved by 9.4%, 23.5%, and
23.82%, respectively. When the sum rule performs the fusion,
the accuracy results in the Native, WhatsUp, and YouTube
are improved by 2.34%, 2.61%, and 1.88%, respectively. In
summary, combining the classification probabilities obtained
from visual and audio content demonstrates a promising
improvement in classification performance.

Next, we study the null hypotheses:
• H0,1: The classification performances achieved by the

two fusion rules are equivalent.

TABLE IV. MCNEMAR’S p-VALUES TO EVALUATE THE NULL
HYPOTHESIS H0,1

Folds Native WhatsApp YouTube

Fold 0 0.0 1.0 1.0
Fold 1 1.0 1.0 1.0
Fold 2 1.0 0.5 1.0
Fold 3 0.5 0.5 0.3
Fold 4 1.0 1.0 1.0

• H0,2: The classification performance achieved solely with
visual content is equivalent to that achieved with the
product rule.

• H0,3: The classification performance achieved solely with
audio content is equivalent to that achieved with the
product rule.

We have significant evidence or highly significant evidence
against H0,i, for i = 1, 2, 3, when the p-value falls within the
range [0.01, 0.05] or [0, 0.01], respectively. When p-value is
greater that 0.05, we have not a significant evidence against
H0,i, for i = 1, 2, 2. Here, p-values are computed by applying
McNemar’s significance test [29] [30].

TABLE V. MCNEMAR’S p-VALUES TO EVALUATE THE NULL HYPOTHESES
H0,2 AND H0,3

Visual-ResNet-50 Audio-ResNet-18

Native WhatsApp YouTube Native WhatsApp YouTube

Fold 0 0.023 10−5 0.001 1.0 1.0 0.371
Fold 1 0.007 0.026 0.001 0.617 0.248 1.0
Fold 2 0.044 10−5 0.001 0.041 0.133 0.479
Fold 3 0.041 10−5 10−5 0.248 0.617 0.007
Fold 4 0.045 10−4 0.002 0.617 1.0 0.479

Table IV summarizes the computed p-values for H0,1.
Most of the p-values exceed the predetermined significance
threshold, so we lack significant evidence against H0,1. Ta-
ble V summarizes the computed p-values for H0,2. It is
evident that we have significant evidence against H0,2. Table V
summarizes also the computed p-values for H0,3. Most of the
p-values exceed the predetermined significance threshold, so
we lack significant evidence against H0,3.

VI. DISCUSSION AND FUTURE WORK

Unlike [24] which analyzes smaller segments (patches)
extracted from video frames and log-mel spectrograms, our
framework utilizes the entirety of these data sources for
prediction. While this difference in the prediction process
prevents a direct comparison, we still report the accuracy
results achieved by [24] to provide a general sense of our
framework potential.

The proposed framework achieves a mean accuracy of
76.31% and 92.33% when the visual and audio content is
used, respectively, in Table II. The mean accuracy is computed
across the categories Native, WhatsApp, and YouTube. The
corresponding accuracies in [24] for the visual and audio
content are 74.84% and 67.81%, respectively.

Regarding the fusion results returned by the proposed
framework, the best mean accuracy across the Native, What-
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sApp, and YouTube categories in Table III is 95, 38%. The
latter accuracy is achieved by the product rule. The corre-
sponding accuracy in [24] is 95.27%.

Both unimodal and bimodal classification indicate the po-
tential of our approach for CMI, with the product rule demon-
strating better performance than the sum rule. The superior
performance of the product rule can be attributed to the higher
joint probabilities generated when all modalities align, as
observed in the mean results presented in Table II.

Future work will focus on various key areas to further
analyse our framework. The robustness of the framework
can be investigated on different levels of noise. Possible
overfitting issues can be analyzed by performing training with
more lightweight models [31]. Other datasets that contain
more recent devices, like the FloreView dataset [32], can be
employed to evaluate the proposed framework.

VII. CONCLUSION

CMI holds significant importance in multimedia forensic
applications. This paper introduces a framework capable of
device identification using audio, visual content, or a com-
bination of both. CNNs are employed to address the device
identification problem as a classification task. Experimental
evaluation demonstrates a promising classification accuracy
when independently using audio or visual content. Addition-
ally, combining audio and visual content may lead to notable
enhancements in classification performance, suggesting a po-
tential area for further research.
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