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Abstract—The bottleneck of security monitoring is often the huge
amount of signatures, which are useless but consume computation
power and time. Therefore, the signatures have to be set more
accurate for the systems, which should be protected. In this paper,
a new approach is presented, which is able to detect more efficient
the service and software running on a server. This knowledge
helps to select the relevant signatures for the security monitoring,
which leads to a more efficient usage of the system’s resources.
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I. INTRODUCTION

Security threats are a challenge for every IT infrastructure.
To deal with this threat, there are a lot of different approaches
introduced in the past. In general there are three different
categories of detection: signature based, anomaly or behavior
based, and visualization based [1]. In real world scenarios, only
signature based detection systems are widely used, because of
the low rate of false positive alarm messages. The anomaly
based detection is often used in research or at anti malware
companies as this method leads to the detection of new and
unknown attacks and malware software. Last but not least, the
visualization of system behavior to recognize are at most used
in network operation centers with the focus on detection of
network anomalies.

In the following, the paper focuses on signature based
detection systems. The main drawback of these solutions is that
they have to carry all the signatures, such as the ones from the
actual threats and all the past signatures. The reason for this is
that is is possible that an attacker to use an old vulnerability
to penetrate a system, e.g., the system administrator installs an
older vulnerable software or the outdated exploit is functional
in other constellations as well.

In intrusion detection systems, i.e., Snort [2], there are
tens of thousands of rules for different attack and intrusion
scenarios [3]. A similar situation is visible in the analysis
of virus scanners. There are at the moment more than ten
million signatures, which can detect viruses, trojan horses or
other malware [4]. These signatures are defined by analyzing
software and attack behavior, e.g., the communication of a bot
software with its command and control server.

On one side, it is pleasing that the security scanners support
a widespread malware detection but on the other hand, the
scanners have to scan through this huge amount of signatures
to evaluate a threat. By implication, the more signatures are
added to the scanners databases the slower it works. This leads
to the paradox situation that security officers have to pick only
the signatures they hope to be the most critical ones. But how

should they know? As the other signatures are not activated
they cannot find anything related to the deactivated signatures.

To deal with this problem, this paper proposes a new
concept of choosing signatures in security monitoring. This
paper focuses without loss of generality at most parts network
security monitoring. In other parts of the security monitoring,
the knowledge acquisition, e.g., the system recognition, differs,
whereas the underlying ideas remain the same. First of all, it
is important to know which systems are running and what
services they offer. This information is very important for the
second step. In this step, the systems are categorized, which
enables the possibility to choose only these signatures, which
are related to this category, e.g., if there is an apache web
server running, only the signatures related to apaches or/and
web servers are activated.

The rest of the paper is structured as follows. In the
next Section II we take a look at different methods to gain
information about a system. These methods are combined in
Section III. The results of this service detection is discussed
in Section IV. At the end, Section V gives a short conclusion
and an outlook on next steps.

II. METHODS OF SYSTEM AND SERVICE DETECTION

In general, there are four different methods to detect
systems and services [5]. On one side, there are passive
methods and on the other hand, there are active methods.
In both categories, there are intrusive methods and also non
intrusive ones. In the following, these methods are presented.

A. Active and intrusive asset detection
The active methods are used by administrators, who di-

rectly want to know something about a system and therefore
scans the system. By using intrusive methods, the adminis-
trators take advantage of the fact that every system contains
bugs and security holes. These bugs are mostly unique, so
it is possible to determine, what is currently running. For
example, if you are able to exploit the vulnerability CVE-2015-
0929 [6], than it is clear that the system is a SerVision HVG
Video Gateway with firmware before 2.2.26a78. With more
knowledge it is possible to examine more precisely the used
firmware or software version.

A collection of usable exploits is for example the metas-
ploit framework [7], which includes in total several thousands
of different exploits.

The main drawback is that the usage of vulnerabilities is a
very high risk for the system, which should be scanned. Very
often, vulnerabilities leads to service faults or crashes. On the
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other hand, for every administrator in charge of security it
should be best practice to patch a vulnerable system as soon
as possible, so it is not impossible that after a short period of
time, this scanning method doesn’t get any results.

B. Active and non intrusive asset detection
In the other active method, the non intrusive active method,

the administrator scans a system by using port scanners like
nmap [8]. These scanners send some predefined network pack-
ets to the other system and wait for the response. Because there
are some differences in the implementation between different
operating systems, it is possible to determine the fingerprint
of each system by analyzing the response packets. With this
method, regular scans can be performed also to detect changes
in the configurations, e.g., via the tool Dr. Portscan [9].

With this method, it is possible to determine, what services
are running on a specific system, but as there are in general
no differences between the versions in regard of the way of
response, it isn’t possible to determine the correct version of
a service or operating system. Often there are hello messages
from the services, in which they identify themselves, but this
information can be set by the local administrator without any
side effect and is therefore not trustworthy.

But as pointed out by Mäurer in [10], also port scans can
be hazardous for servers, particularly if the port scan is done
very fast, e.g., with the tool masscan [11] or Zmap [12], which
is able to scan a system with more than 10 Gbps.

C. Passive and non intrusive asset detection
In opposite to active methods, the passive methods use only

data, which can be measured in the communication path, e.g.,
at a router or switch. The common way is to use flow records
based on the netflow protocol to determine, which host has
a connection to other systems [13]. In general, flow records
don’t contain any information about the services, but with
some assumptions it is possible to determine, what kind of
service is hosted on a system. For that, it is helpful that the
Internet Assigned Numbers Authority (IANA) reserved a huge
amount of ports for specific programs, e.g., in Transmission
Control Protocol (TCP) port 22 for the Secure Shell (SSH)
service. If there is a connection between two hosts with port
22 involved, the probability is very high that there is really a
SSH server running on one host.

This method has no effect on the connection or the avail-
ability of the service. On the other hand, it is only possible to
detect services and systems, which are really communicating.

A very interesting challenge is to determine which operat-
ing system is running on one specific system. Therefore, it is
needed to know, which update server are normally used in a
environment. In general, the update servers of the Microsoft
Windows operating system are in the IP range 65.55.0.0/16,
so if one finds a connection between a system and these IP
addresses and there is more traffic visible than only a port
scanning, then it is likely a Windows system. A little bit
more complicated is, if you have on Windows side some
Windows Server Update Services (WSUS) running or you have
Linux systems, which have possibly different update repository
servers installed, or you have systems, which are never or only
offline updated.

As there are many services, which have their one update
servers, it is possible to have a huge list of potential update
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Figure 1. Venn diagram of service detection.

communication, which helps to verify the analysis of the other
flow record communication. But it is not possible to determine
the version of the used software, as this information isn’t
transmitted anywhere.

D. Passive and intrusive asset detection
The other possibility to use passive methods is the passive

intrusive asset detection, which is done in general via deep
packet inspection. In the deep packet inspection, the content
of the communication packets are inspected, which enables a
very detailed analysis of the communication partners, under
the constraint that the communication isn’t encrypted with a
strong cipher [14]. Similarly, to the port scanners, also at the
deep packet inspection it is possible to use some fingerprints to
connect the observed communication with a specific service.

This method has no effect on the connection or the avail-
ability of the service. On the other hand, it is only possible to
detect services and systems, which are really communicating.

As already mentioned, it is difficult to handle encrypted
data, but in some cases there are some hints inside the packets,
which enable the classification of the traffic without the knowl-
edge about the content of the messages. Furthermore, there
are especially in the German and European countries legal
constraints in regard of privacy, which don’t allow providers
to analyze the content of a communication [15].

III. VULNERABILITY MANAGEMENT FOR RULES
CREATION

As mentioned before, the most exact method to determine
the right type and version of a software is the vulnerability
scan, which leads unfortunately sometimes to a system insta-
bility. On the other hand, flow record analysis in combination
with deep packet inspection enables to detect the fewest
amount of software type and in general no version information.
But because of routing or firewall restrictions it is most likely
that the active scanners are not able to reach any system or
service in a network, as passive scanners can only see services,
which are used in the detection time frame. Figure 1 shows
the overall set of problems in the detection rate.

The biggest challenge in passive detection is that there is
no correlation, which enables the administrators to connect
the observation of a used connection with the corresponding
service. Therefore, we propose the usage of vulnerability
scanners to improve the detection on flow record basis. This
is achieved with the following steps.

In a first step, all systems are scanned with a vulnerability
scanner with a small and controlled rule set. This leads to a
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list of services and systems, which is reliable. At this point, it
is very important that the exploits, which are used in this step,
are very well tested to minimize the risk for the connected
systems. Furthermore, it is helpful, if the used exploit is not
very old. Otherwise, most systems and services are patched by
the local administrators in the meantime. But as studies have
shown, even for well reported vulnerabilities as the POODLE
vulnerability [16], there are four months later even 25 percent
of the tested systems still not patched in a bigger university
research network [10].

This list of systems and services is now taken to feed
the flow record analysis step. From this time on, the flow
records of these systems are recorded. As even one service
on the host is well known, it is interesting to determine, if
the communication from this service can be made visible in
the flow records. On the other hand, it is possible to use
the knowledge of the deep packet inspection, which allows
to determine the used protocol, e.g., with the tool nDPI [17].
This tool is able to detect, for example if a Hypertext Transfer
Protocol (HTTP) protocol is used in the communication, even
if not the standard port 80 is used. As the deep packet
inspection is not able to determine the service, there could
be a Linux based Apache web server or a Windows based
IIS or other combinations by monitoring a HTTP connection.
Nevertheless, the deep packet inspection is very helpful to filter
the relevant flow records.

As the relevant flow records are now found, the next step
is to compare them in a way, to find some characteristics. So
it is noticeable that the response time of an IIS web server
is smaller as the same request on an Apache web server. So
it is possible to distinguish these two software products by
only looking at flow records. As the response time of a web
server is in general dependent from the amount of connections
per minute, there has to be at least a relationship between the
amount of connections and the response times. A fixed value
would not be adequate in this case.

Other criteria are the amount of responses to one request,
the size of the packets, the delay between packets or also the
first bytes of the content of the packet. Depending on the used
software, it is possible to detect it only with the usage of deep
packet inspection for the used protocol and also flow records
for the characteristics.

IV. USING DETECTION RESULTS

The results in the detection stage can now be used for
the security monitoring. On one side, it is now possible to
improve the security incident management [18], by providing
more information about a system and the possible break in. On
the other hand it is also possible to reduce the total amount of
signatures, which are to be used in the security monitoring.

If only the necessary signatures are used, it is possible
for a security administrator to use in total more signatures on
the same hardware, which leads to total increase of overall
security.

In most environments, security monitoring, e.g., network
intrusion detection, is done by splitting the traffic on several
monitoring points. Mostly the separation is done on port based
rules, so all traffic on port 80 is analyzed at one security
monitoring point, while the traffic on port 22 is analyzed on
another monitoring point. This method is not working very

well for huge heterogeneous networks, as not every web server
is running on port 80 or 443. The proposed service detection
leads to a more exact assignment of systems to monitoring
points.

To reach this, all traffic is classified with the above
presented method. As the classification allows to determine
the exact service, the security monitoring can be adjusted
accurately fitting. On the other hand, the monitoring of the flow
records and also the deep packet inspection for the protocol
detection is not very expensive for monitoring systems.

A very important aspect is, that in regular intervals new
vulnerabilities and therefore new classifications are put into
account. Due to software updates or changes in protocols
and implementations, it is possible that the characteristics are
changing.

The main drawback of this approach is the delay until
new rules and assignments can be activated. Furthermore, flow
records are generally exported regularly after a short amount
of time from the switch and analyzed offline, so there is also
a measurable delay. A solution could be to transform the
approach to a northbound controller application in Software
Defined Networks (SDN). There is the possibility that the
export of flow records is not needed anymore, as the detection
is done by a northbound application at the network controller.
This can reduce significantly the delay of the analysis step. But
besides from the improvements of using SDN, it is in general
unusual that systems and services change very often. Often,
there are only small deltas in regard of the different usage of
systems, which indicates that the delay is not very important
in real world scenarios.

V. CONCLUSION AND OUTLOOK

In this paper, a new approach for the assignment of
signature based security monitoring is proposed. This propose
was based on the knowledge of vulnerabilities to create rules,
which are applicable for flow record detection. This allows
administrators to improve the security monitoring of their
domain.

In the next steps,we need to define how vulnerabilities,
which are used in this approach for crosschecking the results
in the rule creation phase, can be processed in an automatic
manner. Furthermore, there have to be discovered more charac-
teristics of different services, which allow to use this approach
in a wider domain.
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