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Abstract— This paper describes a turbo decoder for Long
Term Evolution (LTE) standard, release 8, using a Mx Log

MAP algorithm. The Forward Error Correction (FEC) b lock

dimensions, as indicated in the standard, are inseda range of
40 to 6144 bits. The coding rate is 1/3, the punaing block not

being taken into discussion here. The number of tioo

iterations is variable, but in this study it was usally set to 3.

The turbo decoder is implemented on a Xilinx Virtex5

XC5VFX70T Field Programmable Gate Array (FPGA).

Keywords- turbo codes; Max Log MAP decoder; FPGA
implementation; LTE standard.

l. INTRODUCTION

LTE interleaver provides support for the paraligfian of
the decoding process inside the algorithm, takiuhgaatage
on the main principle introduced by turbo decodirg, the
usage of extrinsic values from one turbo iteratmanother.

This paper presents an efficient solution for thediware
implementation of a Convolutional Turbo Code (CTQE
decoder. The optimization indicators refer to tisedilogic
area and to the obtained decoding speed. Alsoetled bf
performances degradation introduced by the finigigion
representation is taken into account when sele¢tiadinal
implementation solution.

The paper is organized as follows. Section Il dbssrthe
LTE coding scheme with the new introduced interézav

The discussions around the channel coding theorng we Section Ill presents the decoding algorithm. Int®eclV,

intense in the last decades, but even more intaresind
this topic was added once the turbo codes weredfdayn
Berrou, Glavieux, and Thitimajshima [1][2][3].

At the beginning of their life, after proving thétained
decoding performances, the turbo codes were intexlin
different  standards as recommendations,

the implementation solutions and the proposed degod
scheme are discussed. Section V presents areapaed s
results obtained when targeting a XC5VFX70T [8]pchih
Xilinx ML507 [9] board; it also provides simulatioturves
comparing the results obtained when varying the tmos

whildmportant decoding parameters. Section VI presietdinal

convolutional codes were still mandatory. The reaso conclusions and the future perspective of thisystud

behind this decision was especially the high comipleof
turbo decoder implementation. But the turbo codesame
more attractive once the supports for digital pssagg, like
Digital Signal Processor (DSP) or Field Programradbate
Array (FPGA), were extended more and more in teofns
processing capacity. Today the chips include déelica
hardware accelerators for different types of tudecoders,
but this approach makes them standard dependent.

The Third-Generation Partnership Project (3GPP)ig4]
an organization, which adopted early these advanodihg
techniques. Turbo codes were standardized fromfithe
version of Universal Mobile Telecommunications &yst

II.  LTE CODING SCHEME

The coding scheme presented in 3GPP LTE specditati
is a classic turbo coding scheme, including twostiturent
encoders and one interleaver module. It is destribd-ig.

1. One can observe at the input of the LTE turbzodar the
data blockC,. The K bits corresponding to this block are
sent as systematic bits at the output in the st&arm the
same time, the data block is processed by the first
constituent encoder resulting parity bi%, while the
interleaved data bloclkC’y is processed by the second

(UMTS) technology, in 1999. The next UMTS re|easesconstituent encoder resulting parity bitg. Combi.ning_the
(after High Speed Packet Access was introducedpdadd Systematic bits and the two streams of parity bite

support for new and interesting features, whildducoding
remained still

[5][6], not significant as volume, but important e@ncept.

While keeping exactly the same coding structureiras

UMTS, 3GPP proposed for LTE a new interleaver seghem
Valenti and Sun presented in [7] a UMTS dedicatetd

unchanged. Some modifications were$s Zu, £'1, Xo, Zo, L'y, .

introduced by the Long Term Evolution (LTE) stardiar

following sequence is obtained at the output ofg¢heoder:
o Xy Ziy Z'ke

At the end of the coding process, in order to dbaek
the constituent encoders to the initial state, shgtches
from Fig. 1 are moved from position A to B. Sinbe final
states of the two constituent encoders are differen
depending on the input data block, this switchingcpdure

decoding scheme. Due to the new LTE interleavee thWill generate tail bits for each encoder. Thesklias have
decoding performances are improved compared wieh tht© be transmitted together with the systematic jgamity bits

ones corresponding to UMTS standard. Moreover nte
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resulting the following final sequenc¥.1, Zx+1, X2, Zi+2,
xk+3! Zk+3y X,k+1y Z’k+1y X,k+21 Z,k+21 X,k+3y Z’k+3-
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Figure 1. LTE CTC encoder.

As mentioned before, the novelty introduced by lth&
standard in terms of turbo coding is the interleanedule.
The output bits are reorganized using

C =C

1 T

(i)’ i:1,2,...,K y (1)

where the interliving functiom applied over the output
indexi is defined as

(i) = (f, @+ f, %) modK . 2
The lengthK of the input data block and the paramefers
andf, are provided in Table 5.1.3-3 in [5].

I1l.  DECODINGALGORITHM

The LTE turbo decoding scheme is depicted in Fig.h#
two Recursive Systematic Convolutional (RSC) decodee
using in theory the Maximum A Posteriori (MAP) atijom.
This classic algorithm provides the best
performances, but it suffers from very high impleragion
complexity and it can lead to large dynamic range ifs
variables. For these reasons the MAP algorithnséias a
reference for targeted decoding performances, vibileeal

implementation new sub-optimal algorithms have been

studied: Logarithmic MAP (Log MAP) [10], Maximum kgo
MAP (Max Log MAP), Constant Log MAP (Const Log
MAP) [11], and Linear Log MAP (Lin Log MAP) [12].

For the proposed decoding scheme, the Max Log MAPb
the

algorithm is selected. This algorithm reduces
implementation complexity and controls the dynamsinge
problem with the cost
degradation, compared to classic MAP algorithm. Ta
Log MAP algorithm keeps from Jacobi logarithm otihe
firstterm, i.e.,

max*(x,y)=In(e* + & )= 3
max(x,y)+ In(+ €Y k= maxk y )
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of acceptable performances
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Figure 2. LTE turbo decoder.

The LTE turbo decoder trellis diagram contains d&est.
Each diagram state permits 2 inputs and 2 outplite
branch metric between the stagand§ is

v =V (%) X (1) + A (2) (1, §), (4)
whereX(i,j) represents the data bit ad,)) is the parity bit,
both associated to one branch. Algd (Zk)is the Log

Likelihood Ratio (LLR) for the input parity bit. \im Soft
Input Soft Output (SISO) 1 decoder is taken intecdssion

this input LLR is A (Zk), while for SISO 2 it becomes

A (Zk) ; V(XJ=V1(X) represents the sum betwesh( X, )
and Wy for SISO 1 and \X)=V.(X'y) represents the
interleaved version of the difference betwef(X,) and
W(X,) for SISO 2. In Fig. 2, W) is the extrinsic
informationand A (X, ) and AJ (Xk) are the output LLRs

generated by the two SISOs.
In the LTE turbo encoder case, there are 4 possiiles
for the branch metrics between 2 states in thhstrel

decoding

o =0
V1=V(xk)

_ ()
Yo =N (Zk)

ve =V (X )+ A (Z).

The decoding process is based on going forward and
ackward through the trellis.
A. Backward recursion

The trellis is covered backward and the computed
metrics are stored in a normalized form at eacherafdhe
trellis. These stored values are used for the LLR
computation at the trellis forward recursion. Thackward
metric for theS state at thek” stage is £,(S), where

2<k<K+3 and 0<i<7. The backward recursion is
initialized with By,5(S) =0 and By.3(S§)=0,0i>0.
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Starting from the stagk=K+2 and continuing through the A°(X )= max @A i- max (A} QD)
trellis until stagek=2, the computed backward metrics are (§-9)xx=1 (8- 9 %0

% = max i) 5+ L), (6 where “max” operator is recursively computed ovke t
'Bk(s) {wkﬂ(%l) i) ('3”1( $2) y”zj ©) branches, which have at the input a bit of 1

{(S - 9): >i<=1}0rabitof0{($ - §): XZO}-

where 4 (S) represents the un-normalized metric &d
and S, are the two states from stagel connected to the

state § from stage k. After the computation of IV. PROPOSEDDECODING SCHEME
B (S) value, the rest of the backward metrics areA. Block Scheme
normalized as Since one constituent decoder extrinsic outputsmmets

for the other, and because the interleaving ortdd@aving

_ ~ procedure is applied over data blocks, the opeyaigriods
A (S) = A ( S)_'Bk( 5) ) for the two constituent decoders are not overlapgéuls,
the decoding scheme can use a single constitueodde
and then stored in the dedicated memory. which operates time-multiplexed. The proposed sehém
. depicted in Fig. 3 and it is based on the previauask
B. Forward recursion presented in [13] for a WiIMAX CTC decoder. The meyno

During the forward recursion, the trellis is coueie the  blocks are used for storing data from one semadi@n to
normal direction, this process being similar witie tone another and from one iteration to another. SIS@alds the
specific for Viterbi algorithm. Now only the forwéhmetrics memory locations corresponding to () and

from the last stagek{l) have to be stored, in order to allow A' (Zk)vectors. The reading process is performed forward

the computation of the current stagk) (metrics. The and backward and it serves the first semi-iteratidhthe

forward metric for the stat§ at the stagéis a (S)with  eng of this process, SISO 2 reads forward and backw
O<k<K-1 and 0<i<7. The forward recursion is from the memory blocks corresponding to(X,) and

initialized with ay(S,)=0and a,(§)=0,0i>0. Starting A\’ (Zk) vectors in order to perform the second semi-

from the stage&k=1 and continuing through the trellis until iteration. _ _ _ .
the last stagé=K, the un-normalized forward metrics are ~ Vector Vi(XJ is obtained by adding the input vector
given by A (Xk) with the extrinsic information vector \X{). After

having the input data ready, SISO 1 starts the dlego
a.(Si)=max @ (S)+yy )@ S)+y , (8) process. At the output, the LLRs are available eetally,
k( J) { “ 1(51) . “ 1( SZ) '2} at 8 clock periods distance. Performing the sulbitriac

between these LLRs and the extrinsic valuesXyy(the
where§; andS; are the two states from staké connected | octor W,(X) is computed and then stored into its

to the state§ from stagek. After the computation of corresponding memory. The interleaving processdstesi
&, (S) value, the rest of the forward metrics are nornealiz and the re-ordered LLRs,{X’,) are stored in their memory,
as where the corresponding values for the 3 tail ¥its1, X'x+2,
X'k+3 are also added on the last memory locations. The
A N second semi-iteration can start at this point. Same SISO
a(S)=a(38)-a( 9)- (9 unit is used, but reading this time data inputsnfithe other
memory blocks. As one can see from Fig. 3, two g
Because the forward metries are computed for the mechanisms are included in the scheme. When inigodi,
stagek, the decoding algorithm can obtain in the same tim the memory blocks for ¥X,) and A'(Z,) are used, while
a LLR estimated for the data bitg. This LLR is found the j, osition 2 the memory blocks for ,X') and
first time by considering that the likelihood of eth i (o .
connection between the stefeatk-1 stage and the staB: A (Zk) become active.
at k stage is At the output of the SISO unit, after each senmiitien,
K LLRs are obtained. The ones corresponding to ¢cersi

AiLi)= ak_l(si)+yij + (sj ) (10) Semi-iteration are stored in thie) (Xk) memory, then they
are deinterleaved and finally they are stored ir th
The likelihood of having a bit equal to 1 (or O)wben the /\g(xk) memory. Subtracting from these deinterleaved

Jacobi logarithm of all the branch likelihoods esponds to | | Rs the values of MX) vector, the extrinsic information
1 (or 0) and thus: W(X,) is obtained. Also, if the decoder perforthe last
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Figure 3. Proposed turbo decoder block scheme.

second semi-iteration, the hard decision is made these
deinterleaved LLRs, resulting this way the decobiés

In the second stage, a pipe-line multiplier is u$ed
obtaining the result of the multiplication betweigex i

In order to be able to handle all the data blockand the first stage resulted value. The productiltres

dimensions, the used memory blocks have 6144 st
(this is the maximum data block length), except times

storing the input data for RSCs, which have 61448 +
locations, including here also the tail bits. Eankmory

locations is 10 bits wide, the first bit being usedthe sign,

the next 6 bits representing the integer part Aedast 3 bits
indicating the fractional part. This format was ided

studying the dynamic range of the variables (far ititeger

part) and the variations of the decoding perforrean(for

the fractional part).

B. The Interleaver

The interleaver module is used both for interleg\amd
deinterleaving. The interleaved index is obtainadda on a
modified form of (2), i.e.,

n(i) :{[(fl+ fz[ﬂ)mod K]i}mod K . (12)

In order to obtain both functions, either the ingata is
stored in the memory in natural order and thes iteiad in
interleaved order, either the input data is stomedthe
interleaved order and then it is read in naturdkeor Fig. 4
depicts the implementation solution for this module

As one can observe from Fig. 4, the interleavedind
computation is performed in three steps. Firstuhiee for

(f,+ f,M)modK is computed. This partial result is

multiplied by natural order indéxand then a new modul6
function is applied. In the first stage of this pess, the
remark that the formula is increased witHfor consecutive
values of indexi is used. This way, a register value is
increased with, at each new indeix If the resulted value is
bigger tharK, the value oK is subtracted from the register
value. This processing is one clock period longs treing
the reason why data is generated in a continuoumnena

S
—>

e

.
!

T

Figure 4. Proposed interleaver logic scheme.

(fitfo:i) mod K 0
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obtained after 13 clock periods and it is 26 bitdewIn the
third stage this result is compared with valuds, 2vith n
between 13 and 0. Less subtraction for computingutodk
function are performed this way, the total numbgclock
periods being reduced from 6124 to 13. At the ehthis
third stage the interleaved indexes are obtained.

C. The SISO module

The internal SISO scheme is presented in Fig. & €am
notice both the un-normalized metric computing kéoc
ALPHA (forward) and BETA (backward), and the trdiusi
metric computing block GAMMA, which in addition
includes the normalization function (subtract thetmas for
the first state from all the other metrics). Theblock
computes the output LLRs, which are normalized Iy t
NORM block. The MUX-MAX block selects inputs
corresponding to the forward or backward recursiom
computes the maximum function. The MEM BETA block
stores the backward metrics, which are computedrbéef
forward metrics. The metric normalization is reqdirto
preserve the dynamic range. Without normalizatitme
forward and backward metric width should be wideoider
to avoid saturation, which means more memory blockae
complex arithmetic (i.e., more used resources), lamer
frequency (as an overall consequence). Hence, iregltice
logic levels by eliminating the normalizing proceeludoes
not increase the system performances.

Vi(X)/
Vo)

N(z)
~(z)

—_—

/

StartTrell

Figure 5. Proposed SISO block scheme.
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The ALPHA, BETA, and GAMMA blocks are o QPSK, K=512
implemented in a dedicated way. Each metric comeding 10 e====3====zf=zz=zzzz:zzf:—= =====7
to each state is computed separately, not usingsénee P ]
function with different input parameters.

Consequently, 16 equations should be used foriti@ms
metric computation (2 possible transitions for ea€lthe 8
states from a stage). In fact, only 4 equationsnaexled [as 107
indicated in (5)]; moreover, from these 4 equationg of

1
10

o
them leads to zero value, so that the computatiefait is @ s
minimized for this implementation solution. 10 ¢ 3
V. IMPLEMENTATION RESULTS »4::::::::::::::::: JE N A 5 NSRRI
10 ]

A. Performances ]
The used hardware programming language is Very High S e i B i Bty

Speed Hardware Description Language (VHDL). For the 10 3 R 3
generation of RAM/ ROM memory blocks Xilinx Core SNR [dB]

Generator 11.1 was used. The simulations were eeit Figure 7. Decoding performances vs. number of iterations.
with ModelSIM 6.5. The synthesis process was dasiagu

Xilinx XST from Xilinx ISE 11.1. Using these toolshe Fig. 6 depicts the obtained performances when dixecu

obtained system frequency when implementing thehe decoding process of the same input data, imitef
decoding structure on a Xilinx XC5VFX70T-FFG1136ch precision and in finite precision. For finite preioin, as
is around 210 MHz. The occupied area is around 100fhentioned before, a 10 bit format was used, onéobithe
(8.92%) slices from a total of 11200, while thedid8Kb  sign, 6 bits for the integer part and 3 bits fog fhactional
memory blocks number is 32 from a total of 296. part. In these simulation&=512 bits, the used modulation
. . is QPSK, and the number of turbo iterations isc&

B. Simulations . . .

Fig. 7 depicts the performances improvement when th
~ The following performance curves were obtained@isin  number of turbo iterations is increased. One casente
finite precision Matlab simulator. This approach swa that after a certain number of turbo iterations dieeoding
selected because the Matlab simulator producesigxde  jmprovement is not significant anymore and thusatided
same outputs as the ModelSIM simulator, while thegecoded latency is not justified. In these simalaiK=512

simulation time is smaller. . bits, the used modulation is QPSK, and the numbéairbo
All the simulation results are using the Max Log A jterations is increased from 1 to 5.
algorithm, and the results are presented for diffetypes of Finally, Fig. 8 describes the decoding performances

decoding parameters variations. All pictures déscthe Bit  jmprovement when the data block size increases tifese
Error Rate (BER) versus Signal-to-Noise Ratio (SNR)simylations the used modulation is QPSK, the nundfer

expressed as the ratio between the energy pemdittfee  trho iterations is 3, and the data block lengtiea40,
noise power spectral density.

0 512, 3 iterations 0 QPSK, 3 iterations
10 SEE===s=sse====c==1 10 &
infinite precision | E
—<— finite precision | L F
-1 1 10 E
10 E
Py i 0L
107 L E
o E F
w F o
10 e
g - g 107
10 ¢ 3 E
s b S e\ 10 £
.4 I A T E
10 e
I = 10 e
77777777 L ) I E
5 I [ [ C
10 1 | 1 -
3 2 1 0 1 . N
SR [dB] SR [dB]
Figure 6. Finite precision vs. infinite precision. Figure 8. Decoding performances vs. block dimension.
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K=512, andK=6144. One can observe an improvement of2]
about 1.8 dB at BER = TObetween the smallest and the
biggest block size defined by standakd40 andK=6144).

(3]
VI. CONCLUSIONS ANDFUTURE WORKS (4
The most important aspects regarding the FPGAS]

implementation of a CTC decoder for LTE systemsewer
presented in this paper. Area and speed optimizatio
solutions have been proposed based on the spdeifimding 5
scheme. A very efficient method of increasing theck [6]
frequency was proposed, i.e., the normalizationratjmn 7]
from the ALPHA/BETA updating loop was removed from
that loop and distributed into the GAMMA block aatso
into the LLR computing block. Simulation and
implementation results were given for differentadéock  [8]
sizes and for different number of turbo iterations.

The perspective for a future work is to implemestap (9]
criterion in order to reduce the decoding latereyossible
solution is the stop the decoding iterations whemes
indicators are not changing from one iterationrtother.
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