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Abstract—The increasing functionality and capability of
current mobile robots is partially a result of an increased
number of sensors and actors. But this larger amount of
sensors and actors results in more communication between
the robot’s components. Nevertheless, mobile robots also have
to be lightweight, they have limited size and benefit from long
operation times. These constraints are limiting the choice of
components, which again can result in a situation where differ-
ent communication hardware has to be integrated. In general,
communication in robotic systems incorporates a lot of small-
sized messages of some bytes and messages of several kilobytes
but very few in between. Reconfigurable robots and multi-robot
systems also have some similarities to mobile ad-hoc networks
as their connectivity may change during operations. CoHoN is
a transparent, connection-based, publish/subscribe communi-
cation middleware for networks with heterogeneous hardware
which addresses the needs of communication in robotics. It
provides failure resiliance, multipath routing, quality-of-service
capabilities, and very low message overhead.
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I. INTRODUCTION

Communication in robotics takes place between compo-
nents of a robotic system (e.g., sensors, computers, actors)
and between different robots in a multi-robot system. The
communication can be heterogeneous in the hardware used
to communicate, and it can have a changing topology. Small
messages occur often in communication between compo-
nents of a robot, mostly as sensor values like joint positions,
desired angles, status messages, and control commands.
Thus, a low message overhead is crucial for efficiency
and bandwidth. Most middleware solutions used in robotic
software frameworks [1] do not take these into account.

The amount of data sent through a robotic network is often
not known when constructing and building a robot. Robots in
science have a long lifetime and adding additional hardware
and sensors in a later stage is not uncommon, resulting in
situations where the available bandwidth between the com-
ponents is too low. Changing the communication normally
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involves reprogramming the communication routines of the
software. A robotic system is composed of a large num-
ber of different electronic components, employing different
communication hardwares. Each communication hardware
provides a distinct set of capabilities (e.g., speed, latency,
reliability etc.).

Also, the network topology may change dynamically. This
happens in multi-robot-systems when one robot moves out
of range and also in single robots when communication
hardware fails or a reconfiguration of the system occurs. A
robotic network has a limited number of participating nodes,
typically in the range of 100 nodes, due to space and weight
restrictions.

Thus, a robotic communication middleware should oper-
ate with heterogeneous communication hardware and chang-
ing topology, but should require only a small message
overhead. CoHoN is based on these requirements.

Two components of a robot are sometimes connected over
more than one communication path. These cycles in the
communication graph could be used for load distribution
and increased failure resilience. CoHoN includes multipath
routing capabilities to exploit these possibilities.

II. RELATED WORK

Regarding communication, there are two types of robotic
control frameworks. Some are using available communica-
tion middlewares, and some include custom communication
abilities. In this overview only middlewares are covered that
are able to communicate within a distributed network in
contrast to a single device.

In the area of frameworks for robotics, supporting dis-
tributed computing an component-based infrastructure, ROS
(Robot Operating System) [2] and Microsoft Robotics De-
veloper Studio (MRDS) [3] are prominent solutions. A re-
quest and reply service is included in those two frameworks
among other features. The ROS framework uses mainly
publish/subscribe-based communication where messages are
attributed to some topics [4]. The communication in MRDS
is based on SOAP [5], which is a XML-based protocol built
on top of TCP/IP. Other robotic frameworks employ existing
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communication middlewares [1]. OROCOS [6] and Miro [7],
[8], e.g., are based on the CORBA middleware [9] while the
ORCA framework [10] uses ICE [11].

CORBA and ICE, designed for large scale networks,
have very low overhead compared to MRDS. But they still
carry a message header size of more than 10 byte at best,
hence they introduce a considerable overhead when sending
small messages like sensor values. For CoHoN we want to
avoid a centralized routing because this would introduce a
single point of failure. Also, we have to deal with changing
topology and different communication capabilities.

These requirements are solved by routing protocols de-
veloped for ad-hoc networks. An introduction and overview
is given in [12] and [13].

The routing algorithm developed for CoHoN is based
on directed diffusion [14] but is adapted from ad-hoc net-
working to the context of robotics. In [15] the directed
diffusion approach is extended towards multipath routing
and increased resilience against connection failures. Our
routing approach is similar, but is based on a one-to-many
instead of one-to-one communication paradigm.

III. BASIC CONCEPTS

CoHoN is based on a topic-based publish/subscribe com-
munication. Compared to other publish/subscribe variants,
the topic-based approaches offer limited expressiveness but
can be implemented very efficiently [4].

The messages sent by the publisher are called Topicltems
and consist of a sequence number, used to detect dupli-
cated and missing Topicltems, and the payload data. Each
Topicltem is attributed to exactly one topic. CoHoN will
integrate different kinds of communication hardwares into
one network, i.e., it acts as an overlay network protocol.
The Topicltems are routed by CoHoN at the interconnection
points. The routing is based on a virtual circuit network,
for each topic transfered between two neighbors a virtual
circuit or channel is set up. This greatly reduces the network
overhead on long-lasting subscriptions, as there is no need
to transfer a unique topic identifier together with each
Topicltem. The channels also allow Topicltem distribution
with quality of service (QoS) by reserving the required
resources during channel setup.

CoHoN uses a decentralized, request-based routing ap-
proach. Each subscription request is flooded through the
network. If a node can deliver the topic, it did not forward
the subscription request but returns an answer. The request-
ing node receives one or more answers from his neighbors
and then selects where to receive the Topicltem from. This
selection process continues towards the publisher.

Through this selection process a multicast tree is built
up, and thus the data does not have to be sent to each
subscriber separately. Although requesting a subscription
through flooding results in considerable network traffic, the
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benefit is that this procedure discovers all possible routes
and their properties in a completely distributed approach.

In robotics and many other applications, subscription re-
quests are predominantly issued when the system is started.
Later there are almost no additional subscription requests.
Moreover, the subscription traffic is assigned a very low
priority, thus it won’t interfere with the delivery of the
Topicltems. The routes may be saved to allow skipping the
initial subscription request phase along with its overhead at
the next startup. CoHoN also offers the possibility to disable
the automatic discovery completely and to set the routes
manually. There can be multiple paths between two nodes
in the network. To take advantage of these cycles, additional
connections can be appended to the multicast tree and used
for multipath routing or as backup paths. This is similar to
the braided multipath routing from [15].

In the following, the term “connection” is used for direct
connection between two nodes. The term “path” is used for
an indirect connection of two nodes, i.e., a path consists of
one or more connections.

IV. Topric ROUTING

To subscribe to a given topic with unique id 7, three steps
are executed. Between all connected nodes a point-to-point
connection is assumed.

1) The subscription request message (SubReq) is flooded
through the network. Included in the SubReq are the topic
id 7 and QoS constraints if required. A node receiving a
SubReq and not having any current information regarding
the topic forwards the SubReq to all connected nodes. It
then waits for an answer.

2) A node that can deliver the topic, i.e., the publisher
or a node being already part of the publication tree, sends
back a subscription-acknowledge message (SubAck) over
the reverse path if this path is able to comply with the given
QoS constraints. Otherwise, the node returns a subscription-
not-acknowledge message (SubNAck). The SubAck and
SubNAck messages are forwarded over the reverse path of
the SubReq message.

3) After receiving some SubAck messages over different
connections, the subscribing node has multiple possible
sources of the topic’s publications. The node then selects one
connection as the primary connection and reinforces it by
sending a ReinforcePrimary message. Only over reinforced
connections the actual publications will be forwarded. Each
node receiving a primary reinforcement acts likewise: select
a connection towards the publisher and send a Reinforce-
mentPrimary. The process terminates if the publisher or a
node on an already reinforced path is reached. The reinforce-
ment of a connection has to be renewed in regular intervals,
thus subscribers not anymore connected to the network will
be removed from the.

For steps 1 and 2, each communication direction is
treated separately. This allows to detect all available paths
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Figure 1. Different views on the same network with one topic

to the source even in cyclic topologies (Figure 2). Since the
information gathered at step two is cached at each node, at
most two SubReq and two SubAck/SubNack are exchanged
over each connection within the cache lifetime. By selecting
only one connection as the primary connection in step three,
a tree structure is defined. This primary tree of T is a
spanning tree, connecting all subscribers and the publisher
of 7. The publisher is the root of the tree and the Topicltems
are distributed downwards in the primary tree (Figure 1).

Topic-based routing allows to use different routes for
different topics of the same publisher. This is important to be
able to add Quality of Service (QoS) in a later stage. Two
topics of one publisher can be sent over different routes
to one subscriber. Important data, like control commands,
can be sent over real-time capable paths, while non real-
time data, like log data, may use another path one without
delaying the commands. The network traffic during subscrip-
tion flooding can be decreased by using routing information
already known by the nodes. Nodes, which are in the
publication tree may answer directly. Additionally, nodes
may cache the outcome of a request (received SubAcks or
SubNacks per connection) and directly answer new requests,
without further flooding. Moreover, the TopicID consists of
two parts, a PublisherID and a topic number, thus routing
information of other topics of the same publisher can also
be used to limit the flooding of subscription requests.

To archive resilience against broken connection additional
connections might be attached to the primary tree. These
backup connections, called secondary connections, are re-
inforced by ReinforceSecondary messages. The secondary
reinforcements continues towards the publisher until the
primary tree, another secondary connection or the publisher
is reached. Each node is aware of its depth in the primary
tree from the subscription phase, this information is used to
ensure the correct direction of the secondary path.

Secondary connections might be used in different ways:

As backup path: The connection is not used until the
primary connection breaks. The breakdown is detected either
by the driver layer or because a periodic transmission has
been missing for some time. However, the latter is only
possible for periodic transmissions, which are quite common
in the sensor domain. When a breakdown is detected,
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the node selects one of the secondary connections as the
new primary connection. The selection is communicated by
sending a ReinforcePrimary message.

As auxiliary path: The secondary connection may help
to detect lost topic items. For this, so-called TopicStubs are
send via the secondary connections. A TopicStub contains
only the most recent sequence number the sending node has
seen. The node receiving the TopicStub is then able to detect
lost topic items and either asks for a retransmission or selects
the secondary connection as new primary connection. The
use as auxiliary connection is especially suited for aperiodic
and large messages, €.g., environment maps.

As alternative path: The secondary connection may be
used as alternative connection if the primary connection is
congested. This is also known as multipath routing.

V. MULTIPATH ROUTING

When CoHoN determined multiple path possibilities, mul-
tipath routing may be available given certain circumstances.
Let the secondary path s and the primary path p converge
at node NO, i.e., the reinforcement of s stops at NO (see
Figure 3(a)). Let S1 be the node in p just below NO. If s
heads into the tree rooted at S1, then s could be used used
as an alternative to the connection from NO to S1. If the
connection does not head into the same subtree, multipath
is not possible (Figure 3(c)) The prerequisites just given
are checked by a cycle probe. The cycle probe is a special
message, which starts at NO, travels down into the tree over
s and then back to NO over p. Only if the given prerequisites
are fulfilled, the cycle probe will reach again NO.

A Topicltem received via an alternative route is forwarded
down the primary tree (as usual) and also up towards the
parent node in the primary tree. The Topicltem is sent
upwards the primary tree as long as needed, i.e., till all
subscribers in the tree below S1 could be reached (Figure
3(b)).

If there are no other subscribers or multiple primary
outgoing links within this cycle, both routes (primary and
secondary) can be bundled. This means the sending node
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may send the topics in an alternating way via the one
or the other interface. This bundling would be possible in
Figure 3(a), but not in Figure 3(b). Mulitpath routing helps
to distribute bandwidth utilization, but may result in an
disordered delivery of the Topicltems. The subscriber has to
reorder the messages using the included sequnce numbers.

VI. FUTURE WORK

Currently, the project is within its implementation phase
and thus there are no experimental results available. A
first implementation of the routing algorithm in a network
simulator showed the general feasibility of the approach.

Further development will include the Quality of Service
(QoS) functionalities. The possibilities provided will be
strongly dependent on the communication hardware used.
Some QoS features are in particular useful in the field of
robotics: latency and jitter. A minimum latency must be
supported for control commands, e.g., security shutdowns.
A minimum jitter, which is a maximum deviation of the
latency value, must be applied for sensor values, which are
used in motor or joint controllers.

The implementation will be followed by an valuation of
the re-routing capabilities and the resulting fault-tolerance of
CoHoN. To evaluate CoHoN, connections will be disturbed
or completely disconnected in order to test the re-routing
and the detection of failures. The hardware test setup will
include Ethernet, CAN Bus, PROFIBUS, and SpaceWire.
Other common communication methods, like RS232, will
be added later.

The selection of hardware covers most of the commu-
nication principles used in robotics, i.e., Single Master
Bus (PROFIBUS), Multi-Master Bus (CAN), Point to Point
(SpaceWire), and Ethernet (Point to Point on driver interface
level). The straightforwardness of the underlying routing
(virtual connections with channels) was also chosen in order
to be able to implement CoHoN nodes on micro-controllers
or FPGAs in a later stage of development. These have low
processing power but are used frequently by sensors and
actors.

VII. OUTLOOK

We have presented the design prinicipal and routing
approach of CoHoN. CoHoN is not meant to replace existing
robotic frameworks but rather to provide an alternative for
exchanging their data between distributed nodes. It does not
include data marshaling but is designed to submit blocks of
data, thus CoHoN can be adapted easily to existing commu-
nication methods. The chosen publish/subscribe approach is
used by many frameworks (e.g. ROS) and has already proven
to be flexible and powerful.

CoHoN will allow an additional topic naming based on
textual tags. In a Service Discovery process, the tags are
resolved to actual topics. This allows to support different
naming schemes used by robotic frameworks.
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