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Abstract—Considerable effort has been devoted to the de-
velopment of Artificial Intelligence tools able to support the
detection of fraudulent accounting reports. Published results
are promising but, till the present date, the use of such
research has been limited, due to the “black box” character
of the developed tools and the cumbersome input task they
require. The tool described in this paper solves both problems
while improving specificity of diagnostics. It is based on Web
Mining and on Multilayer Perceptron classifiers where a
modified learning method leads to meaningful representations.
Such representations are then input to a features’ map where
trajectories towards or away from fraud and other features
are identified. The final result is a robust Web Mining-based,
self-explanatory fraud detection tool.

Keywords–Type of Information Mining; Knowledge Extrac-
tion; Accounting Fraud Mining.

I. INTRODUCTION

Fraud may cost US companies over USD 400 billion an-
nually [1]. Amongst different types of fraud, manipulation
of accounting reports is paramount. In spite of measures put
in place to detect fraudulent book-keeping, manipulation is
still ongoing, probably on a huge scale [1]. Auditors are
required to assess the plausibility of manipulated reports.
They apply analytical procedures to inspect sets of transac-
tions which are the building blocks of reports. But detecting
fraud internally is a difficult task as managers deliberately
try to deceive auditors. Most material frauds stem from
the top levels of the organization where controls are least
effective. The general belief is that analytic procedures
alone are rarely effective in detecting fraud [2].

In response to concerns about audit effectiveness in
detecting fraud, quantitative techniques are being applied
to the modelling of relationships underlying published re-
ports’ data with a view to discriminate between fraudulent
and non-fraudulent reports [3][4]. Such external, ex-post
approach would be valuable as a tool in the hands of
users of published reports such as investors, analysts and
banks. Artificial Intelligence (AI) techniques are likewise
being developed to the same end. Detailed review articles
covering this research are available [5][6].

A discouraging fact is that analysts do not use AI tools
designed to help detecting accounting manipulation. This
is largely due to the fact that such tools are “black boxes”
where results cannot be explained using the viewpoint,

language and expertize of analysts [2]. Since analysts
are responsible for their decisions, tools they may use to
support decisions must be transparent and self-explanatory.
Moreover, extract, transform and load (ETL) tasks required
by such AI tools are time-consuming and difficult to
automate in this case. The paper describes work-in-progress
seeking to overcome the above limitations. Web Mining
is first employed to find, download and store accounting
data. Then, fraud and two other attributes known to widen
fraud propensity space are predicted by three Multilayer
Perceptron (MLP) classifiers where a modified learning
method leads to internal representations similar to financial
ratios, readily interpretable by analysts. Such ratios then
input a features’ map where trajectories towards or away
from fraud and other features are visualized. Diagnostic
interpretation is further enhanced with the display of cases
similar to those being analyzed.

The objective of the tool is not so much to innovate
but to streamline a well-known but opaque and cumber-
some practice. Its sole original contribution is the strict
adherence to users requirements including a new MLP
training method leading to transparent diagnostic. Fraud de-
tection covers many types of deception: plagiarism, credit
card fraud, medical prescription fraud, false insurance
claim, insider trading, accounting reports’ manipulation
and other [12][13]. Frameworks used in the detection of,
say, credit card fraud (such as Game Theory), are not
necessarily efficient in detecting other types of deception.
Neural Networks are widely used in research devoted to
the detection of accounting fraud [7][8][9][10][11] and
reported performance is satisfactory.

Section II describes data and models while offering
extensive methodological details. Section III reports pre-
liminary results and presents the architecture of the tool to
be deployed. Section IV discusses expected benefits.

II. METHODOLOGY

A. Accounting Information
An accounting report is a collection of monetary

amounts with an attached meaning: revenues of the period,
different types of expenses, asset values at the end of the
period, liabilities and others. Companies’ reports are ob-
tained via a process involving recognition, adjustments and
aggregation into “accounts”, of all meaningful transactions
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occurring during a given period. The resulting set of reports
is made available to the public together with notes and
auxiliary information.

Accounting reports are extremely efficient in revealing
financial position. It is possible, for instance, to accu-
rately predict bankruptcy more than one year before the
event [14]. The direction of future earnings (up or down)
is also predictable [15]. Such efficiency in conveying useful
information is the ultimate reason why accounts are so
often manipulated by managers.

Financial analysis of a company is typically based
on the comparison of two monetary amounts (hereafter
referred to as “items”) taken from published reports. For
instance, when a company’s net income at the end of a
given period is compared with assets required to generate
such income, an indication of “Profitability” emerges. Pairs
of items are often expressed in the form of a single value,
their ratio. Since the dimension effect is similar for all
items taken from the same company and period, dimension
cancels out when a ratio is formed. Thus, ratios compare
features such as performance of companies of different
dimension [16]. Ratios are also used to detect fraud [3][4].
Indeed, most analytical tasks involving accounting informa-
tion require the use of appropriately chosen ratios so that
companies of different sizes can be compared while their
financial features are highlighted. In this paper, an MLP
training method is described whereby ratios with optimal
performance characteristics are uncovered.

B. Web Mining of XBRL-encoded reports
Until recently, accounting reports were published in a

variety of formats including PDF, MS Word and MS Excel.
This forced users and their supporting tools into a signifi-
cant amount of interpretation and manual manipulation of
meta-data and led to inefficiencies and costs. From 2010
on, the Securities and Exchange Commission (SEC) of the
US, as well as United Kingdom’s Revenue & Customs
(HMRC) and other regulatory bodies, require companies
to make their financial statements public using the XML-
based eXtensible Business Reporting Language (XBRL).
Users of XBRL now include securities’ regulators, banking
regulators, business registrars, tax-filing agencies, national
statistical agencies plus, of course, investors and financial
analysts worldwide [17]. XML syntax and related standards
such as XML Schema, XLink, XPath and Namespaces
are all incorporated into XBRL, which can thus extract
financial data unambiguously. Communications are defined
by metadata set out in taxonomies describing definitions of
reported monetary values as well as relationships between
them. XBRL thus brings semantic meaning into financial
reporting, promoting harmonization, interoperability and
greatly facilitating ETL tasks. Web Mining of financial data
is now at hand.

The initial module of the tool proposed here carries
out Web Mining of XBRL content. The user first defines
a selection criteria namely an industrial group, a range of
assets’ dimensions or simply a set of companies’ codes.
Then specific Web locations are searched. In the US, for
instance, one such location is the SEC repository (known

as EDGAR) of “fillings” of companies’ reports and other
data. Reports obeying stipulated criteria are downloaded
and items required by the analysis are stored.

C. Data and Models
After mining and storage, three MLP are set to sep-

arately predict fraud vs no-fraud cases plus two other
attributes known to widen fraud propensity space. Inputs
to each of the three MLP are collections of items which
were utilized as numerators or denominators of ratios in
published research, namely:

• fraudulent vs non-fraudulent reports [3][4]
• bankrupted vs solvent companies [14]
• profits-up vs profits-down one year ahead [15].

Collections of items are taken from the same company
reports (instance j) and may include 8 to 12 items. Both the
actual period, t, and previous period, t − 1, are collected.
Items which assume positive and negative values such
as net income are replaced by their two positive-only
components. Input variables and target attributes used in
the training and testing of the three MLP are extracted
from three sources:

• “Compustat”, the de facto repository of US com-
panies’ financial information, made available by
Standard & Poor’s;

• a total of 1,300 Accounting and Auditing En-
forcement Releases (AAER) issued by the SEC,
identifying a given set of accounts as fraudu-
lent [4], covering the period 1983-2013, are made
available by the Haas School of Business (Centre
for Financial Reporting and Management) at the
University of California, Berkeley;

• a list of 750 US bankruptcies covering the period
1992-2005, is made available by Professor Edward
Altman from New York University.

Before training, MLP architectures consist of up to 12
inputs corresponding to collections of items just mentioned,
one hidden layer with 6 nodes and two symmetrical output
nodes. Hyperbolic tangents (threshold functions symmetri-
cal around zero) are used as transfer functions in all nodes.
During training, balanced matching of cases is carried
out using same industry, same size (Total Assets decile)
and same year companies with opposite class attribute.
Training- and testing-sets are equally matched. Financial
companies such as banks are excluded.

D. Knowledge Extraction
Studies on the statistical characteristics of items from

accounting reports brought to light two facts. First, in cross-
section the probability density function governing such
items is nearly lognormal. Second, items taken from the
same set of accounts share most of their variability as
the dimension effect is prevalent [16]. Thus, the variability
of logarithm of item i from set of accounts j, log xij , is
explained as the dimension effect σj , which is present in
all items from j, plus some residual variability εi particular
to item i:

log xij = µi + σj + εi (1)
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Figure 1. Ratio xkj/xij of items k and i from report j is formed
in MLP hidden node as a log representation log xkj − log xij because
synaptic weights assume symmetrical values: wk = −wi.

µi is the item- and industry-specific expected value. It is
thus clear why ratios formed with two items from the
same set of accounts are effective in conveying financial
information: the dimension effect, σj , cancels out when
a ratio is formed. Median ratios are industry expectations
while deviations from expectation observed in company j
reveal how well j is doing no matter its dimension. For
instance, in a given industry the median ratio of net income
to assets is, say, 0.15. Any company with a ratio above 0.15,
no matter small or large, is doing better than the industry.

When analyzing features such as Solvency or the likeli-
hood of fraud, financial analysts need to know which ratios
are at work, their position in relation to expectations and
in which direction they are moving. In order to respond
to the first of such demands, MLP training includes the
competitive pruning of synaptic weights linking inputs, the
log xi in (1), to hidden nodes so that, at the end of training,
only the two most relevant weights in each hidden node are
permitted to survive. In a later phase, nodes also compete
for survival. MLP training encompasses 5 steps:

Step I No penalization of synaptic weights.
II All hidden-node synaptic weights are

equally penalized.
III Penalization of less relevant weights

but two, one node at a time.
IV Zero-valued weights, all but two in

each node, are pruned.
V Node-pruning.

In this way, internal representations similar to ratios in
log space are formed inside each surviving hidden node.
Here, the term “internal representation” refers to values
assumed by each hidden node after summation but before
transfer function, as depicted in Figure 1. The fact that
each node succeeds in forming a ratio is visible through
the examination of its two surviving synaptic weights:
they are of similar magnitude but with opposite sign so
that, after summation, a log-ratio (a difference between
two log xj) is formed. Although absolute values of the
two surviving weights in each hidden node are not much
different from one another, they differ across nodes. Such
difference reflects the importance of each node for the final
classification performance.

Internal representations tend to assume the form of
ratios because instances used in MLP training greatly

differ in dimension while the attribute to be predicted is
indeed predictable. Hidden nodes thus tend to self-organize
themselves into dimension-independent variables, efficient
in predicting such attribute. And since only two of the
synaptic weights in each node, the most explanatory of
them, are allowed to survive, weights’ final values tend
to assume symmetrical values so that their summation is
indeed dimension-free. Representations thus mimic ratios
and can be interpreted similarly.

After appropriate ratios are selected, analysts interpret
their observed, company-specific deviations from industry
expectation. Correspondingly, each hidden node in the
MLP has a set of dummy inputs assuming the value of
1 or 0 depending on the industrial group of instance j.
In this way, expected µi from (1) are also modelled and
accounted for inside each hidden node. Since node outputs
and attributes’ classes are both balanced, the effect of
industry dummies is to subtract industry-specific log-ratio
standards from internal representations thus making them
similar to a difference of two εi in (1). Such difference is,
in log space, what analysts seek when they compare a ratio
with its industry expectation.

E. Trajectories in a Features’ Map
Finally, analysts observe in which direction ratios

move. Internal representations are likewise input to a 2-
dimensional Kohonen Features Map with 8 × 8 nodes.
MLP outputs (transformed to become 0-1 variables) are
combined with Prevalence numbers (prior probabilities of
fraud) so as to approach posterior probabilities of fraud
given observed features. After training, clusters are formed
in the Kohonen Map, denoting identifiable features such
as Solvency, Profitability, Fraud or their opposites. Visual
examination of features’ maps facilitates interpretation,
both proximity to a given cluster and trajectories towards
or away from clusters being informative.

F. Outputs to be Used by Analysts
When analysing a company’s reports, analysts base

their diagnostic on several concurring pieces of evidence, in
favour or against a priori hypotheses. On the other hand,
extant research on accounting manipulation suggests that
fraudulent numbers lead to detectable imbalances in finan-
cial features. For instance, income may increase without the
corresponding, usual increase in free cash. The selection
of the two attributes complementing fraud (bankruptcy
and profit direction) responds to imbalances mentioned in
published research [3][4] and to the need, in the part of
analysts, to examine concurring facts. Each company being
analysed generates two sets of results corresponding to
time periods t − 1 and t. Output to analysts consists of
the following:

1) Three posterior probabilities: fraud, default and
profits going down, with a sign indicating the
direction of their change from t− 1 to t.

2) The 9 most significant values internal representa-
tions assume at period t, three from each MLP, ex-
pressed as percent increase or decrease in relation
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to industry expectations, with a sign indicating the
direction of change from t− 1 to t.

3) Visualization of features and their trajectories
from t − 1 to t, allowing the detection of trends
towards a given cluster.

4) Identification of companies neighbouring, in the
features map, the company being analysed.

III. PRELIMINARY RESULTS, DEPLOYMENT

MLP test-set performance is similar to that reported
for other AI tools: 80% success in detecting fraud (6
surviving nodes), 96% success in detecting bankruptcy (5
nodes) and 78% success in predicting earnings’ increase
one year ahead (6 nodes). Errors are balanced: Type II
error (the most expensive in this case) is reduced in relation
to published research while Type I error is increased.
The number of variables and synaptic weights engaged in
modelling is less than half of that reported in the literature.
Robustness is expected to be higher. In the downside, ratios
that are formed and MLP performance both depend on
broad industry type.

The tool has been set up using a variety of packages
and languages; it is to be deployed as a Java-based set of
modules as depicted in Figure 2. With the exception of
the MLP algorithm, the analytical core will be written in
R-language.

IV. CONCLUSION AND FUTURE WORK

Till the present date, the use of AI tools to help in the
detection of manipulated accounts has been limited due to
difficulties in extraction and put in place of data and also
due to the “black box” nature of such tools. The present
work-in-progress aims at solving both problems, producing
automated and interpretable diagnostics. In the hands of
analysts, the tool is self-explanatory, not just pointing out
companies likely to have committed fraud but showing,
rather than hiding, reasons behind such diagnostic.

The tool illustrates a case of close alignment between
users’ needs and algorithmic characteristics. The tool is
also an example of Knowledge Extraction whereby ex-
planatory variables are discovered amongst many candi-
dates so that a discriminating task is carried out with
optimal performance. The choice of the algorithm, the
MLP, was dictated solely by its ability to form internal
representations. Neither an increased performance nor the
testing of novel AI techniques is the goal here. The goal
is to build a usable tool, an apparently simple task but
which, in this particular subject area, has eluded research
effort during the last 20 years. Thus, the ultimate test is
yet to be carried out, namely whether analysts will use the
tool or not.
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