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Abstract—As novel Internet structures have been proposed
over the past decade, the task of monitoring data transmissions
and providing interoperability among different architectures has
become increasingly complex. Consequently, the development of
backward compatible solutions which also facilitate network traffic
analysis has become a pivotal element for enabling the visualization
and interconnection of Future Internet (FI) data within the
current WEB infrastructure. Moreover, Artificial Intelligence (AI)
has emerged as an invaluable tool for enhancing data analysis
and visualization, especially within complex environments. This
paper introduces an innovative data visualization tool, specifically
engineered to oversee data flows within the NovaGenesis (NG)
architecture, by addressing the critical challenge of bridging the
gap between the prospective capabilities of the FI and the existing
Internet, which also enables the incorporation of generative AI
to assess network-related content.

Keywords-NovaGenesis, Future Internet, ICN, ID-based Net-
working, Browser, Interoperability, Overlay Networks, Artificial
Intelligence, Data Analysis using AI.

I. INTRODUCTION

The Internet, which is a fundamental pillar of contemporary
society, is facing an unprecedented increase in the number of
interconnected devices and data exchange. This exponential
expansion, in addition to the user requirements and the
emergence of novel technologies, has become a substantial
challenge on the existing Internet architecture, developed on
the host-centric Transmission Control Protocol/Internet Proto-
col (TCP/IP) paradigm. This architecture, developed several
decades ago [1], contains significant limitations in effectively
addressing modern challenges related to scalability, security,
mobility, and flexibility [2], which presents an impediment to
address the demands of modern applications and other Internet
solutions.

In response to these constraints, the academic community
is conducting studies aiming to demonstrate that the advances
from Future Internet Architectures (FIAs) [3] provide a more re-
silient, secure and user-oriented digital environment. FIAs adopt
content-centric paradigms, prioritizing the information itself
over host addresses, and integrate cutting-edge technologies that
exploit the capabilities of data-driven networking. However, the
possibility of running existing applications in different Internet
environments became a challenge, which, according to Zali et
al. [4], could be mitigated by developing a backward compatible
architecture, aiming to promote adherence to industry standards
and protocols, ensuring compatibility and seamless communi-
cation between WEB applications. Such a solution could create
a cross-platform infrastructure composed of multiple FIAs, and
enhance content delivery, since the existence of an environment
which allows interoperability among different networks will

enable simultaneous use of various applications and protocols,
resulting in smooth progression of the network. Also, as stated
by Siddiqui and Mueller [5], this type of solution could expand
the user base and services, as it would offer a flexible and
adjustable approach to controlling network resources. Therefore,
we concluded that interoperability provides the capability of
having applications created with different architectures to be
executed and distributed without relying on the Internet’s
structure.

NovaGenesis (NG) [6] represents a pioneering FIA, de-
signed with the goal of transforming the Internet through
the synthesis of principles of Information-Centric Networking
(ICN), Software-Defined Networking (SDN), and Service-
Oriented Design. Its architecture aims to provide a solution
that provides features such as self-certifying identifiers, a
publish/subscribe communication paradigm, and a distributed
hash table mechanism, thereby enabling efficient content
dissemination, service discovery, and autonomous network
management.

With the goal of providing a tool to facilitate monitoring
and analysis in a NG environment, we have designed and
implemented NGMonitor, an innovative data visualization
instrument that integrates the NG architecture with existing
WEB technologies by furnishing a user-centric WEB-based
dashboard for real-time visualization of network activity, and
NGAPI, a module that provides a set of RESTful APIs that
expose NG data and enables its interoperation with the current
Internet. As a result, it facilitates the integration of pre-existing
WEB solutions, including generative AI. Considering that, we
developed a solution to consume Google Gemini API [7],
aiming to perform network data analysis with the purpose of
generating and present hierarchical visualization of network
components, such as interrelations between domains, hosts,
operating systems, processes, and transferred files, offering
a comprehensive overview of network architecture and data
exchange.

This paper presents the design, implementation and eval-
uation of NGAPI and NGMonitor, highlighting the practical
applications of the introduced features and demonstrating how
researchers and developers of NovaGenesis could benefit from
this feature. This article is organized as follows. Section II
reviews the related work as well as the methodologies adopted
by other FIAs. Section III offers a summary of the architecture
of the system that was developed. Section IV seeks to provide
an in-depth overview of the NGAPI module, which facilitates
IP communication within NovaGenesis. Section V presents
NGMonitor, a WEB-based dashboard that presents valuable
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Figure 1. Tunneling approach for WEB interoperability used by FIA.

information from network operations. Section VI provides
an analysis of the system’s performance results from the
experimental evaluation. Finally, Section VII concludes the
article and suggests future research directions.

II. RELATED WORK

Numerous studies focus on proposing an innovative Internet
architecture that serves as an alternative to the current TCP/IP
network, originally developed several decades ago, in order to
address present-day requirements, which, according to Conti et
al. [8], include scalability, security, privacy, quality of service,
interoperability and flexibility. Various solutions have been
proposed to reach the desired goal, such as NovaGenesis
[6], XIA [9], RINA [10], NDN [11], and MobilityFirst [12].
Notwithstanding, these approaches are well suited to address the
limitations related to the network infrastructure and its design.
However, there are other issues to be addressed, including the
interoperability with already established WEB systems, which
have been designed for the current Internet and often need to
run over FIAs.

Our study has identified a potential approach to achieve
interoperability, by adding an intermediate proxy between
the existing Internet infrastructure and the novel network
stack (post-IP) on the access side, as well as on the far-end
side between the novel network and an IP network, which
is presented in Figure 1. Imagine a legacy application that
performs HTTP requests for a server through a TCP/IP socket.
Following this tunneling approach, the application request and
the server response will remain the same, but the FIA must
be enhanced to accept the application request and then deliver
the requested data from the responsible server. This could be
reached by implementing a new layer for translating HTTP
requests to FIA requests (subscriptions or other primitives)
and vice versa. Thus, this kind of implementation can allow
the network core to evolve and, in the same way, make it
backward compatible with existing WEB-based applications.
This concept was discussed in [5], where the authors proposed
a socket to perform an API translation for the future Internet.

Following the approach presented before, a solution named
Content-oriented interoperability framework for current and
future Internet architectures (COIN) [13], for example, was
implemented providing an interoperability tool, similar to
that presented previously, in which a proxy was implemented
responsible for translating HTTP requests for NDN [11] at the
network entry point and vice versa. Therefore, this solution
does not imply any change at the application and server level.
A similar solution can also be found in Performance Enhancing
Proxy for Deploying Network Architectures (PEP-DNA) [14],
in which a proxy was used to translate messages from TCP to
RINA [10], as well as reverse translation. The main difference
between their approaches is that the proposed proxy has been
implemented as part of the Linux operating system kernel [15].

Taking the previous information into account, we developed
an intermediate layer (NGAPI) which aims to allow the
interoperability of NovaGenesis with the current Internet, going
beyond the approaches described before, since it enables the
consumption of existing WEB applications deployed in a
real-world scenario. Furthermore, our solution includes the
addition of a WEB application (NGMonitor), which aims
to monitor the traffic in the network, thereby introducing a
unique characteristic that distinguishes it from other FIAs.
In the subsequent sections, we will detail the architecture
of the solution that has been implemented, along with use
case examples that aim to demonstrate the practicality and
effectiveness of the new feature introduced.

III. SYSTEM ARCHITECTURE: MODULAR AND EXTENSIBLE
DESIGN

NGAPI and NGMonitor were developed following the
microservices pattern, to build independent components that,
when deployed together, provide a complete end-to-end solution.
This modular architecture offers several advantages, including:
• Scalability: The system can be easily scaled by adding or

removing modules as needed, ensuring that in the future it
is capable of increasing data volumes in complex network
environments.

• Flexibility: Each module can be developed and maintained
independently, which makes it simple to perform updates
and enhancements without impacting other system parts.

• Generality: The microservices design allows for potential
adaptation and extension to support other features, including
solutions developed for other Internet architectures.
The architecture of the NGMonitor is composed of three

main services (as presented in Figure 2):
1) NG Network Core: This is the main component of the

solution, which contains all the business logic related
to NovaGenesis [16], [17]. It operates following the
publish/subscribe behavior purpose instead of consuming
from the conventional TCP/IP protocol stack. The essential
services that make the system operate are the Proxy/Gateway
Controller Service (PGCS) and the Name Resolution and
Network Caching System (NRNCS), which establish the
infrastructure for data exchange. These services enable some
of the NG functionalities keys:
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Figure 2. System architecture overview.

• Name Resolution: NRNCS offers a mechanism capable
of retrieving previously published bindings, ensuring their
direct delivery to authorized subscribers.

• Content Distribution: The combined operation of PGCS
and NRNCS enables efficient publication and subscription
of content, ensuring data distribution on the network.

• Service Discovery: PGCS is responsible for perform-
ing an orchestration in order to discovery of the Pub-
lish/Subscribe Service (PSS), Generic Indirection Res-
olution Service(GIRS), and Hash Table Servic (HTS)
during the initialization phase of the system. In addition,
it provides a proxy service that allows the representation
of other NG services within an operating system.

2) NGAPI: NovaGenesis Application Programming In-
terface: This module aims to provide a set of APIs
to enable communication between the NG network and
applications developed under the current Internet. This
is achieved by implementing a set of endpoints using
restCppSdk [18]. Therefore, NGAPI makes it possible
to interoperate NovaGenesis with the current Internet,
enabling its communication using the HTTP protocol. This
interoperability is imperative for NGMonitor, facilitating
the consumption and expose of data from external APIs.

3) NGMonitor: A WEB-Based Dashboard: This module is
an HTTP-based application, developed using the Angular
framework [19], aiming to provide a dynamic and intuitive
interface to enable visualization of NG data. This module
consumes the data provided by NGAPI, processes, and
then provides refined and comprehensive data to the end
user, including the consumption of Gemini AI [7], which
is provided by NGAPI, with the aim of analyzing a
set of NG data and generating insightful reports. These
reports, presented to the user within the dashboard, provide
an understanding of network relationships and data flow
patterns, providing insights into the NG network structure,
which enhances the analytical capabilities of NGMonitor,
empowering researchers and developers to gain deeper
knowledge and insights from what the network is executing.

In order to understand how NGMonitor works, it is needed
to make clear how the communication happens between the
network elements. Firstly, NGMonitor periodically consumes
the interfaces provided by NGAPI, obtaining consequently
the most updated data related to services that are offered,
files that are transmitted and received, which aims to ensure
that dashboard presents a real-time overview of the network
activities. In addition to that, when information related to
the connection between network elements and its processes
is requested, it consumes the NGAPI endpoint that enables

Figure 3. System diagram illustrating the integration between components.

communication with Gemini API, making it possible to perform
an evaluation of network data and producing insightful reports
for visualization on the dashboard. This synergistic integration
of components is presented in Figure 3.

Therefore, NGAPI and NGMonitor emerge as a promising
solution that aims to mitigate the lack of an interoperable data
visualization and monitoring tool implemented over a FIA.
Considering that, we can consider that the proposed solution
has the following strengths:
• Interoperability
• Real-Time Insights
• Insights Enhanced using AI
• User-friendly interface

In the following sections, we will describe the introduced
modules, NGAPI and NGMonitor, by providing a comprehen-
sive analysis of the technologies used at this development, a
detailed explanation regarding the implemented functionalities,
and provide details about how the modules interact with each
other.

IV. NGAPI: INTEROPERATING AND EXPOSING
NOVAGENESIS DATA THROUGH A RESTFUL INTERFACE

This section presents how NGAPI was developed, which is
the module responsible for providing NovaGenesis data to an
application developed under an IP based network, by serving
as an intermediary layer between the core of the NG network
and the current Internet, enabling seamless communication
and interoperability via the HTTP protocol. This enables the
integration of a wide number of existing WEB applications
with NovaGenesis and introduces the possibility of providing
information from FIA usage for other architectures. Thus,
the solutions we propose are designed to promote seamless
data exchange, thereby enabling the creation of innovative
applications that can fully utilize the potentials offered by
the advanced architecture of next-generation networks. This is
accomplished without necessitating bespoke integration efforts
for each specific application intended to be targeted.

1) NGAPI Architecture and Implementation: NGAPI was
engineered using the C++ programming language [20] and
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incorporates the cpprestsdk library, which provides a set of
tools that enables the development and consumption of HTTP-
based endpoints [18]. This choice was guided by the native
implementation of NovaGenesis, which is mostly developed in
C++, making then it easy to access network variables and data
in real time, which avoids the need of creation of additional
layers.

2) Exposing Data through RESTful Endpoints: NGAPI, as
presented at a high level in Figure 4, provides a set of RESTful
endpoints designed to provide NovaGenesis data to external
applications. Then, during the operation of the network, it
is stored information related to its operation and the content
that was transmitted, with the objective of delivering such
data as a JSON response from an API request. This feature
aims to facilitate the understanding of activities carried out in
NovaGenesis. The endpoints provided include the following:

• serviceOffers: This endpoint retrieves and provides informa-
tion about all services offered in a given NG domain, allowing
researchers and developers to understand the services that are
exposed and explore potential interactions or collaborations.

• transmittedMessages: This endpoint returns a list of all
transmitted data files, providing details such as file names,
timestamps, and the source application that sent the data.
This endpoint enables monitoring of data flow patterns.

• receivedMessages: Similarly to the ‘transmittedMessages‘
endpoint, this endpoint retrieves information about data files
received by hosts, providing insight into the flow of data
from different sources.

• transmittedImage: This endpoint allows retrieval of specific
transferred images.

• getDataAnalysedByAI: This endpoint is responsible for
collecting NG bindings [17] and offers these resources for
analysis by Gemini AI. Bindings are key-value pairs elements
stored in the HTS in a categorized way, which describe the
relationships between several elements, including connections
between physical and virtual entities, associations between
services and processes, and links between physical devices.
This data is sent to Gemini AI, which processes this relational
information and generates insights into domains, hosts,
operating systems, processes, and transferred files, detailing
their complex connections and dependencies. The resulting
analytical insights are then used by NGMonitor to build a
hierarchical visualization of the network topology.

3) Interoperating with current Internet: Furthermore,
NGAPI has the ability to act as an intermediate layer, allowing
data to be exchanged within the network in a format compatible
with standard Internet protocols, particularly HTTP. Therefore,
in an NG environment, in which a host has access to the current
Internet, it can act as a bridge, which allows to:

• Leverage Existing Applications: Make it possible to consume
existing WEB applications, provided through the HTTP
protocol in NovaGenesis. For instance, a network user might
utilize any data supplied by an API (accessed through
HTTP), within an NG terminal, without TCP/IP Internet
connection, if any host along the network infrastructure has

Figure 4. A simplified representation of the NGAPI module.

the NGAPI module connected to the Internet. Therefore,
this solution is useful in a range of applications, including
the Internet of Things (IoT). As detailed in the findings
by Alberti et al. [16], there is a noticeable improvement in
performance associated with Internet of Things (IoT) use
cases, particularly when evaluating parameters such as data
transfer, memory utilization, and CPU resource consumption.
Therefore, the use of NGPAPI provides a significant advan-
tage in terms of backward compatibility, facilitating effective
communication among devices that operate within varied
network architectures. This interoperability presents a critical
benefit, as it allows the smooth integration of current IoT
devices and applications into the NovaGenesis network, while
maintaining uninterrupted access to previously established
Internet-based services.

• Integrate with Cloud Services: Enable the consumption
of popular cloud services and platforms in NovaGenesis,
extending its capabilities, and providing access to a wider
range of tools and resources.

• Share Data Across the Internet: Facilitate communication
between hosts connected in different networks.

Figure 5 illustrates the steps taken when attempting to consume
content present on the current Internet from a NovaGenesis
node, also described as follows:
1) Content request: If a user would like to access some data

provided via a HTTP API in the current Internet, such
as the consumption of information provided by an IoT
device or some WEB page, it is possible to consume that
by performing a request for desired content through NGAPI,
without requiring a direct Internet connection on their device,
by providing the path of interest at the end of the request
URL (e.g. http://ngapi/wantedContentPath).

2) Process request: After receiving the request, the desired
path is converted using a hash algorithm and then checked
if the information is already available on the network. This
hash value represents a unique identifier for the data within
the NovaGenesis network. The NGAPI then checks if the
hash value exists in the network:
• Content Available: If the resource exists, the NGAPI

retrieves the content from the NovaGenesis network and
returns it to the user.

• Content Not Available: If the resource does not exist, the
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Figure 5. NGAPI sequence diagram.

NGAPI proceeds to the next step, initiating a request to
the source of the content.

3) Request to Source: The node which received the request
publishes a content request to the source node in the NG
network, containing the desired URL.

4) Source Fetching: The source node, upon receiving the
request, fetches the content from the Internet through the
NGAPI external API.

5) Source Publishing: After receiving the content from the
Internet, the source publishes the received content on NG
networks, making it available to all consumers who seek
to access it.

Hence, NGAPI’s capability to expose and consume HTTP
API facilitates the interaction between existing Internet ap-
plications and NovaGenesis, enhancing its accessibility and
real-world solutions, allowing users and developers to take
the advantages and befits provided by a content-oriented
architecture in applications developed under the current In-
ternet. Therefore, this solution elucidates the critical role of
interoperability in the advancement of FIAs and enables a
smooth evolution of the network, which subsequently allows
the coexistence of IP and ICN networks, as outlined by Conti et
al. [8]. Its ability to seamlessly integrate with existing Internet
infrastructure, utilizing the prevailing technologies and tools,
ensures a fluid transition toward a more interconnected and
versatile digital ecosystem. By providing a comprehensible
and accessible interface for external applications to interact
with NovaGenesis, NGAPI provides researchers, developers,
and network administrators with the tools necessary to fully
investigate the potentialities inherent in FIAs.

V. NGMONITOR - AN ANGULAR DASHBOARD

This section presents NGMonitor, the WEB-based dashboard
developed with the aim of providing a tool that enables
visualization and analysis of data extracted from NovaGenesis.
This solution was developed using an Angular framework
[19], and provides a robust and interactive user interface,
allowing researchers and developers to receive insights related
to the operation of the network. This solution, in contrast

Figure 6. Assigned offered services.

to existing FIAs, presents an innovative tool designed to
provide user-friendly insights related to network behavior.
Therefore, NovaGenesis network administrators and researchers
will benefit from our solution, as it provides a simplified
overview of the network, consequently leading to an improved
resource management and an improved process of decision
making.

1) Capabilities of NGMonitor: Visualization and analytical
evaluation: NGMonitor contains a set of functionalities,
designed and developed to enable users to perform monitoring
and in-depth analysis of NovaGenesis, by providing:
• Real-time visualization: NGMonitor presents dynamic and

interactive visualizations of NG data, updated in real time
in order to provide an updated representation of the network
activity. This enables users to observe and analyze the
progression of network events and data transfers as they
happen, thereby facilitating the comprehension of network
behavior. This feature incorporates the following aspects:
– Visualization of the Service Offer: The dashboard provides

a list of available services, as presented in Figure 6, based
on data retrieved from the ‘serviceOffers‘ endpoint. This
enables researchers and developers to efficiently identify
the set of services available in the network.

– Data Flow Monitoring: It enables the user to monitor the
transmission of files, providing file names, timestamps,
and the respective source applications, as demonstrated in
Figure 7. This information is obtained by the endpoints
‘transmittedMessages‘ and ‘receivedMessages‘.

– Image Visualization: NGMonitor provides an image viewer
for ‘transmittedImage‘ data. After user interaction with
an image entry within the ‘transmittedMessages‘ or
‘receivedMessages‘, the dashboard is able to retrieve
and show transmitted images in an emergent pop-up, as
presented in Figure 8.

• Hierarchical Visualization powered by AI: It provides in-
tegration with Google Gemini AI [7], a state-of-the-art AI
model. This integration enables the analysis of NG data and
consequently the generation of a hierarchical visualization
of network components. This visualization presents the
interrelationships between domains, hosts, operating systems
(OSIDs), processes (PIDs), and files transferred within the
NG network, as presented in Figure 9. This report can
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Figure 7. Transferred files from a NG source content distribution application.

Figure 8. Visualization of a transmitted image.

provide comprehensive information related to the network’s
architecture, enabling users to identify potential bottlenecks
or issues.

• User-friendly: NGMonitor boasts an intuitive user interface
that prioritizes the user experience. It has been constructed
using the Angular Material library [21], a decision that
enhances its visual appeal and interactive features, making
it more engaging and accessible for users.

VI. NGAPI PERFORMANCE METRICS

This section presents an analysis of the NGAPI performance,
which constitutes the cornerstone of the introduced monitor-
ing enhancement, allowing seamless communication between
NovaGenesis, NGMonitor and the current Internet. In order to
analyze the responsiveness of the API, we perform extensive
tests using JMeter [22], which is a widely recognized open
source tool for load testing and performance evaluation. To do

Figure 9. AI-Driven Visualization of Data Flow Patterns in NovaGenesis.

so, we develop a test case that tries to simulate a scenario in
which multiple users generate a high number of requests in a
certain time slot. This scenario is designed in order to stress
the implemented APIs and the interoperability feature, then
producing critical insights related to system performance.

To perform these analyses, we define the following essential
metrics: Mean response time, which provides the typical dura-
tion required for the API to process a request and subsequently
provide the requisite information to the front-end application;
Minimum response time, representing the swiftest duration
recorded during API interactions; Maximum response time,
conversely, this metric indicates the most prolonged duration
encountered, thereby reflecting the worst-case scenario.

The results of our analysis for the internal interfaces, which
provides the network information data directly, are encapsulated
in the graph presented in Figure 10, which shows the response
times distribution for a variety of requests. In this representation,
the x-axis denotes individual APIs, while the y-axis quantifies
the average, minimum, and maximum response times, measured
in milliseconds, corresponding to each API.

Moreover, we perform an experiment designed to assess
the interoperability of APIs between NovaGenesis and the
existing Internet. In order to achieve this, our experimental setup
involves executing multiple requests via an external interface
accessible over the current Internet, together with the execution
of an identical request using NGAPI, which is aligned with the
process illustrated in Figure 5. Therefore, every initial call to
NGAPI will initiate the process to have the requested content
available on the NG network, which subsequently triggers
a request to the original API, followed by the release and
availability of the data to the user. Consequently, a delay is
anticipated before the content becomes accessible. Observations
from our experimental execution indicate that the duration
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Figure 10. NGAPI Response Time Metrics.

necessary for the content to become accessible initially reached
a maximum of 6 seconds. However, subsequent requests for
identical content demonstrated markedly reduced response
times, attributable to the NovaGenesis routing mechanism. This
experiment underscored an important performance aspect: the
first retrieval of information, necessitating publication, presents
a slower pace compared to later requests, which make use of
the content that is already available within the NovaGenesis
network. The results presented in Table I show a significant
difference in efficiency between accessing data from a standard
Internet API and NGAPI, when comparing its response time
in milliseconds.

TABLE I
RESPONSE COMPARISON IN MILLISECONDS BETWEEN INTERNET API AND

NOVAGENESIS NGAPI

Requested from Average Median Min Max
Internet 686 645 637 1630

NovaGenesis 10 6 4 464

It is important to mention that the performance evaluation
was not executed for interactions with the Google Gemini
API. Since this data processing occurs outside NovaGenesis,
the response time and performance related to this interface
are defined by external factors, such as the availability of
computational resources and the prevailing network conditions.
Due to that, it was decided to omit this endpoint in the
performance tests, since our analysis is based on the evaluation
of the efficiency of NGAPI and obtain information within
NovaGenesis.

VII. CONCLUSION

This paper introduces a solution composed of NGAPI and
NGMonitor, which are pioneering tools designed for interopera-
tion, visualization, and analysis of data within the NovaGenesis
future Internet architecture. The proposed method offers an
efficient approach to tackle the problem of incorporating FIA
advances with existing Internet features and infrastructure,
providing an intuitive platform for researchers, developers, and

network administrators who seek to systematically monitor and
interpret intricate data flows.

To accomplish this objective, a solution was proposed that
takes advantage of a synthesis of key fundamental attributes,
specifically enumerated as interoperability, real-time visualiza-
tion, and AI-driven analysis. Therefore, the user benefits from
our solution through NGAPI by enabling the communication
for TCP/IP designed solutions over NovaGenesis, which means
that any existing application could benefit from NovaGenesis
strengths, also allowing a smooth evolution of the network,
since it became possible to have backward compatible ap-
plications. Furthermore, NGMonitor provides a novel feature
compared to other FIAs, in which a network administrator
could monitor, analyze and receive insights from an external
generative AI platform, allowing a proactive identification
of network issues during data transfer and the generation of
customized reports with the aim of facilitating a decision on
network operations and resource management.

In summary, this paper effectively elucidates the potential of
interoperability and AI-driven analysis to advance the research,
development, and practical applications of FIAs. By provid-
ing an intuitive platform endowed with robust visualization
and analytical capabilities, the combination of NGAPI and
NGMonitor substantiates its significant contribution to the
progression of FIA technologies. As the Internet continues
to advance and merge with a wider range of devices and
services, it became crucial to allow coexistence of IP-based
applications with FIAs, therefore, instruments similar to the
solution implemented by this study will become indispensable
for the surveillance, comprehension, and governance of the
intricacies inherent in the future Internet.
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