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Abstract—Tablets and smartphones have become the most 
popular Internet client system for end-users. However, 
conventional web search engines employ Hyper Text 
Markup Language (HTML) text input systems that require 
many individual characters. These are unsuitable for mobile 
terminals, which are normally equipped with touchscreens. 
We propose a cross-domain query navigation and 
visualization system that assists the query input process by 
providing a context-dependent word map that presents the 
relevance between keywords. This word map enables both a 
narrowing action, whereby users append a new keyword to 
specify the context of a query, and a sliding action, whereby 
users replace a keyword to change the query context. The 
word map is unique in that it recommends queries for both 
narrowing and sliding transitions by computing the 
directional relevance between the input keyword and 
another keyword in the social knowledge base. The system is 
applicable to existing search engine query logs, social 
networking services, and web browsers, enabling users to 
control the term recommendations by selecting the logs to be 
analyzed.  

Keywords - Query Navigation; Personalization; User 
Interface; Collective Intelligence; Web Search Engine. 

I.  INTRODUCTION 
This paper describes a cross-domain query navigation and 

visualization system [1] and its implementation framework 
towards modern smart devices, such as smartphones and tablets. 
The name of our system is Query Map (Q-MAP), and it assists in 
the input of multiple queries for web search engines by showing a 
context-dependent word map to present the relevance between 
keywords by considering the current user’s input. We implement 
this system on top of an existing web search engine by utilizing 
modern HTML5 technologies. 

Recent years have witnessed a rapid rise in the popularity of 
tablet devices and smartphones, and concomitantly, a widespread 
increase in the use of touch-based user interfaces (UIs). Statistics 
published by Cisco indicate that global mobile data traffic grew 
2.6-fold in 2010, nearly tripling for the third consecutive year [2]. 
In addition, statistics published by Google Confidential and 
Proprietary suggest that, by 2015, more than a quarter of mobile 
traffic will be used for information retrieval and the number of 
Internet users not using personal computers (PCs) will increase to 
788 million [3]. Hence, a major shift in the type of Internet-
connected devices, from PCs to mobile terminals, is currently 
underway. 

A large portion of Internet activity is in the form of queries to 
search engines. However, many users have difficulty querying a 
search engine on a complex topic that encompasses several terms, 
such as “JavaScript and HTML5” or “ActionScript and 

Application Program Interface (API),” relating to a subject with 
which they are not familiar. Mobile devices present an additional 
difficulty: although touchscreens are generally very convenient, 
they are not particularly well adapted for use as a typing tool. In 
particular, queries in Chinese, Japanese, Korean, and Vietnamese 
(CJKV) present special difficulties because each CJKV character 
requires two or three input strokes. In mobile devices, predictive 
methods are the predominant means of supporting the input of 
long sentences and terms. These predictive input methods 
recommend terms and sentences that can be concatenated to the 
user’s input character sequence. Another conventional method is 
a keyword suggestion approach, such as Google Suggest. When a 
user inputs an initial query term, this method suggests related 
terms by calculating the inter-term relevance, exploiting the 
search engine’s query log to recognize the relevant terms. 
However, these conventional methods are based on co-
occurrence probabilities, and are thus unsuitable for inputting 
queries that consist of several cross-domain terms, such as 
“climbing healthcare costs.” In such cases, predictive input 
methods may not correctly recommend the next search term, and 
a cross-domain term-relevance calculation is required. Thus, the 
UIs provided by conventional web search engines require users to 
tap the keyboard or screen many times, making them unsuitable 
for mobile terminals.  

This paper proposes a cross-domain query navigation system 
that assists in the input of multiple queries by forming a content-
dependent word map to present the relevance between keywords. 
This system allows users to select appropriate keywords in a 
convenient manner, because the word map shows the next 
coordinate instantly, as shown in Figure 1. In this paper, we 
extend the system proposed in [1] to support a large-scale dataset 
and perform practical experiments to evaluate our model. In 
addition, this paper shows a new prototype system 
implementation running on the iPad and Android smart devices. 
This implementation utilizes modern touchscreens as a user 
interface for inputting queries with small number of touch 
operations.  

This word map approach makes it possible to reduce the 
number of keyboard or screen taps. For example, when a user 
wishes to add the search terms “global,” “mobile,” and “traffic” 
to the term “statistics,” which has already been inserted in the 
search box, only one tap is required for each term, making three 
in all. The keywords are presented after considering the user’s 
browser history, which enables personalization, and other users’ 
querying history, which supports users by exploiting collective 
intelligence. Our system configures the balance between 
personalization and collective intelligence support dynamically, 
which is not possible with conventional search engines. This 
configuration mechanism can be applied to protect users’ privacy 
by setting all the query logs to be stored in a client local storage. 

Another advantage of our system is its applicability to the 
search histories of social networks, which include groups of 
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experts in various fields, as shown in Figure 3. This allows users 
to search within a domain that they are not familiar with by 
drawing on the collective knowledge and experience of expert 
groups through their search stories. Furthermore, the application 
can also help users to construct a query in a language that they do 
not know well. 

The remainder of the paper is structured as follows. Section 
II demonstrates several advantages of our system. In Section III, 
we discuss several related studies. and Section IV presents an 
architectural overview of our system. Section V introduces the 
prototype system, which is then evaluated in Section VI. Finally, 
Section VII gives our concluding remarks and some ideas for 
future work. 

II. ADVANTAGES OF CROSS-DOMAIN QUERY NAVIGATION 
Here, we explain the example scenario of query navigation 

shown in the center of Figure 1. This figure shows the following 
types of navigation: 
 Narrowing: Users append a new keyword (e.g., “traffic,” 

or “global”) to specify the context of a query. The 
appended keyword is at a lower level of abstraction than 
those of the existing keywords.  

 Sliding: Users replace a keyword to change the context of 
a query. Here, the user removes an existing keyword (e.g., 
“traffic”) that is not within the scope of the current topic of 
interest and inserts another one (e.g., “user”) that is 
relevant to the current topic of interest, thus shifting the 
focus of the query. In this case, the system recommends a 
new keyword (e.g., “laptop”) as being appropriate in the 
current context. 

The advantage of this system is that it obviates the need for 
users to enter subsequent search terms themselves; instead, they 
are able to select from among those that are mapped on the 
screen. Figure 2 shows a metric space for visualizing the 
narrowing and sliding navigation methods. Our system computes 
the semantic distance between words for each navigation type 
and allocates each word to the two-dimensional map according to 
the calculated distance. The most important factor of this 
visualization is that it eliminates irrelevant words from the visible 
upper-left area, because the system orders the retrieved words by 
using the correlation scores between each word. The correlation-
based distance enables us to locate irrelevant words into bottom-
right corner. This combination mechanism of visualization and 
correlation computation is our unique approach. The user is able 

 
Figure 1. User Interface of a Cross-Domain Query Navigation System. 

 

 
Figure 2. Visual Metric Space for Selecting Relevant Words. 
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to search something for making trial and error while watching the 
change of search results. The horizontal axis corresponds to the 
cross-domain ranking where the keywords are ordered according 
to the sliding navigation. The vertical axis corresponds to the 
intra-domain ranking where the keywords are ordered according 
to the narrowing navigation. Users can select the words that 
match their search intention from the upper-left area in which 
semantically relevant words are clustered. In contrast, irrelevant 
words are mapped to the bottom-right.  

This system utilizes the query logs, which are submitted by 
experts, as a knowledge base for providing search navigations. 
This application reuses the experts’ query as a successful search 
story. For example, a novice user submits a query “asthma, how-
to cure.” By using the conventional search method, the novice 
user has difficulty finding the sufficient information. On the 
other hand, our system reuses the query logs, submitted by 
experts who know the filed well, to navigate a user to use 
“asthmatic remission”. 

Our navigation algorithm is independent of a search engine’s 
relevance computation method such as PageRank. This is 
because our system calculates context-dependent relevance 
between query words by analyzing co-occurrence of those words 
in a query and temporal relevance between words in a sequence 
of queries submitted for a specific purpose. Thus, our system can 
be implemented as a meta-level system or a wrapper interface, 
which is installed in modern smart devices including smart TV 
and the latest gaming console, for the legacy search engines such 
as Google and Microsoft’s Bing. This is highly advantageous for 
realizing a novel UI suitable for touchscreens because we do not 
have to re-implement or to modify the existing Web search 
engine infrastructure. It is valuable to mention that our system 

can be a special-purpose search UI for the specific site. For 
example, by applying our system to an online bookstore, our 
system will navigate users to input book titles, authors, and 
publisher’s name. 

III. RELATED WORK 
The query expansion method is a well-known means of 

helping a search engine’s users to input complex queries [4]. The 
traditional example of query expansion is Google Suggest, which 
recommends keywords by analyzing query logs based on the 
number of previous searches. The significant difference between 
the conventional keyword suggesting system and our Q-MAP 
system is a smart visualization mechanism that integrates query 
logs analysis and intuitive noise reduction mechanism for 
eliminating irrelevant words from the visible area. Our system 
provides a novel UI designed for modern touchscreen devices. 
Kelly, Gyllstrom, and Bailey [5] proposed the combination 
method of term suggestion that helps users to add terms to their 
original query to clarify the semantics of the initial input. 
Specialization and parallel movement query suggestion (SParQS) 
[6] is a query suggestion system that provides two query 
reformulation methods: a specialization method to make the 
query more specific, and a parallel movement method to change 
an entity contained in the query. These approaches utilize a query 
log collected by a web search engine. Wen et al. [7] proposed a 
query clustering method based on content similarity for detecting 
frequently asked queries. 

Currently, many researchers are focusing on personalization 
mechanisms in query expansion [8]. For example, Teevan et al. 
[9] proposed a personalization method that considers the user’s 
specific interests by constructing a user profile from the 
relevance feedback in a ranking. Gauch et al. [10] developed an 

 
Figure 4. System Architecture for the Recommendation of Search Terms on Word Map for Directional Relevance between Input Keyword 

and Another Keyword in the Log. 
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implicit personalization mechanism that generates ontology-
based user profiles without user feedback by monitoring the 
user’s browsing activities. 

An alternative method of query expansion uses the concept 
of community. Smyth et al. [11] introduced the collaborative 
filtering method, which exploits a similar relationship between 
queries and results for each community. The method expands a 
query by referring to a graded mapping between users and items. 

In the development of search UIs, many approaches have 
analyzed the user’s search activities. For example, classified or 
faceted search results are well-known techniques for organizing 
expanded queries [12], [13].  

The most significant difference between our approach and 
those listed above is context-dependent reuse of query stories 
shared in social networking service (SNS). Our system focuses 
on two dimensions in the query building process: narrowing and 
sliding. Narrowing is a typical query building method that allows 
users to increase the specificity of a query after starting with an 
initial keyword. Our approach also supports sliding, which 
suggests cross-domain keywords by computing the implicit 
relevance of keywords in different domains, such as “climbing,” 
“healthcare,” and “costs.” Unique feature of our system is a 
method to increase the precision of the sliding and narrowing 
query specification process by exploiting the search history of a 
relevant group or community. 

IV. CROSS-DOMAIN QUERY NAVIGATION APPROACH 
The narrowing and sliding forms of navigation are based on 

an inter-term relationship matrix constructed from a query log, as 
shown in Figure 4. The purpose of this matrix is to record the 
relationship between keywords for each user. The system 
converts the matrix into recommendation scores, which 
correspond to the coordinate values for narrowing and sliding as 
presented on the UI. The system combines the recommendation 
scores from the user with those from social groups within the 
domain of interest.  

The first stage is for the system to construct the matrix from 
the query log, which is the set of keyword sequences recorded 
when the user inputs a complex query in a search box. This 
matrix contains scores representing relationships between search 
terms. It is updated from the query log. In the second stage, the 

system converts the matrix into two recommendation scores: one 
for sliding and the other for narrowing. The system calculates 
these scores based on the inner product of the matrix and its 
transpose. The final stage is to combine the recommendation 
score of the user with those of social groups within the domain of 
interest. Our concept of computing social network-based 
relevance is the reuse of third-party knowledge about query 
construction. This system may distinguish between several 
groups of users according to social graphs, such as Twitter’s 
follower/followee structure and Facebook’s friend structure. 
Users can also adjust the parameters of the combination process. 

A. Data Structure 
The data structure in this system consists of two elements—a 

query log and an inter-term relationship matrix—that are now 
explained in detail. 

1) Query Log 
A query log is a set of sequences that consist of search terms. 

We define a Log (L) as a data structure based on a Sequence (S) 
of keywords inputted by a user. Log Li of i-th user is defined by 
the following equation: 

 
𝐿𝑖 ∶=  〈𝑆0, 𝑆1,⋯ , 𝑆𝑛〉 (1) 

 
where m is the number of sequences. 

A sequence is a set of searched keywords. Therefore, we 
define a Sequence (S) as a data structure based on keywords (k). 
Sequence Sj is defined by the following equation: 
 

𝑆𝑗 ∶=  〈𝑘0,𝑘1,⋯ , 𝑘𝑚〉 (2) 
 
where n is the number of keywords. 

2) Inter-Term Relationship Matrix 
We generate a relationship matrix from the query log. The 

relationship matrix contains a set of values that represents the 
directional relevance between each pair of keywords (the weight 
of the association). This is a square matrix whose rows and 
columns each correspond to the same set of keywords. We define 
the Matrix (M) of user i based on the weight (w). 

 

 

 
Figure 5. Composition Process of Narrowing Matrix. 
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𝑀𝑖 ≔ �
𝑤[0,0] ⋯ 𝑤[𝑞,0]
⋮ ⋱ ⋮

𝑤[0,𝑞] ⋯ 𝑤[𝑞.𝑞]

� (3) 

 
where q is the number of keywords. The system also generates 
the matrix transpose 𝑀𝑖

𝑇 for reverse look-up. 

B. Primitive Functions 
The proposed system provides three main functions. The first 

constructs the relationship matrix from a query log. The second 
converts the matrix into narrowing and sliding scores for 
recommendations. The final function combines the 
recommendation scores of the user with those of a social group 
that can provide expertise concerning the user’s domains of 
interest.  

1) Constructing a Matrix from a Query Log 
The system provides a fundamental function to construct a 

matrix from a query log. The function is defined as follows: 
 

𝑓𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡(𝐿𝑖) → 𝑀𝑖 (4) 
 

where 𝑀𝑖 is a matrix for i-th user and contains a set of values w[l, 
m] representing the weights of the directional relevance between 
kl and km. 

This function updates the matrix every time the user inputs a 
query. Thus, we set the weight w of sequence Sj as the relevance 
based on the rank of keyword k. 

 
𝑤[𝑡,𝑢]�𝑆𝑗�

→ �
1

𝑟𝑎𝑛𝑘(𝑘0 ∈ 𝑆𝑗) ,
1

𝑟𝑎𝑛𝑘(𝑘1 ∈ 𝑆𝑗) ,⋯ ,
1

𝑟𝑎𝑛𝑘(𝑘𝑛 ∈ 𝑆𝑗) �. (5) 

 
Figure 5 shows an example of this summation process. 

2) Converting a Matrix into Recommendation Scores 
The system provides a fundamental function to convert a 

matrix into mapping arrays. Each mapping array contains the 
vertical and horizontal scores of a given keyword in relation to 
the origin keyword (z), i.e., the last term of a query. Thus, the 
function fmap generates sliding and narrowing relevance scores 
according to a keyword specified as the origin point. We define 
fmap(Mi, a) that inputs an origin word a and a user matrix Mi as 
follows: 

 
𝑓𝑚𝑎𝑝(𝑀𝑖 , 𝑧) → �〈𝑝𝑣,𝑝ℎ〉0, … , 〈𝑝𝑣,𝑝ℎ〉𝑞� (6) 

 

〈𝑝𝑣, 𝑝ℎ〉𝑘 → 〈�𝑀𝑖[𝑎,𝑥] ∙ 𝑀𝑖[𝑥,𝑘]

𝑞

𝑥=0

,�𝑀𝑖
𝑇

[𝑎,𝑥] ∙ 𝑀𝑖
𝑇

[𝑥,𝑘]

𝑞

𝑥=0

〉 (7) 

 
where pv and ph are the vertical and horizontal scores, 
respectively, for the word map. Thus, 〈𝑝𝑣, 𝑝ℎ〉𝑘  corresponds to 
relevance of k-th word. The vertical score corresponds to the 
directional relevance of a narrowing search, whereas the 
horizontal score corresponds to the directional relevance of a 
sliding search. 𝑀𝑖[𝑔,𝑗] denotes the value at a point of g-th row 
and j-th column. 

3) Combining the Recommendation Scores of the User and 
the Expert Groups 

This system uses the collective expertise of other users for its 
recommendations. This recommendation function merges the 
user matrix with those of other search engine users in a weighted 
combination. The system user sets the combination weighting (or 
rate) via a slider on the web page. Thus, we define fcombine based 
on a combination rate (r). 

 

𝑓𝑐𝑜𝑚𝑏𝑖𝑛𝑒(𝑝,𝐺, 𝑟) → [
𝑝 ∙ (100 −  r) + 

∑ 𝐺e
y=0
𝑒 ∙ r

100 ,⋯ ] (8) 

 
where p is a correlation score and e is the number of people in a 
group (G). These equations combine the matrix of the main user 
with the average matrix of all users to yield a final score. 

C. Query Navigation Methods using Primitive Functions 
As shown in Figure 4, our system executes the cross domain 

query navigation by applying the following seven steps.  
Step 1: The system receives an initial query keyword from a user. 
The initial keyword is required to start our query navigation. We 
have been recognizing several novices have difficulties to input 
an initial keyword. In this case, a novice user can combine voice 
recognition method installed in the modern smartphones and 
tablets.  
Step 2: The system applies 𝑓𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡  primitive function to 
generate the query matrix 𝑀 and the corresponding transposed 
matrix 𝑀𝑇. 
Step 3: The system applies 𝑓𝑚𝑎𝑝  primitive function, which 
internally invokes the function  𝑓narrowing  and the function 
𝑓𝑠𝑙𝑖𝑑𝑖𝑛𝑔, into the matrix 𝑀 and the transposed matrix 𝑀𝑇 in order 
to generate the mapping arrays. 

 
Figure 6. Example of Matrix Composition Process for Cross-

Domain Query Navigation. 
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Step 4: The system invokes the primitive function 𝑓combine  to 
integrate a user’s mapping array and social mapping array, 
generated from other users’ query logs. And then, the system 
uses 𝑓visualize  to render query candidate keywords on the 
touchscreen by using the weighted mapping arrays.  
Step 5: The system receives next keyword input. 
Step 6: The system iterates from Step-2 to Step-5 until a user 
complete describing a query. 
Step 7: When a user click a “search” button, the constructed 
query is submitted to the existing web search engine.  

V. IMPLEMENTATION  
We implement a prototype system to evaluate the 

recommendation of search terms by analyzing users’ query logs. 
The system is coded in full-stack JavaScript language, which 
implies that the server-side and client-side modules are 
implemented in JavaScript only. 

1) Modules 
The engine of our system has two main modules for the server 

side and client side. These modules use the same data structure 
of a user’s search history, but they serve two different functions. 
On the server side, the system provides the socially shared 
matrix, whereas on the client side it provides the personalized 
query expansion using the personal matrix. 

The server-side module of the prototype system outputs four 
arrays: narrowing and sliding scores for both the user and the 
community. The advantage of these outputs is that the system is 
able to present search terms with just the client-side module. 
Therefore, this module is only run when the user inputs a new 
query. 

The client-side module presents search terms on the user 
interface. The system presents the candidate search terms in the 
two-dimensional space defined by the narrowing axis and the 
sliding axis. The search terms are positioned according to two 
user-input parameters: one defines the combination rate for other 
search histories (community) and the other defines the scaling 
rate (zoom factor) for words. 

2) User Interface 
Our system’s UI consists of the word map, social slider, 

search box, and search button (Figure 6). The most important 
control is the social slider. This defines the extent to which the 
user’s search history is combined with community search 
histories. The system allows users to discover appropriate 
keywords by adjusting the combination level of search terms if 
no terms are initially found. 

The following procedure describes the use of the system:  
Step 1: The user inputs an initial keyword for the query in the 
search box, and the system presents keywords on the word map.  
Step 2: The user taps an appropriate keyword. The system 
displays the keyword in the search box and presents a new set of 
keywords on the word map. (Figure 6 shows only one term in the 
search box. The system displays the next keyword when the user 
selects it via the touch interface.) 
Step 3: If no appropriate keywords are shown, the user may drag 
the social slider until the combination level generates a 
satisfactory range of keywords.  
Step 4: The user repeats Steps 2 and 3 as necessary. Once an 
appropriate query has been formed, the user taps the search 
button and the system retrieves the search results. 

Figure 7 shows how the word map can be changed using the 
social slider. The arrows illustrate how the keywords move when 
the slider is operated. The origin point (upper left) corresponds to 
the initial query “JavaScript.” The system provides candidate 
keywords from an expert group of web designers but not 

programmers, displaying new candidate keywords suggested by 
web designers, such as “sample code,” “Web design,” and 
“Flash,” but not those used by programmers, such as “Java” and 
“C++.” The figure shows that keywords used more often by web 
designers than programmers, such as “HTML5,” are shifted 
slightly towards the upper left. The figure shows that the 
keywords that are more often used by programmers than by Web 
designers, such as “API,” are shift from upper left to lower right.  

 
Figure 7. User Interface of Cross-Domain Query Navigation 

System. 
 

 
Figure 8. Change in the Keyword Positions on Word Map using 

the Social Slider. 
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VI. EXPERIMENTS  
This section evaluates the effectiveness of our Q-MAP 

system when applied to an existing search engine. For this, we 
implement the Q-MAP prototype system as a Google interface. 
Two evaluation experiments are performed: Experiment 1 
evaluates the precision of the narrowing and sliding relevance 
computations, and Experiment 2 evaluates the effectiveness of 
our system by measuring the precision and recall of query 
expansion. In both experiments, we conduct multiple tests to 
create a suitable data set. 

A. Experiment 1: Overview 
Experiment 1 investigates the fmap function for converting a 

matrix into recommendation scores. The experiment evaluates 
the directional relevance between the input search terms and the 
candidate search terms, based on the user and community query 
logs. We compare narrowing, which is a legacy keyword 
recommendation, and sliding, which is an original feature of this 
system. We set up the inter-term relationship matrix by 
submitting 952 queries to Google. As a result, we obtain a 108 × 
108 matrix. The three test topics “design,” “e-book,” and 
“editorial” are chosen as the initial keywords. These test cases 
generate three rankings, and we select the top ten keywords for 
the narrowing and sliding relevancy from each search topic, as 
shown in Table 1. 

This experiment clarifies that our approach calculates the 
appropriate distance between query keywords. We ask ten test 
subjects (seven male and three female) to evaluate the relevance 

of the 60 keywords from the viewpoint of narrowing and sliding. 
Keywords are rated according to the following five-point 
scheme: 0 (completely irrelevant), 1 (irrelevant), 2 (slightly 
relevant), 3 (relevant), and 4 (very relevant). We consider the 
ideal ranking as the average of ten results.  

B. Experiment 1: Evaluation Result 
To evaluate this experiment, we compute the normalized 

discounted cumulative gain (NDCG). 
 

𝐷𝐶𝐺 = �
𝑟𝑒𝑙𝑖
𝑙𝑜𝑔2𝑖

10

𝑖=1

 (9) 
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𝑁𝐷𝐶𝐺 =  
𝐷𝐶𝐺
𝐼𝐷𝐶𝐺 (11) 

 
where reli are the average evaluation scores given by the test 
subjects, and rel'i are the average scores in descending order. 

Figure 8 shows the NDCG of the narrowing and sliding 
recommendations for our three topics (“design,” “e-book,” and 
“editorial”). A higher score implies a better retrieval precision. 
The most important result is the sliding recommendation score, 
because the narrowing recommendation is similar to 
conventional query methods. The NDCG of the sliding 
recommendation is almost the same as that of the narrowing 
recommendation for each query. This implies that our sliding 
recommendation achieves highly practical precision, although it 
generates different keywords from the narrowing 
recommendation. Using this system, users received precise query 
keywords that shared a cross-domain relationship with the initial 
keyword. This recommendation is a very powerful tool for 
inputting a complex query consisting of cross-domain keywords. 

C. Experiment 2: Overview 
Experiment 2 considers the visualization function that 

displays the word map according to recommendation scores. 
The experiment evaluates the precision and recall of the upper-
left area of the word map showing the relevant query words. We 
ask five test subjects (two male and three female) to evaluate the 
word map, and plot the change in precision and recall while 
expanding the visible area. By plotting this information, we can 
evaluate the appropriate size of the visible area to satisfy the 
user requirements for query expansion precision. The precision 
p and recall r with a visible area size of k are calculated as 
follows: 

 

𝑝(𝑘) =
𝑉(𝑘) ∩ 𝐶
𝑉(𝑘)  (12) 

 

𝑟(𝑘) =
𝑉(𝑘) ∩ 𝐶

𝐶  (13) 

 
where V(k) denotes the words displayed in area k and C denotes 
the set of correct words. The visible area size k is the rectangle 
containing the top-k narrowing words and the top-k sliding words. 
As preprocessing for this experiment, we ask five subjects to 
perform several web searches to find as much information as 

Table 1. Narrowing and Sliding Keywords and their Ranks. 

 
 
 

 
Figure 9. NDCG of Narrowing and Sliding Recommendations. 
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possible related to the article [1]. We then ask five different test 
subjects to perform the same search. We set up the inter-term 
relationship matrix by submitting 808 queries, which contain 93 
keyword variations, to Google. As a result, the system has 
updated totally 34,865 cells in a 108 × 108 matrix.  

D. Experiment 2: Evaluation Result 
We have plotted eight evaluation results corresponding to the 

initial query keywords “search,” “retrieval,” “interactive,” 
“words,” “tablet,” “smartphone,” “typing,” and “input” (Figures 
10–17). As shown by these graphs, our approach is highly 
effective at recommending cross-domain keywords when users 
can select an appropriate initial keyword (Figure 10, Figures 14–
17). In contrast, our system could not recommend appropriate 
keywords when users select an initial keyword that is too 
common (Figure 11). Figure 12 and 13 show that our system 
requires sufficiently large query logs to compute the relationship 
between the initial keywords and other keywords. 

Figure 10 shows the recall and precision of Query-1, in 
which “search” was the initial keyword. In this case, the recall is 
increasing towards 100% as the number of words k increases. In 
contrast, the precision has saturated after reaching the top-12 
ranking. 

Figure 11 shows the results for Query-2 (initial keyword: 
“retrieval”). This result is not so good because the precision score 
has saturated beyond the top-5 ranking. This is because the query 
log does not contain a search history that starts with the keyword 
“retrieval”. 

Figure 12 and 13 illustrate the limitation of our approach. 
Figure 12 corresponds to the initial keyword “interactive” and 
Figure 13 corresponds to the initial keyword “words.” In both 
cases, our system could not compute the relationship between the 
initial keywords and other keywords due to the small log size. 
We recognize that our system requires a sufficient log size in 
order to accept a wide variety of initial keywords. Currently, our 
experimental data set is relatively small. 

Figures 14–17 show that our system provides good keywords 
for the cross-domain relevance computation. Specifically, Figure 
14 shows the recall and precision for Query-5 (initial keyword: 
“tablet”). In this case, the precision score remains high while the 
recall score is increasing. It is important to mention that the 
reason why the precision score remains high is that the system 
does not show irrelevant keywords on the screen, instead 
gathering them into the bottom left area of the metric space, 
which is not visible to users. Figure 15 shows the recall and 
precision for Query-6 (initial keyword: “smartphone”). The 
results are similar to those in Figure 14, but the precision score 
decreases as more words are included. This is because several 
irrelevant words move to the center of the metric space. Our 
metric space may include some irrelevant words in the central 
area.  

We consider this to be a trivial matter because many users do 
not scroll the metric space or look at the central area. Figure 16 
and 17 exhibit ideal results from our system. 

 
Figure 10. Recall & Precision of Query-1. Initial Keyword is 

“search.” 
 

 
Figure 11. Recall & Precision of Query-2. Initial Keyword is 

“retrieval.” 
 

 
Figure 12. Recall & Precision of Query-3. Initial Keyword is 

“interactive.” 
 

 
Figure 13. Recall & Precision of Query-4. Initial Keyword is 

“words.” 
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VII. CONCLUSION AND FUTURE WORK 
We have proposed a complex query navigation system that 

exploits the search history of social groups. This system 
recommends candidates for the next search term by calculating 
the directional relevance along two conceptual dimensions and 
performing narrowing and sliding operations. 

The unique feature of our system is that it combines 
visualization techniques and semantic correlation computing 
methods to provide an intuitive user interface dedicated to the 
modern touchscreens. A social combination function enables the 
user to utilize the knowledge of social groups to facilitate 
navigation. We have implemented a prototype system that was 
able to retrieve and present candidate keywords for multiple 
queries while reducing the number of touchscreen taps required. 
Our implementation system is running on the modern slate 
devices such as iPad and Android. 

As future work, we plan to develop a social network-based 
query recommendation mechanism and evaluate the scalability of 
complex query navigation in multiple domains. In addition, we 
are working on developing a context-dependent noise reduction 
mechanism for words appearing the map because we have 
recognized that several irrelevant words may appear in the visible 
area of the word map. 
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