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Abstract—This paper introduces a Sensory Substitution Device 
(SSD) prototype, which aims to support conversation 
situations. The purpose of the SSD is to convert facial 
expressions into emotions based on the seven basic emotions 
according to Paul Ekman and the Facial Action Coding 
System. The paper describes a study by which vibration and 
temperature stimuli have been compared and a suitable 
feedback method for the SSD prototype was selected. As a 
result of the study, vibration stimuli were selected for the 
feedback of the SSD, as these were recognized more reliably, 
more quickly and were perceived as less distracting on average 
by most of the subjects. The SSD prototype was further 
developed on the basis of the results. The work in progress of 
the SSD prototype design is described in detail. 

Keywords-Non-verbal communication; Basic Emotions; 
Vibrotactile Interface; Visually impaired; Vision Substitution; 
Sensory Substitution Device; FACS. 

I.  INTRODUCTION  
The following paper is based on the work in progress 

paper about the development of a wearable vision 
substitution prototype, presented at ACHI 2020 [1]. 
Everyday face-to-face communication situations use a 
variety of communication channels. In addition to the 
verbalized information, several non-verbal cues are 
communicated, which have to be interpreted by the 
communication partners. These include, e.g., facial 
expressions, intonations, and gestures. Sighted people can 
use all these communication channels, which allows them, 
e.g., to interpret facial expressions. According to studies, in 
this way, they are able to read emotions to understand their 
interlocutor better. Since our emotions are involuntarily 
reflected in our facial expressions, they reveal valuable 
information [2]. 

 Blind and visually impaired people are limited in the 
interpretation of a communication situation as they are not 
able to process the visual non-verbal information. For this 
reason, the communication situation can only be analyzed 
incompletely. Although an emotional valence can be 
determined through the interlocutor's intonation, this is only 
possible when the other person is speaking. While a visual 

impaired person speaks, he or she is not able to determine the 
emotional valence, since the interlocutor is listening and, 
therefore, only non-verbal cues are transmitted.  

A survey carried out with focus groups of blind people 
and disability experts proves that there are several key needs 
of non-verbal information that blind people may need to 
access during social encounters [3]. These include, but are 
not limited to, the facial expressions of a person standing in 
front of the user. Based on this demand, the purpose of this 
work is to design an interface prototype that assists people 
with visual disabilities in everyday conversations. The 
proposed system is based on vision substitution, and thus, it 
can be classified under Sensory Substitution Devices. The 
goal of the SSD is to communicate the facial expressions of 
the conversation partner to the blind user in a conversation 
situation by converting the visual information into tactile 
stimuli. 

The paper is structured as follows. In Section II, the 
theoretical basics for sensory substitution and related work 
are presented. Section III describes the relationship between 
emotions and the Facial Action Coding System (FACS), 
which is used for the SSD prototype emotion recognition. 
Section IV presents the procedure of choosing a suitable 
feedback method for the SSD. In Section V, the prototype of 
the SSD and important design decisions are described. 
Finally, Section VI summarizes the paper and describes the 
next steps. 

II. SENSORY SUBSTITUTION AND RELATED WORK 
The term sensory substitution was introduced at the end 

of the sixties and describes the transformation of sensory 
stimuli from one sensory modality into another, in order to 
substitute a sense that is missing or impaired by illness or 
disability [4]. At that time, Paul Bach-y-Rita and his 
colleagues developed the first SSD, which was dedicated to 
the scientific investigation of the plasticity of the brain in 
congenitally blind people. This SSD converts image 
information into pressure stimuli on the skin and enables 
blind people to find their way around the room. For this 
purpose, the image from the video camera is displayed on the 
skin using a vibrotactile belt that is worn on the stomach. 

Nowadays, sensory substitution devices for vision are 
largely divided into tactile and auditory substitution systems. 

70

International Journal on Advances in Life Sciences, vol 12 no 3 & 4, year 2020, http://www.iariajournals.org/life_sciences/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



These consist of the sensor, in this case, a video camera, and 
a human-machine interface (HMI), which consists of a 
coupling system and a stimulator [5]. The coupling system 
receives the stimuli recorded by the sensor, interprets them, 
and forwards them to the stimulator. In this way, the 
recorded information is analyzed, converted, and sent to the 
user through either the tactile sense or the hearing. 

In the following, examples of vision substitution are 
presented, and the research needs are derived. 

Lykawka et al., for instance, presented a tactile interface 
that allows users to navigate in environments including 
obstacles and to detect the movements of people and objects. 
The system converts the visual information into tactile 
feedback and conveys it with the help of a vibrotactile belt 
[6].   

Bernieri et al. dealt with visually impaired people's 
mobility. The authors describe a prototype of a smart glove 
that complements the classic cane. The proposed glove 
provides vibrotactile feedback on the position of the next 
obstacle in the range [7]. 

In [8], a text reading system called FingerEye is 
proposed, which translates text into audio information or 
braille.  

Bhat et al. also presented a system that aids reading texts. 
Additionally, it assists in recognizing objects. Both stimuli 
are translated into audio output [9].  

The interaction assistant ICare, described in [10], deals 
with choosing an appropriate face recognition algorithm to 
build an assistant for social interactions. It also describes the 
prototype, of which the feedback method is also aural. 

While a lot of research has been done to meet a wide 
range of needs of people with visual disabilities, less 
attention has been given to the development of assistive 
devices that satisfy the need for access to non-verbal 
communication in social interactions. However, there are a 
few systems that deal with social interaction, among other 
functions, and are available for purchase. 

Orcam MyEye 2.0 [11] is a wearable device, which is 
worn on the temple stem of eyeglasses and it combines 
several features. With the help of a camera on the front and a 
loudspeaker on the back, the device can read texts, recognize 
the time, identify goods by their barcodes and recognize 
people, by storing and voicing their name out loud. All 
recognitions are translated into audio information and 
conveyed through a loudspeaker. 

Microsoft SeeingAI [12] is an application for the 
Smartphone, which shares a lot of features with the Orcam 
MyEye. Moreover, it offers a feature, which recognizes and 
describes scenes, people, and SeRSOe¶V emotions. All types of 
recognition are translated and represented by audio feedback. 
To enable the recognition and translation, a photo of the 
object to be analyzed has to be taken.  

 An important shortcoming of SeeingAI and Orcam 
MyEye is that the solutions provide only aural outputs. 
People with visual impairment rely on their hearing to 
perceive their environment. Therefore, aural signals that are 
played by an assistance system during social interactions, 
such as face-to-face communication, could be perceived as 
disturbing as they may interfere with the hearing of the 

speech of the communication partner or the own speech. 
Moreover, SeeingAI is able to recognize people and 
emotions, but not to communicate these in real-time. Instead 
of this, the user has to take a photo first. Orcam and 
SeeingAI thus are not sufficient solutions to support face-to-
face communication.  

What is needed is a system that communicates non-
verbal cues in real-time and whose output is based on a 
different sense than the hearing, on which verbal 
communication is perceived. 

A common alternative to audio-vision substitution is to 
use vibrotactile feedback, which was already used for a 
haptic belt in the described work about navigation [6]. 
McDaniel et al. also presented a haptic belt to assist in 
communication situations [3]. The focus of the work is on 
communicating non-verbal cues, like the number of people 
in the visual field, the relative direction and distance of the 
individuals with respect to the user. The output of the belt is 
created and delivered to the user continuously and in real-
time through the haptic belt with vibrotactile feedback. 
Experiments have shown that non-verbal communication can 
be successfully conveyed through vibrotactile cues. 

In addition to the vibrotactile feedback, it is also 
conceivable to use other tactile feedback methods for the 
SSD to be designed.  Temperature feedback would be one 
such possibility. However, this has not been used in SSDs 
yet, but for direct heating or cooling of the human body [13], 
[14].  

Since temperature feedback has not yet been used in 
SSDs, it should be examined which of the tactile feedback 
methods described is best suited to convey emotions during a 
conversation. Building on this, the SSD prototype presented 
in [1] can then be adapted and expanded.  

III. EMOTIONS AND THE FACIAL ACTION CODING 
SYSTEM 

Every emotion sends signals, which are most visible 
through our voice and facial traits. According to Paul 
Ekman, there are so-called basic emotions that are 
understood by all cultures in the world, since they can be 
recognized through universal facial expressions. The seven 
basic emotions include the emotion groups anger, happiness, 
sadness, disgust, contempt, fear, and surprise. Emotion 
groups mean that there can be different forms and intensity 
levels of emotions in a group [2], [15].  

Although the basic emotions can be separated well in 
terms of their nature and their characteristic facial 
expression, mixed emotions occur more often than pure 
emotions [16]. Some examples of mixed emotions are listed 
below: 

x Rejection of a loved one can evoke both sadness and 
anger. 

x When we feel threatened, we are afraid, but often we 
are also angry. For example, we could be angry with 
ourselves for feeling fear if we found out afterwards 
that it was completely unfounded. 

x Anger can come with contempt. If we find that we 
have reacted angrily, we can despise ourselves for it. 
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x It often happens that the emotion of contempt 
alternates with the emotion disgust. For example, if a 
person does something disgusting, we may find it 
disgusting and, therefore, despise the person.  
 

Moreover, emotions should not be confused with moods, 
because unlike emotions, they can last up to two days [2]. 
However, emotions come and go within minutes or seconds. 
For example, the emotion surprise lasts at most a few 
seconds. After that, it ends in fear, happiness, anger, or other 
emotions, depending on the quality and nature of what 
surprises us [2]. For the development of the prototype, this 
means that it is important, among other things, that the 
emotions can be recognized quickly by the user as these can 
change quickly.  

The basis for the analysis of facial expressions and the 
emotion recognition in this project is the FACS, an 
anatomically based coding system for all visually perceptible 
facial muscle movements and also a common standard for 
the recognition of basic emotions and their intensity. The 
system assigns Action Units (AUs) to almost every visible 
movement of facial muscles. AUs can be divided into two 
categories. One part of them refers to the upper face and one 
part to the lower face. An Action Unit can combine single or 
multiple muscle movements. A combination of certain AUs 
can be assigned to emotions. Besides, the intensity of the 
muscle movements is differentiated based on a five-tier 
ranking. In order to determine the emotions of a facial 
expression using FACS, it has to be deconstructed in AUs 
[17], [18]. For example, if a face has the combination of the 
AUs "Inner brow raiser", "Outer brow raiser", "Upper Lid 
Raiser" and "Jaw drop", this facial expression would indicate 
the emotion of surprise [2], [18]. 

IV. CHOOSING A FEEDBACK METHOD 
As previously reported in [19] this section describes the 

process of deciding on a suitable feedback method for the 
stimulator of the proposed SSD. The goal of this project is to 
create an SSD that conveys the emotions of the interlocutor 
in real-time, meaning that the stimulator feedback should be 
conveyed during a conversation. The study described below 
focuses on tactile feedback methods since these are received 
through a different sense than the hearing and, therefore, 
would not interfere with verbal communication. 

A. Approach 
   In order to investigate which tactile stimuli are best 

suited to convey emotions during a communication situation, 
a quantitative study was carried out in which the tactile 
stimuli heat, cold, and vibration were compared. Data were 
collected through a laboratory experiment in which test 
subjects received various tactile stimuli. During the 
experiment, detection rates of the stimuli and the reaction 
times to them were measured. The experiment's within-
subject design ensured that each test subject could test all 
three stimuli types. After the experiment demographic data, 
information on the perceived distraction by the stimuli as 

well as other dependent factors was collected using a 
questionnaire.  

B. Experimental Setup 
The test subject¶s task in the experiment was to read a 

text aloud and to respond to heat, cold, and vibration stimuli 
while reading. Depending on the stimulus type sent, the 
reading volume should be adjusted in the following way: The 
vibration stimulus calls to read on in a normal volume, the 
heat stimulus is the signal to continue reading aloud and the 
cold stimulus signals to read on in a whisper.  

The stimuli were always sent at the same text passages 
and appeared both at the beginning of a paragraph and in the 
running text and lasted about 2 seconds. After the signal 
stopped, the volume had to be maintained until the next 
stimulus would be sent. In order to not influence the reaction 
times, the test subjects sat with their backs to the 
experimenter and, therefore, could not see when the stimuli 
were sent.  

To generate the tactile signals a Groove vibration motor 
and two Peltier elements of the size 8 x 8 x 2,6 mm were 
used. The temperatures chosen are 40 °C for the heat 
stimulus and 10 °C for the cold stimulus. When choosing the 
temperatures, the orientation was based on the selected 
temperatures in related works [13], [14], a pretest carried out, 
and the 45 °C limit, which is the temperature that could lead 
to first degree burns [20]. 

C. Evaluation 
 In the study, a total of 55 test subjects were tested of 

which 36.21% were female, and 64.79% were male. The 
average age of the subjects was 24.34, while the youngest 
person being 17 and the oldest 40 years old.   

Each test person received 12 stimuli during the reading 
process and thus 4 of each stimulus type. However, not all 
signals were always recognized correctly. Sometimes certain 
stimuli were not noticed and, therefore, there was no reaction 
to measure.  

Before statements could be made about reaction rates and 
reaction times, the data first had to be cleared of outliers with 
the help of the SPSS software. Except for one outlier, all data 
were used for the calculation. This was the reaction time of a 
test person to the heat signal. The person recognized only 
one of four transmitted heat signals and reacted to it only 
after more than 9 seconds. Since this is a far above average 
reaction time, it was assumed for the subsequent calculations 
that the person did not recognize any of the four heat signals.  

After cleansing the data, the reaction rates and response 
times could be calculated. Table I shows the frequencies of 
tactile stimuli recognition. When analyzing the frequency of 
reactions to the stimuli, it was found that it was often the 
case that people did not recognize a particular stimulus type 
in all four interventions. However, this does not apply to the 
recognition of the vibration signal, as it was recognized by 
all 55 test subjects at least once. 
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FXUWheUPRUe, Whe YibUaWiRQ VigQaO ZaV PRVW fUeTXeQWO\ 

UecRgQi]ed. Of 220 VWiPXOi VeQW iQ WRWaO, 217 ZeUe cRUUecWO\ 
UecRgQi]ed, UeVXOWiQg iQ a UecRgQiWiRQ UaWe Rf 98.63%. 

  The cROd VWiPXOXV did a OiWWOe ZRUVe ZiWh a UecRgQiWiRQ 
UaWe Rf 91.36%. MRUeRYeU, RQO\ WhUee VXbjecWV RXW Rf 55 did 
QRW UeacW WR aQ\ Rf Whe cROd VigQaOV VeQW. 

The heaW VWiPXOXV haV beeQ UecRgQi]ed OeaVW fUeTXeQWO\, 
UeVXOWiQg iQ a UecRgQiWiRQ UaWe Rf 80.45%. OXW Rf 55 SeRSOe, 
49 SeRSOe UeVSRQded WR Whe heaW VWiPXOXV aW OeaVW RQce. The 
UePaiQiQg Vi[ SeRSOe did QRW adaSW WheiU YROXPe ZheQ 
UeadiQg. 

A UeaVRQ fRU Whe diffeUeQceV iQ Whe UecRgQiWiRQ UaWeV Rf Whe 
YibUaWiRQ aQd Whe WePSeUaWXUe feedback cRXOd be Whe diffeUeQW 
SeUceiYed iQWeQViW\ Rf Whe VeQW VWiPXOi (Vee Fig. 1). IQ Whe 
TXeVWiRQQaiUe, 58.63% Rf Whe WeVW SeUVRQV cOaVVified Whe 
iQWeQViW\ Rf Whe YibUaWiRQ VWiPXOXV aV VWURQg RU WRR VWURQg aQd 
0% cOaVVified iW aV Zeak RU WRR Zeak. IQ cRQWUaVW, Whe RWheU 
WZR VWiPXOi ZeUe PRUe RfWeQ cOaVVified aV Zeak RU WRR Zeak. 
The heaW VWiPXOXV ZaV cOaVVified b\ 58,62% aQd Whe cROd 
VWiPXOXV b\ 39% aV Zeak RU WRR Zeak. The ZeakeU SeUceiYed 
iQWeQViW\ Rf Whe WePSeUaWXUe VWiPXOi cRXOd aOVR be  

 
UeOaWed WR Whe WePSeUaWXUe Rf Whe WeVW VXbjecW¶V haQdV, RQ 
Zhich Whe acWXaWRUV ZeUe ZRUQ. The WePSeUaWXUe Rf Whe haQdV 
ZaV QRW PeaVXUed, hRZeYeU. 

The UeacWiRQ WiPeV WR Whe VWiPXOi ZeUe cRPSaUed XViQg 
Whe deSeQdeQW W-TeVW. SiQce QRUPaOO\ diVWUibXWed VaPSOeV aUe 
a SUeUeTXiViWe fRU Whe aSSOicaWiRQ Rf a W-WeVW, Whe KROPRgRURY- 
SPiUQRY WeVW ZaV caUUied RXW WR WeVW Whe ZheWheU Whe VaPSOeV 
fRU UeacWiRQ WiPeV ZeUe QRUPaOO\ diVWUibXWed [21]. The SPSS 
VRfWZaUe ZaV XVed fRU daWa aQaO\ViV Rf Whe UeacWiRQ WiPeV WR 
Whe diffeUeQW VWiPXOi. The WeVW VhRZed iQ Whe SPSS 
e[aPiQaWiRQ WhaW Whe VaPSOeV Rf UeacWiRQ WiPeV fRU Whe 
YibUaWiRQ, heaW aQd cROd VWiPXOi aUe QRUPaOO\ diVWUibXWed. FRU 
WhiV UeaVRQ, Whe W-WeVW WR deSeQdeQW VaPSOeV ZaV aSSOied.  

FRU Whe caOcXOaWiRQ, Whe VigQaO W\SeV ZeUe cRPSaUed iQ 
SaiUV (Vee TabOe II). LRRkiQg aW Whe QXPbeU Rf cRPSaUiVRQ 
SaiUV fRU Whe gURXSV, iW iV QRWiceabOe WhaW Whe\ YaU\ fURP 
gURXS WR gURXS. The UeaVRQ fRU WhiV iV WhaW a cRPSaUiVRQ caQ 
RQO\ be Pade if a SeUVRQ haV UeacWed WR bRWh VigQaO W\SeV. 
ThiV iV QRW Whe caVe ZiWh aOO Rf WheP, ViQce QRW aOO WeVW SeUVRQV 
haYe UecRgQi]ed eYeU\ VWiPXOXV W\Se. FRU e[aPSOe, Whe 
YibUaWiRQ VigQaO ZaV UeOiabO\ deWecWed aW OeaVW RQce b\ each 

SWLPXOL RecRgQLWLRQ UaWe NXPbeU Rf UecRgQL]ed VWLPXOL  
/ NXPbeU Rf LQWeUYeQWLRQV 

NXPbeU Rf WeVW VXbMecWV,  
ZKR UecRgQL]ed VWLPXOL 

VibUaWiRQ 98.63% 217 / 220 55 

CROd 91.36% 201 / 220 52 
HeaW 80.45% 177 / 220 49 

GURXSV fRU W-WeVW CROd / VLbUaWLRQ WaUP / CROd WaUP / VLbUaWLRQ 

NXPbeU Rf SaiUV 52 46 49 

ReacWiRQ WiPe PeaQ YaOXeV 2.097 / 1.376 3.059 / 2.059 3.091 / 1.1372 

W-VWaWiVWic 9.386 9.356 17.173 

S-YaOXe .000 .000 .000 

EffecW Vi]e U .80 .81 .93 

TABLE II.  RESULTS OF THE DEPENDENT T-TEST AS PREVIOUSLY REPORTED IN [19]. 
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FigXUe 1. The SeUceSWiRQ Rf Whe VWiPXOi W\SeV iQ WeUPV Rf iQWeQViW\. 

 
TABLE I.  STIMULI RECOGNITION AS PREVIOUSLY REPORTED IN [19]. 
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WeVW SeUVRQ, bXW RQO\ 49 Rf 55 WeVW SeUVRQV deWecWed Whe heaW 
VigQaO. AV a UeVXOW, RQO\ 49 cRPSaUiVRQ SaiUV cRXOd be 
fRUPed fRU Whe YibUaWiRQ/cROd gURXS. IQ Whe fROORZiQg, Whe 
UeVXOWV Rf Whe W-WeVW aUe SUeVeQWed iQ SaiUV. 

OQ aYeUage, Whe UeVSRQVe WiPe WR Whe YibUaWiRQ VWiPXOXV 
ZaV VigQificaQWO\ VhRUWeU WhaQ WR Whe cROd (𝑡=9.386, 𝑝=.000, 
𝑛=52). The effecW Vi]e 𝑟=.80 cRUUeVSRQdV WR a OaUge effecW. 

A ViPiOaU UeVXOW iV RbWaiQed ZheQ cRPSaUiQg heaW aQd 
cROd. The UeacWiRQ WiPe WR Whe cROd VWiPXOXV iV VigQificaQWO\ 
VhRUWeU WhaQ WR Whe heaW VWiPXOXV (𝑡=9.356, 𝑝=.000, 𝑛=46). 
The effecW Vi]e iV 𝑟=.81 aQd aOVR cRUUeVSRQdV WR a OaUge 
effecW.  

The PeaQ YaOXeV Rf Whe UeacWiRQ WiPeV WR heaW aQd 
YibUaWiRQ VWiPXOi diffeU Whe PRVW. The UeVSRQVe WiPe WR Whe 
YibUaWiRQ VWiPXOXV iV VigQificaQWO\ VhRUWeU cRPSaUed WR Whe 
heaW VWiPXOXV (𝑡=17.173, 𝑝=.000, 𝑛=49). TheUefRUe, WheUe iV 
aOVR a OaUgeU effecW Vi]e ZiWh   𝑟=.93.  

A ViPiOaU RXWcRPe WR Whe W-WeVW caQ be VeeQ ZheQ Whe 
UeVSRQVe WiPeV aUe cRUUeOaWed ZiWh Whe iQWeUYeQWiRQ W\Se (Vee 
TabOe III). ThiV UeVXOWV iQ VWURQg, highO\ VigQificaQW SRViWiYe 
cRUUeOaWiRQV beWZeeQ Whe iQWeUYeQWiRQ W\Se ZaUP aQd Whe 
UeacWiRQ WiPe fRU aOO 12 iQWeUYeQWiRQV. IQ cRQWUaVW, WheUe iV a 
highO\ VigQificaQW QegaWiYe cRUUeOaWiRQ beWZeeQ Whe 
iQWeUYeQWiRQ W\Se YibUaWiRQ aQd Whe cRUUeVSRQdiQg UeacWiRQ 
WiPe. TheUe aUe QR VigQificaQW cRUUeOaWiRQ YaOXeV beWZeeQ Whe 
cROd iQWeUYeQWiRQ W\Se aQd Whe UeacWiRQ WiPe (S<0.05). 

The UeaVRQ Zh\ Whe WePSeUaWXUe VWiPXOi aOVR SeUfRUPed 
ZRUVe iQ WeUPV Rf UeacWiRQ WiPeV cRXOd be WhaW Whe PeOWieU 
eOePeQWV aOVR Qeed VRPe WiPe WR adaSW WR Whe VeW heaW aQd 
cROd WePSeUaWXUeV. BeVideV, Whe diffeUeQWO\ SeUceiYed 
iQWeQViW\ Rf Whe VWiPXOi Pa\ aOVR SOa\ a UROe heUe (Vee Fig. 1). 

FRU e[aPSOe, a SeUVRQ ZhR iV QRW YeU\ VeQViWiYe WR heaW 
ZRXOd SURbabO\ RQO\ QRWice Whe heaW VWiPXOXV aW a Pa[iPXP 
WePSeUaWXUe Rf 40 �C. IQ cRQWUaVW, a SeUVRQ ZhR iV PRUe 
VeQViWiYe WR heaW ZRXOd deWeUPiQe Whe iQcUeaVe iQ WePSeUaWXUe 
PRUe TXickO\. IW VhRXOd be QRWed WhaW Whe heaW WePSeUaWXUe 
haV aOUead\ beeQ chRVeQ YeU\ cORVe WR Whe OiPiW Rf a SRWeQWiaO 
bXUQ WUaXPa [20].  

 
IQ Whe TXeVWiRQQaiUe Whe WeVW VXbjecWV ZeUe aVked, aPRQg 

RWheU WhiQgV, WR VRUW Whe VigQaOV accRUdiQg WR Whe degUee Rf 
diVWUacWiRQ fURP VSeakiQg. IQ WhiV Za\, Whe YibUaWiRQ VWiPXOXV 
ZaV UaQked 1.6 aV Whe OeaVW diVWUacWiQg RQ aYeUage. The heaW 
VigQaO fROORZed ZiWh Whe UaQk 2.1 aQd Whe cROd VWiPXOXV ZiWh 
Whe UaQk 2.7 RQ aYeUage diVWUacWed PRVW fURP UeadiQg. 

ThiV UaQkiQg iV aOVR UefOecWed iQ Whe eYaOXaWiRQ Rf Whe 
SeUceiYed cRPfRUW Rf Whe VigQaOV (Vee Fig. 2). The YibUaWiRQ 
VigQaO ZaV UaWed aV UaWheU SOeaVaQW RU SOeaVaQW b\ 65.51% aQd 
aV UaWheU XQSOeaVaQW RU XQSOeaVaQW b\ RQO\ 12%. IQ cRQWUaVW, 
Whe WZR WePSeUaWXUe VigQaOV ZeUe SeUceiYed aV SOeaVaQW OeVV 
RfWeQ. The heaW VigQaO ZaV eYeQ cOaVVified b\ 20.69% aQd Whe 
cROd VigQaO b\ 39.66% aV UaWheU XQSOeaVaQW RU XQSOeaVaQW. 

The SeUceiYed iQWeQViW\ aOVR VeePV WR iQfOXeQce Whe 
degUee Rf diVWUacWiRQ. SRPe WeVW VXbjecWV UeSRUWed WhaW Whe\ 
ZeUe diVWUacWed b\ a VigQaO WhaW ZaV WRR Zeak, aV Whe\ ZeUe 
WRR fRcXVed RQ QRW PiVViQg iW. ThiV iV aOVR UefOecWed iQ Fig. 1. 
The YibUaWiRQ ZaV QRW UaWed WRR Zeak b\ aQ\, ZheUeaV Whe 
heaW Rf 58.62% aQd cROd Rf 39.66% ZeUe UaWed aV Zeak RU 
WRR Zeak. A VWiPXOXV WhaW iV SeUceiYed WRR VWURQgO\ dReV QRW 
VeeP WR haYe aQ iQfOXeQce RQ Whe degUee Rf diVWUacWiRQ. EYeQ 
if 58.63% SeUceiYed Whe YibUaWiRQ VWiPXOXV WR be VWURQg RU 
WRR VWURQg, iW VWiOO diVWUacWed Whe OeaVW RQ aYeUage. 

IQWeUYeQWLRQV IQWeUYeQWLRQ W\Se ZaUP IQWeUYeQWLRQ W\Se YLbUaWLRQ 

1. IQWeUYeQWiRQ (Q=54) U = .474**; S = .000 U = ±.570**; S = .000 

2. IQWeUYeQWiRQ (Q = 53) U = .656**; S = .000 U = ±.500**; S = .000 

3. IQWeUYeQWiRQ (Q = 45) U = .555**; S = .000 U = ±.585**; S = .000 

... ... ... 

12. IQWeUYeQWiRQ (Q = 45) U = .471**; S = .000 U = ±.613**; S = .000 

FigXUe 2. The SeUceSWiRQ Rf Whe VWiPXOi iQ WeUPV Rf cRQYeQieQce. 

ϱ,ϭϳй

ϲ,ϵϬй

ϮϮ,ϰϭй

ϯϰ,ϰϴй

ϯϭ,Ϭϯй

unpleasant - ϭ

Ϯ

ϯ

ϰ

pleasant - ϱ

Perceiǀed conǀenience͗ Vibraƚion

ϲ,ϵϬй

ϯϮ,ϳϲй

Ϯϳ,ϱϵй

ϭϴ,ϵϳй

ϭϯ,ϳϵй

unpleasant - ϭ

Ϯ

ϯ

ϰ

pleasant - ϱ

Perceiǀed conǀenience͗ Cold

ϯ,ϰϱй

ϭϳ,Ϯϰй

ϯϵ,ϲϲй

ϯϭ,Ϭϯй

ϴ,ϲϮй

unpleasant - ϭ

Ϯ

ϯ

ϰ

pleasant - ϱ

Perceiǀed conǀenience͗ Heaƚ

 
TABLE III.    PEARSON CORRELATIONS OF THE VARIABLES REACTION TIME AND INTERVENTION TYPE AS PREVIOUSLY REPORTED IN [19]. 
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D. Feedback method selection 
Based on the evaluation of all stimuli tested, the vibration 

stimulus is best suited to convey emotions and is, therefore, 
selected as a feedback method for the tactile interface. The 
vibration stimulus impresses with higher detection rates and 
shorter reaction times, which have the advantage that even 
emotions that only last a few seconds could be recognized 
quickly.  

Moreover, since the aim of the project is to support 
communication rather than divert from it, the degree of 
distraction is also a key criterion. The vibration feedback, 
which was classified as the least distracting on average, is 
convincing at this point, too. 

The temperature feedback did worse and is hence, not 
suitable for conveying emotions. Nevertheless, it can prove 
useful to aid communication.  

One possible application would be to convey other non-
verbal information, such as moods, as these have higher 
latency. The detection rates, however, are significantly lower 
than those of the vibration stimulus. The temperature stimuli 
were also more often perceived as unpleasant, which makes 
the use of Peltier elements unattractive for an interface. 

For this reason, it should first be investigated how the 
perception is and whether the temperature stimuli are better 
recognized if larger Peltier platelets are used or if the stimuli 
are sent for longer than two seconds. 

V. PROTOTYPE CONSTRUCTION AND DESIGN 
This section discusses the architecture of the SSD 

prototype and design decisions made in this project. The 
SURWRW\Se¶V aUchLWecWXUe LV fRUPed b\ fRXU PaLQ cRPSRQeQWV: 

x Camera unit  
x Smartphone 
x Notebook / FaceReader  
x Haptic device  

 
The camera unit records the interlocutors face during the 
communication and is, therefore, the sensor of the SSD. It is 
attached to glasses so that the face of the communication 
partner is always in focus. The camera uses a smartphone for 
the power supply, which sends the captured photos 
continuously and in real-time to the FaceReader software. 
The smartphone thus represents a supplement to the main 
sensor. 

A notebook is used to run the FaceReader software [27], 
which analyzes and categorizes the photos by utilizing the 
FACS. Both together form the coupling system of the 
substitution system. After categorization, the results are sent 
to the haptic device.  

The haptic device is the stimulator of the SSD. It consists 
of a controlling unit and a vibrotactile glove. The controlling 
unit receives the signals from the FaceReader Software via a 
Bluetooth module and controls the vibrotactile glove. 
Depending on the classified emotions, the associated 
vibration motors vibrate. In the following, the technical 
procedure and components of the system will be described in 
greater detail. 

A. Camera-Unit and Smartphone 
As previously reported in [1] the predecessor prototype 

was working with a Logitech Brio 4K webcam, whereby the 
device was not mobile. For this reason, the webcam is now 
replaced by the HD Mini camera from Spyschool [22], 
which is attached to the temple of eyeglasses, similar to the 
proposed face recognition device in [10]. For the power 
supply of the HD Mini Camera, an android smartphone is 
used, which can be carried in the pocket. The smartphone 
also runs the application CameraFI for the HD Mini Camera 
und sends the image of the camera to the notebook in real-
time. Fig. 3 shows the Camera-Unit connected to a 
Smartphone. In order not to strain the battery of the 
smartphone, a special power bank can be used for the power 
supply of the camera.  

In the previous paper, the use of the smartphone camera 
was described as an alternative. In this case, the smartphone 
would be carried in the breast pocket. Although this could be 
very convenient and cheap, this turned out to be impractical 
for this application, as the camera would not be pointed at 
the face of the conversation partner and would, therefore, 
lead to restrictions in emotion recognition. By attaching the 
HD mini camera to glasses, the conversation partner's face is 
always in view. 

B. Notebook / FaceReader  
The notebook is used to run the FaceReader software 

[27]. In order to recognize the emotions of the interlocutor, it 
is not necessary to develop software that will recognize faces 
and analyze facial expressions. This task can be undertaken 
by the FaceReader, which is an automatic analysis tool for 
facial expressions. It utilizes the FACS and is, therefore, able 
to recognize the seven universal emotions and their intensity, 
which are described in Section III as well as neutral facial 
expressions. The functionality of the software in relation to 
emotion recognition is described below. 

When the software has detected the presence of a face 
with the Viola-Jones algorithm [23], a 3D model of the face 
is created. The model is generated using an algorithm based 
on the Active Appearance Method of Cootes and Taylor 
[24]. With the help of the model, points are placed around 
and in the face, and around those parts of the face that are 
usually easy to recognize such as eyebrows, lips, nose, and 
eyes. Furthermore, the texture of the face is also determined. 

Figure 3. Camera-Unit connected to a smartphone. 
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In this way, not only the position and shape of the face but 
also the shape of the eyebrows, wrinkles, and the like are 
described.  

The classification of facial expressions is based on the 
training of an artificial neural network [25]. Training 
material from over 10,000 images was used for this purpose. 
The FaceReader also uses the Deep Face classification 
method [26], which allows the face classification from image 
pixels and the recognition of patterns with a neural network. 
Hence, the face does not necessarily have to be completely 
visible. It is sufficient if the position of the eye area can be 
determined. The Deep Face classification method is used 
when modeling with the Active Appearance method is not 
possible. More detailed information about the functionality 
of the system can be found in the FaceReader white paper 
[27].  

After the classification in FACS, the recognized 
emotions are forwarded to the haptic device. If the 
FaceReader cannot recognize a face because the 
communication partner has moved or the image quality is 
poor, no analysis is possible. This information is also 
forwarded to the haptic device. Due to the privacy aspects of 
having a camera recording during a conversation, we 
constructed the prototype as a closed-loop-system. This 

means the recordings are interpreted by the FACS software 
instantaneously and no video recording remains on the 
server.  

C. Controlling unit 
The cRQWUROOLQg XQLW¶V PaLQ cRPSRQeQW LV aQ ESP32-

WROOM-32U (ESP32). It controls the vibrotactile glove, 
which will be described in section D and is controlled by a 
built-in Bluetooth module. In this way, the filtered real-time 
data from the analysis of the FaceReader are sent to the 
ESP32 controller via Bluetooth. The data sent include on the 
one hand the emotions of the conversation partner in real-
time. On the other hand, the user is also notified if no 
analysis is possible because the conversation partner has 
moved, or the lighting conditions are insufficient. A 
notification is also sent as soon as the analysis can be 
continued. The vibrotactile glove is controlled on the basis 
of the received data. A detailed description of the hardware 
used for the controlling unit and the vibrotactile glove can 
be found in the wiring diagram in Fig. 4. The ESP32 is in 
this graphic the U2-component. The close-up view of the 
controlling unit and vibrotactile glove hardware is presented 
in Fig. 5.  

Figure 4. Wiring diagram of the haptic device. 
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Important upgrades to the last prototype are the use of 
the ESP32 and the light and flat BL-5C Nokia battery 
instead of a power bank. In contrast to most Arduino 
controllers, the ESP32 has a Bluetooth module and also 
offers WiFi connection to the chip. For future 
developments, the categorization of the data recorded by the 
camera could possibly be shifted to the chip. It would 
therefore no longer be necessary to use a notebook, which 
runs the FaceReader software for the analysis. 

Thanks to the built-in Bluetooth module and the use of 
the BL-5C battery for the power supply, it is also possible to 
make the controlling unit very light and compact. The 
controlling unit including the battery is therefore no longer 
worn on the neck, but on the wrist. The length of the cables 
that connect the controlling chip with the vibrotactile glove 
is thus reduced to a minimum and ensures more freedom of 
movement.  

D. Vibrotactile glove 
As previously reported in [1], it was planned to expand 

the predecessor prototype with ENPaQ¶V seven basic 
emotions. The task of the predecessor prototype was to 
convey the emotional valence of the interlocutor to the user. 
The haptic interface thus consisted of two vibrating rings, 
one of which represented the positive and the negative 
valence. In the following, the improvements of this haptic 
component of the prototype are described.  

One of the most important decisions that were made 
concerning the haptic device was the selection of the 
feedback method. As described in Section II, vibrotactile 
cues for vision substitution have proven to be a good 
alternative to aural cues in terms of navigation and social 
interactions [1][2]. Moreover, in the study described in 
Section IV, in which various haptic signals were compared, 
vibration signals also proved to be particularly suitable for 
conveying emotions. For this reason, it was decided in this 
project to use vibration signals for the haptic interface.  

Another design decision that was made was related to the 
placement of the vibration actuators. Some described vision 
substitution systems in Section II have successfully used and 
tested vibrotactile cues in haptic belts or gloves [1][3]. Since 
SSDs for navigation use both vibrotactile cues in haptic belts 
and gloves, it follows that this also applies to communication 
for which only haptic belts were previously presented.  

In order to keep the haptic device small and easy to put 
on for future experiments, it was decided to develop a 
vibrotactile glove that can be worn on the non-dominant 
hand. The haptic glove is based on a set of vibration motors 
attached to an elastic bicycle glove. 

Initially, it was planned to use fewer vibration motors to 
save costs, so that an emotion could be signaled by one or a 
combination of different vibration motors, but this idea was 
discarded. Although the basic emotions can be separated 
well in terms of their nature and the associated facial 
expression, it is necessary to take into account that mixed 
emotions occur in addition to pure emotions [2]. If an 
emotion were addressed via a combination of several 
vibration motors, it would not be possible to convey mixed 
emotions. For this reason, the prototype was developed so 
that a vibration motor always addresses exactly one emotion. 
Figures 6 and 7 show the haptic device when it is worn. 

Each of the seven vibration motors, which are attached to 
the fingers the back of the hand, signal a basic emotion. The 
eighth vibration motor is attached to the palm and vibrates 
when the software cannot recognize a face. This happens on 
the one hand due to poor lighting conditions or if the 
communication partner has moved and, therefore, cannot be 
recognized by the camera. 

As more vibration motors are necessary, it was decided 
to use smaller vibration motors so that they can be attached 
to all fingers without the motors touching each other and 
distorting the signal.  

Figure 5. Close-up view of controlling-unit and vibrotactile glove hardware. 
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VI. CONCLUSION AND OUTLOOK 
This paper has introduced the prototype of an SSD 

designed to assist people with visual impairment in daily 
face-to-face communication situations.  

An important sub-goal was to select a suitable feedback 
method for the SSD stimulator. This was done by means of a 
within-subject design study in which test subjects tested and 
compared vibration and temperature stimuli. Unlike many 
substitution solutions that send aural feedback signals, the 
focus here was on tactile stimuli, since these are received on 
a different channel than verbal communication.  

Since the SSD was developed to aid communication, 
great importance was also attached to creating a test 
environment in which the test subjects should react to the 
stimuli while they are speaking.  

The vibration stimulus emerged as the clear winner in 
this study as it convinced with higher detection rates and 
shorter reaction times than the ones of the temperature 
feedback. Furthermore, the vibration stimulus was also 
classified as less distracting during speech and perceived 
more rarely as unpleasant. For this reason, the temperature 
stimuli were classified as unsuitable for conveying emotions 
in communication. 

Nevertheless, it is necessary to investigate how the 
perception of the temperature stimuli changes when the 
signals are sent for longer periods or larger Peltier platelets 
are used. With unchanged reaction times and improved 
detection rates, the use of temperature stimuli to support 
everyday conversational situations would also be possible, 
e.g., to convey moods, as these have a higher latency. 

However, since this project is focused on conveying 
emotions that can last only a few seconds, it was decided to  

 
choose the vibrational stimulus as a feedback method for the 
SSD. 

In the next step the previously presented prototype of [1], 
which conveys the emotional valence of the conversation 
partner, was expanded. The further development of the 
prototype was aimed at making the prototype more mobile 
and providing the user with more detailed information about 
the emotional state by extending the prototype with the basic 
emotions according to Ekman [2]. This is made possible by 
recording the interlocutor during communication with a 
portable camera and determining the emotions in real-time, 
using the FaceReader software. Subsequently, the recognized 
emotions are translated into tactile information and 
transmitted to the user via a vibrotactile glove, which can be 
worn on the non-dominant hand.  

Thus, the camera-based recording of facial expressions, 
the recognition of emotions, and finally, the conversion into 
mute vibration movements on a hand, an unobtrusive signal 
transmission can be ensured. Additionally, the device is 
discreet, and the user is free to gesticulate with the dominant 
hand.  

The next milestone is the implementation of a qualitative 
study using a guided interview. The cognitive interest of the 
work is to discuss which non-verbal cues people perceive in 
face-to-face conversation situations, which of them are 
important for a smooth conversation, e.g., to avoid 
misinterpretations or to better understand their interlocutor. 
On the other hand, the SSD prototype will be experimentally 
validated aV SaUW Rf a PaVWeU¶V WheVLV.  It is planned to survey 
to what extent the developed substitution system helps to 
recognize emotions in a conversation situation and how this 
could be expanded or improved in order to optimize the 
support of a communication.  

It is important to note that there is still room for 
improvement in terms of mobility. Here, for example, the 

Figure 6. Front of the haptic device. Figure 7. Back of the haptic device. 
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FACS analysis could be shifted to the haptic device or the 
smartphone. However, the degree of mobility of the SSD 
solution is sufficient for the planned experiments. 

Future developments could include passing on individual 
AUs to the user. Since these can occur without indicating an 
emotion, their feedback could also provide valuable 
information for communication. 

Furthermore, there might be even more communication 
situations, which might benefit from the SSD and are 
currently not in focus of our research. Besides substituting 
physical limitations of being able to visually perceive the 
interlocutor, there might be a useful application for people 
who simply are not capable of interpreting facial actions 
correctly. Therefore, training scenarios for various 
communication settings could benefit from a direct and 
discreet form of an independent non-verbal-cue 
interpretation device. In order to get a better insight into the 
advanced applications for the SSD, further studies together 
with the applied social sciences department are being 
prepared. Especially during the training of nursing 
professions and social workers, the nonverbal feedback of 
their counterparts might provide useful insights. 
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