
Decoding Key Variables Contributing to Right
Ventricular Involvement in Ischaemic and

Non-ischaemic Cardiomyopathy

Carlos Barroso-Moreno
Faculty of Biomedical and Health Sciences

Universidad Europea de Madrid
Madrid, Spain

22014885@live.uem.es

Hector Espinos Morato
Faculty of Engieering

Universidad Europea de Valencia
Valencia, Spain

hector.espinos@universidadeuropea.es

Enrique Puertas
S. Architecture, Engieering and Design

Universidad Europea de Madrid
Madrid, Spain

enrique.puertas@universidadeuropea.es
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Valencia, Spain

dmoratal@eln.upv.es
’

Abstract—Cardiomyopathy is a condition affecting the heart
muscle, poses challenges to effective blood pumping by the heart.
While prior research predominantly concentrated on the left
ventricle, recent investigations underscore the significance of the
right ventricle. This study aims to ascertain the clinical and
cardiac parameters influencing right ventricular engagement in
both ischaemic and non-ischaemic cardiomyopathy. A database
comprising 56,447 subjects, collected between 2008 and 2020
by the ASCIRES Biomedical Group, forms the basis of this
investigation. The methodology encompasses two main blocks: the
clinical aspect utilizes decision trees for enhanced interpretability,
while the technical aspect employs Machine Learning to achieve a
higher degree of prediction accuracy. Power Business Intelligence
and RapidMiner are the main software tools enabling data
transformation and deep data analysis within the EU legal
framework for health data. The outcomes reveal the pivotal
influence of disparities in aortic artery beat volume, pulmonary
vascular volume and aortic arch as key factors. Remarkably,
the RapidMiner tool, employing the decision trees algorithm,
attains an impressive Area Under the Curve (AUC) of 0.873
with XGBoost and decreases to AUC= 0.791 with SVM. In
conclusion, the study underscores the ability to identify crucial
clinical variables associated with right ventricular involvement,
offering the potential to streamline diagnostic procedures and
reduce associated timeframes in cardiomyopathy scenarios.

Keywords—Cardiomyopathy; Machine Learning Algorithms;
right ventricular; Pulmonary Vascular Resistance.

I. INTRODUCTION

This paper is an extended and updated presentation of the
research based on the publication and presentation at the
HEALTHINFO 2023 conference in Valencia, Spain [1]. The
extension allows to show details of the methodology used and
a greater number of results.

Among cardiovascular diseases, ischaemic heart disease
accounts for 16% of all deaths worldwide, rising from over 2
million deaths in 2000 to 8.9 million in 2019, and has become
the disease attributed with the largest increase in deaths since
2000 [2]. Other cardiac conditions, such as non-ischaemic
cardiomyopathy, arrhythmia, valvular heart disease, and heart
failure are highly prevalent in developed countries and also
cause high morbidity and mortality [3]. Due to the complexity
and high prevalence of these diseases, a better understanding
of the pathophysiology, as well as earlier diagnosis is of
vital importance to increase the success rate of therapies,
which is reflected in a reduced level of disability and lower
mortality. To this end, for decades, all attention has been
directed to the study of the left ventricle, making the right
ventricle the ”forgotten side of the heart”. On the other hand,
a direct extrapolation of the knowledge acquired about the
physiology of the left side of the heart to the right side is
not possible, as the normal right ventricle is anatomically
and functionally different from the left ventricle. However,
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in recent years, advances in non-invasive cardiac imaging
techniques have made it possible to discover the importance of
the right ventricle in different cardiac diseases [4]. Therefore,
there is a need for a better understanding of those factors that
influence right ventricular dysfunction, given the accumulating
evidence of their clinical relevance from both a symptomatic
or diagnostic and prognostic perspective.

Numerous researchers have demonstrated the feasibility of
applying Machine Learning (ML) algorithms in health studies
to predict strokes [5], ICU patients with Covid-19 [6], prostate
cancer [7] or acute coronary diseases syndrome [7] and others.
The joint use of this type of algorithms with visualisation
tools, such as Power BI is used in numerous areas: restaurant
marketing [8], rental car [9], tourism [10] or fashion industry
[11]. However, the diagnostic use of decision-making tools
is still rare in the health sector. In recent years, these types
of diagnostic aid tools have become popular. For example, a
success story is the application of this type of tools in the
private health sector in Finland, which has based its health
system’s decisions on data, identifying key factors [12].

The RapidMiner tool is a data analytics platform that
offers manipulation and predictive analytics with a graphical
interface. The platform is used to analyse large datasets,
especially using decision trees in the health domain. Beyond
healthcare, RapidMiner showcases its adaptability in diverse
domains, exemplified by its utilization in social network anal-
ysis as demonstrated by Anand et al. [13], tourism research
highlighted by Seovcanac et al. [14], and the burgeoning field
of electric vehicles, as explored by Fernandes et al. [15].
The tool is expansive utility underscores its significance as
a multifaceted instrument contributing to advancements in
analytics across various sectors [16].

Previous studies have identified influential variables in
right ventricular compromise, such as: pulmonary arterial
hypertension (PAH) associated with pressure overload [17];
diabetes, dyslipidemia [18], blood flow [19] and habits, such
as smoking [20], family history of disease [21] and others.
These multifaceted insights from previous research collectively
contribute to a comprehensive understanding of the diverse
variables influencing right ventricular health.

The main objective of this project is to determine those
clinical and cardiac parameters that influence the involve-
ment of the right ventricle in ischemic and non-ischemic
cardiomyopathy using ML techniques. To this end, predictive
models capable of identifying patients with right ventricular
dysfunction will be developed and the key parameters used
by the models will be studied from the point of view of their
clinical implication.

This paper is organized as follows. Section II presents the
details of dataset and it describes the methodology for Power
BI and RapidMiner. Section III describes the results focusing
on significant variables, distributions and decision trees. Fi-
nally, Section IV presents the conclusions and directions for
future work.

II. MATERIALS AND METHODS
The employed methodology involves a comprehensive eval-

uation of the prevalent supervised classification algorithms in
ML: Support Vector Machines (SVM) [22], decision trees [23],
Random Forest [24], and neural networks [25]. The assessment
of results encompasses the utilization of key metrics such as
precision, sensitivity, specificity, and the Area Under the Curve
(AUC). This last variable is a pivotal measure to evaluate the
performance of binary classification models.

The dataset is sourced from the ASCIRES Biomedical
Group database, comprising 56,447 records encompassing
variables collected meticulously between 2008 and 2020.

A. Overall methodology flow

The flow of methodology in the research project is visually
presented in Figure 1. The first step corresponds to the extrac-
tion of data from the ASCIRES servers. The application of the
ETL process allows managing server extractions, customised
transformations and loads for a first exploratory analysis [26].
The transformations seek a pre-processing of the data to adapt
it to the legal framework with secure encryption for variables
such as names, surnames, addresses or removal of the date
of birth by the variable ’age’, among others. The next point
of the process focuses on improving the quality of the data,
considering aspects such as the consistency of dates of birth,
age, adaptation of formats or grouping of similar categories
that are differentiated by orthographic criteria (such as, for
example, Fusion or Fusion). Finally, validations of duplicate
patients are performed using the unique patient ID. For the
exploratory analysis, statistical mathematics such as mean,
median or histograms, among others, are applied. Likewise,
the multivariate algorithms of Principal Component Analysis
(PCA) and Multiple Correspondence Analysis (MCA) allow
us to detect the variables that provide the most information.

The second step is the division of the resulting database
into an 80% for training and a 20% for testing the algorithm.
This division is not static since the algorithms randomly select
patients for training and testing.

The third step corresponds to the development and integra-
tion of the ML algorithms, which are: Linear binary SVM,
binary classification tree, neural networks, Naive Bayes and
discriminant analysis. The choice of these algorithms is based
on medical and technical criteria, with simple algorithms
(SVM) seeking to explain the results, and complex neural net-
work algorithms achieving the highest scores in the evaluation.
This situation allows the creation of feature vectors.

Fourth to model cross-validation is a technique for evaluat-
ing ML models by training various subsets of available input
data and evaluating them with other complementary subsets
of data. The operation of cross-validation is divided into four
steps: division into subsets of data, the default is 10 folds;
1 fold is reserved for validation and the remaining folds for
training the model; this process is repeated as many times as
folds are available, evaluating the accuracy; finally, a set of
performance metrics and results are generated from all the
data. This technique allows to assess the reliability of any
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Figure 1. Overview of the flow of methodology in the research project.

trained model by testing the variability of the dataset, thus
obtaining the final values for the evaluation. This requires a
high computational cost due to random partitioning and use of
a larger number of data, by training and evaluating the model
several times [27].

The fifth step corresponds to the prediction model generated.
The generation of the model requires a high computational cost
of more than 1 hour of computation with the equipment used.
The advantage lies in the speed of the result when introducing
a new patient for prediction, in tenths of a second. Therefore,
the models require a high computational load to be generated,
but their medical application is instantaneous, fulfilling the
medical requirement of minimising waiting times.

The sixth and seventh steps are the model scoring results
and the model evaluation criteria, respectively. Each model
has its own peculiarities; as a general rule, the higher the
complexity of the algorithm, the higher the prediction score,
but also the lower the control of the understanding of the
learning process, becoming black boxes for the researcher

and clinician. The evaluation measures for the algorithms are
mainly: ACC, SE, SP, NPV and AUC [28]. At this point it
is necessary to take into account different results for each
algorithm applied and also the different models of the database
as input parameter. All this is done in RapidMiner.

The last step corresponds to the entry into production of
the algorithms, providing health professionals with the results
of the predictor in an informative way. The advantage of
the methodological scheme used is the speed of the results,
cost savings and the ability to diagnose ischaemic and non-
ischaemic cardiomyopathy.

Another complementary methodology employed in the re-
search is the Power BI business tool developed by Microsoft,
which allows the integration of various data analysis and
results gathering techniques. The first step is the loading of
data into the Power BI tool with connectors already integrated
in the tool. In this loading, data pre-processing is carried
out, such as the formatting of variables, or the elimination of
duplicates with the selection of options, among others. This
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automation makes it possible to maintain high data quality.
Subsequently, various types of graphs are created: column,
linear, combined, circular, ring, card, scatter, bubble, meter,
etc. All the graphs constructed are dynamic and interactive,
an advantage of Power BI, allowing the researcher to filter the
graphs according to their research needs. In addition, there are
a series of ML algorithms implemented in Power BI that allow
quantifying relationships of variables with exitus. Finally,
all this information is accessible to healthcare professionals.
In Figure 1 a dashed line is drawn to production because
this analysis is investigative and time-consuming, unlike ML
algorithms designed to provide real-time feedback on patient
survival.

B. Software used

The research uses two software tools: Power BI and Rapid-
Miner.

• Power BI is a data analytic service from Microsoft that
provides interactive graphs focused on analytic intelli-
gence to generate reports [29]. In the present research it
allows easy visualisation of the database to automate the
analysis.

• RapidMiner is a software for data analysis and data
mining by chaining operations in a graphical environment
[30]. Version 9.10.013 is used to obtain the results of the
ML models.

C. Data preparation

At this point, clinical filters and patient labels are made
according to age, gender, systole and diastole of the right
ventricle. The volume of data cleaning by means of the filters
means, that the initial database has 56,447 patients and 1815
variables; after applying the filters, these are reduced to 12,083
patients and 120 variables. Of the latter subgroup, 7153 are
labelled as unaffected and the target group is 4944 with right
ventricular involvement.

The process applies logical cleaning, such as: (i) Removal of
inconsistent data, such as the presence of letters in numerical
values. (ii) Elimination of erroneous data, heights < 1 metre
and > 2.3 metre or ages < 0 and > 120 years. (iii) Checking
whether the numeric value zero represents such a value or
is a null value (NULL). (iv) For having the same content as
other variables, but with a different name, e.g., Vol.eyec.Ao
for vol.lat. (v) For having all data set to 0; (vi) Transformation
into international units of certain variables, such as wood
units. (vii) For containing inconsistent data from the clinical
perspective (outlayer).

An additional step is the elimination of variables with higher
correlations, in order to avoid multicollinearity in our database.
These steps are the following:

(i) Frac.reg.Ao.por.vol.lat to Ao.reg.Vol.beat.vol.dif with
ρ = 0.91 (ii) Ao.reg.Vol.beat.vol.dif to Vol.reg.Pulm.dif.vol.lat
with ρ = −1 (iii) Frac.reg.Ao.por.vol.lat to
Vol.reg.Pulm.dif.vol.lat with ρ = −0.92 (iv) IMVI to
MVI with ρ = 0.93 (v) NLVEDV to NLVESV with
ρ = 0.94 (vi) Weight (kg) to S.Corp with ρ = 0.95

(vii) NRVSV to RVSV with ρ = 0.95 (viii) NLVSV
to LVSV with ρ = 0.95 (ix) NRVEDV to RVEDV
with ρ = 0.95 (x) RWT...relative.wall.thickness to
RWT.2...relative.wall.thickness.pwd.sd with ρ = 0.90
(xi) LVEDV to LVESV with ρ = 0.93 (xii) NLVEDV to
LVEDV with ρ = 0.95 (xiii) NLVEDv to LVESV with
ρ = 0.90 (xiv) IVTSVD to RVESV with ρ = 0.97 (xv)
NLVESV to LVESV with ρ = 0.97

D. Data labels

Aligned with the main objective of the research, the
database is labelled to assess whether the patient has right
ventricular involvement. For the identification of these pa-
tients, the consensus tables specified by the European Society
of Cardiology [31] establishes ranges of variables (age, gender,
systoles, diastole and others) to identify RV involvement.
These values are adapted in Table I, The normal values of
RV systolic and diastolic parameters vary according to age and
gender. The standard of normal values used for the recognition
of impairment is used with a similar range in current papers,
such as that of the researchers Petersen et al. (2019) [32].

The absolute values of end-systolic volume (ESV), end-
diastolic volume (EDV) and body mass have been used, whose
values are provided automatically within the framework of
clinical tests. Clinics automatically provide based on clinical
evidence frameworks.

Systolic volume (SV) is calculated by the difference be-
tween EDV and ESV; Additionally, ejection fraction (EF) is
calculated as SV/VDE. Sex, body surface area (BSA), and
age are independent predictors of several RV parameters,
as suggested by previous well-established studies [33]. The
standardised values of EDV/BSA and ESV/BSA are obtained
from these variables.

The filtered database uses functions to apply binary labeling
of patients: Normal or Abnormal (RV involvement). As an
example, a 6 year old male patient with an EDV of 211 EDV
(mL) is labeled as abnormal (RV impairment) because he is not
within the range of (105.205) set in the parameters of Table
I. If the same patient has an EDV of 204 EDV (mL), the
patient is considered to have no RV involvement (normal), if
the patient also meets the other variables in their corresponding
ranges.

The database input and output variables are described in
Table II. The X is the average; SD is the standard deviation;
Max is the maximum value and Min is the minimum
value. The database contains 12,083 patients, of which 76.6%
(n = 9260) are men and 23.4% (n = 2823) are women. The
mean age is 62.49 years with a standard deviation of 14.1. The
average body mass index (BMI) is 27.87 (SD = 4.69), the
formula is BMI = Weight(kg)/[Height(m)]2. According
to the BSA, the average is 18.04 (SD = 2.8).

The output result corresponds to the classification of RV
involvement with patients without RV involvement (normal) in
a percentage of 59.1% (n = 7139) and with RV involvement
(abnormal) in a percentage of 40.9% (n = 4944). Missing data
is 0 because these records are removed in the preprocessing
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TABLE I
RIGHT VENTRICLE LABELS. STANDARD RANGES BY RV VOLUMES, SYSTOLIC FUNCTION AND MASS BY AGE INTERVAL (95% CONFIDENCE INTERVAL).

ADAPTED FROM MACEIRA et al. (2006) [31].

Right Ventricule labels
Age (years) 20-29 30-39 40-49 50-59 60-69 70-79

Males
Absolute values
1-1 EDV (mL) SD 25.4 (127.227) (121.221) (116.216) (111.210) (105.205) (100.200)
ESV (mL) SD 15.2 (38.98) (34.94) (29.89) (25.85) (20.80) (16.76)
SV (mL) SD 17.4 (74.143) (74.142) (73.141) (72.140) (71.139) (70.138)
EF (%) SD 6.5 (48.74) (50.76) (52.77) (53.79) (55.81) (57.83)
Mass (g) SD 14.4 (42.99) (40.97) (39.95) (37.94) (35.92) (33.90)
Normalized to BSA
EDV/BSA (mL//mˆ(2)) SD 11.7 (68.114) (65.111) (62.108) (59.105) (56.101) (52.98)
ESV/BSA (mL//mˆ(2)) SD 7.4 (21.50) (18.47) (16.45) (13.42) (11.40) (8.37)

Females
Absolute values
1-1 EDV (mL) SD 21.6 (100.184) (94.178) (87.172) (81.166) (75.160) (69.153)
ESV (mL) SD 13.3 (29.82) (25.77) (20.72) (15.68) (11.63) (6.58)
SV (mL) SD 13.1 (61.112) (59.111) (58.109) (56.108) (55.106) (53.105)
EF (%) SD 6 (49.73) (51.75) (53.77) (55.79) (57.81) (59.83)
Mass (g) SD 10.6 (33.74) (31.72) (28.70) (26.68) (24.66) (22.63)
Normalized to BSA
1-1 EDV/BSA (mL//mˆ(2)) SD 9.4 (65.102) (61.98) (57.94) (53.90) (49.86) (45.82)
ESV/BSA (mL//mˆ(2)) SD 6.6 (20.45) (17.43) (14.40) (11.37) (8.34) (6.32)

TABLE II
INPUT VARIABLES FOR OUTPUT VARIABLE LABEL.

Input
Variable Categories n % Missing

Gender Males 9260 76.6 0
Females 2823 23.4 0
X SD Min Max

Age 62.49 14.1 20 95
BMI 27.87 4.69 13.1 71.4
BSA 18.04 2.8 4.22 53.13
EDV/BSA 70.94 28.34 12.0 403.3
ESV/BSA 33.86 21.03 0.9 251.9

Output
Variable Categories n % Missing

DV involvement Normal 7139 59.1 0
Abnormal 4944 40.9 0

step so as not to distort the output of the ML algorithms in
later steps.

In the first tests, the variables in table are eliminated due
to their direct relationship in table calculations. These are
discarded, as detailed in Table III: right ventricular systolic
volume (RVSV), left ventricular systolic volume (LVSV),
right ventricular end-diastolic volume (RVEDV), left ventric-
ular end-diastolic volume (LVEDV), right ventricular end-
systolic volume (RVESV), left ventricular end-systolic volume
(LVESV). However, they are reintroduced in the prediction
tests, as there is no clear correlation with the output variable
and they are not detected as primary variables for predicting
RV involvement.

TABLE III
VARIABLES ELIMINATED BY INDIRECT USE IN THE OUTPUT VARIABLE.

Elimnated variables
X SD Min Max

RV.DTD 32.78 7.33 6 100
RVSV 70.73 27.24 4 250
LVSV 75.05 24.16 8 200
RVEDV 135.5 55.69 23 500
LVEDV 196.89 75.97 33 600
RVESV 64.68 40.56 2 437
LVESV 122.08 69.62 15 500

E. Legal framework and data security

The General Data Protection Regulation (GDPR) is a Euro-
pean regulation that regulates the protection of natural persons
in the processing of personal data and the free movement of
such data, which includes the law Regulation (EU) 2016/679
of the European Parliament and of the Council [34]. The Ley
Orgánica de Protección de Datos Persoonales y Garantı́a de los
Derechos Digitales (LOPD-GDD) is the Spanish Organic Law
3/2018, of 5 December, which aims to guarantee and protect
the processing of personal data according to the guidelines
set out in the RGPD [35]. In Spain, the public body in
charge of ensuring compliance with this law is the Spanish
Data Protection Agency (AEPD). Both European and national
legislation are present during the research, and some highlights
are mentioned below. The consent of the patients according to
the legal basis for the treatment must be explicit for which
the data are used, at the point that affects the university
the research purpose is preserved, so the authorisation of the
patients is not needed again. Furthermore, there is an action
protocol for cases of loss or theft of data, which is developed

48
International Journal on Advances in Life Sciences, vol 16 no 1 & 2, year 2024, http://www.iariajournals.org/life_sciences/

2024, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

      
 

 1 

Acuerdo de Confidencialidad 
 

– Proyecto de Investigación sobre el Registro Nacional de Ictus de la Sociedad 
Española de Neurología 

 
De una parte D. Joaquin Serena Leal, con DNI 26452455V, como coordinador de la 
base de datos RENISEN, con dirección a efectos de notificaciones en S. de neurología. 
Hospital Dr. Josep Trueta de Girona. Avda Francia s/n. 17007-Girona. 
 
De otra parte,  D. José Luis Rojo Álvarez, con DNI 09788715F, como personal docente 
e investigador de la Universidad Rey Juan Carlos (URJC) con dirección a efectos de 
notificaciones Cam. del Molino, 5, 28942 Fuenlabrada, Madrid. Enrique Puertas Sanz, 
con DNI 46841406C como personal docente e investigador de la Universidad Europea de 
Madrid (UEM) con dirección a efectos de notificaciones C. Tajo, s/n, 28670 Villaviciosa 
de Odón, Madrid. En adelante, “la universidad”. D. Miguel Cabañas Monseco, con DNI 
50873856H como personal de la empresa Persei Vivarium S.L con dirección Calle de 
Gran Vía 62, 5 izq, 28013, Madrid. En adelante, Persei. 
 
Y de otra parte D. Carlos Barroso Moreno con DNI 49142979Y y domicilio a efectos 
de notificaciones en C. Tajo, s/n, 28670 Villaviciosa de Odón, Madrid, en su condición 
de doctorando, en el programa de doctorado de Ingeniería de Control y Sistemas 
Inteligentes para la Salud y Medioambiente de la UEM, cuyo tutor es Enrique Puertas 
Sanz. En adelante “el doctorando”. 
 
Los intervinientes, se reconocen recíprocamente plena capacidad jurídica para suscribir 
el presente documento y, en el caso de representar a terceros, cada uno de ellos asegura 
que el poder con el que actúa no ha sido revocado ni limitado, y que es bastante para 
obligar a sus representados en virtud de este acuerdo y, a tal efecto   
 

EXPONEN 
 
Que las partes están interesadas en firmar un Contrato de confidencialidad y que hasta su 
formalización las partes tendrán que intercambiar información que puede tener carácter 
confidencial y/o sujeta a derechos de propiedad. 
 
Que D. Joaquin Serena Leal y D.ª María del Mar Castellanos, están de acuerdo en el 
empleo de los datos de RENISEN en el contexto de la tesis doctoral de Carlos Barroso 
Moreno. 
 
Que D. José Luis Rojo Álvarez como investigador en realizar la investigación en el 
contextos de la tesis doctoral de Carlos Barroso Moreno . 
 
Que D. Enrique Puertas Sanz y D. Carlos Barroso Moreno, tutor y doctorando 
respectivamente,  están de acuerdo en realizar la tesis doctoral con el contrato de 
confidencialidad expuesto. 
 
Y en consecuencia suscriben un acuerdo de confidencialidad con arreglo a las siguientes 
cláusulas. 
 

 

Cardiology 

PO
ST

 H
TT

P 
A

cc
el

er
at

or
 

Firewall Encrypted 
G

eneral D
ata Protection R

egulation (G
D

PR
) 

Network monitoring 

Redundancy 

Confidentiality Agreement 

Data analysis 

SSH(key) 

Anonymisation 

 

      
 

 1 

Acuerdo de Confidencialidad 
 

– Proyecto de Investigación sobre el Registro Nacional de Ictus de la Sociedad 
Española de Neurología 

 
De una parte D. Joaquin Serena Leal, con DNI 26452455V, como coordinador de la 
base de datos RENISEN, con dirección a efectos de notificaciones en S. de neurología. 
Hospital Dr. Josep Trueta de Girona. Avda Francia s/n. 17007-Girona. 
 
De otra parte,  D. José Luis Rojo Álvarez, con DNI 09788715F, como personal docente 
e investigador de la Universidad Rey Juan Carlos (URJC) con dirección a efectos de 
notificaciones Cam. del Molino, 5, 28942 Fuenlabrada, Madrid. Enrique Puertas Sanz, 
con DNI 46841406C como personal docente e investigador de la Universidad Europea de 
Madrid (UEM) con dirección a efectos de notificaciones C. Tajo, s/n, 28670 Villaviciosa 
de Odón, Madrid. En adelante, “la universidad”. D. Miguel Cabañas Monseco, con DNI 
50873856H como personal de la empresa Persei Vivarium S.L con dirección Calle de 
Gran Vía 62, 5 izq, 28013, Madrid. En adelante, Persei. 
 
Y de otra parte D. Carlos Barroso Moreno con DNI 49142979Y y domicilio a efectos 
de notificaciones en C. Tajo, s/n, 28670 Villaviciosa de Odón, Madrid, en su condición 
de doctorando, en el programa de doctorado de Ingeniería de Control y Sistemas 
Inteligentes para la Salud y Medioambiente de la UEM, cuyo tutor es Enrique Puertas 
Sanz. En adelante “el doctorando”. 
 
Los intervinientes, se reconocen recíprocamente plena capacidad jurídica para suscribir 
el presente documento y, en el caso de representar a terceros, cada uno de ellos asegura 
que el poder con el que actúa no ha sido revocado ni limitado, y que es bastante para 
obligar a sus representados en virtud de este acuerdo y, a tal efecto   
 

EXPONEN 
 
Que las partes están interesadas en firmar un Contrato de confidencialidad y que hasta su 
formalización las partes tendrán que intercambiar información que puede tener carácter 
confidencial y/o sujeta a derechos de propiedad. 
 
Que D. Joaquin Serena Leal y D.ª María del Mar Castellanos, están de acuerdo en el 
empleo de los datos de RENISEN en el contexto de la tesis doctoral de Carlos Barroso 
Moreno. 
 
Que D. José Luis Rojo Álvarez como investigador en realizar la investigación en el 
contextos de la tesis doctoral de Carlos Barroso Moreno . 
 
Que D. Enrique Puertas Sanz y D. Carlos Barroso Moreno, tutor y doctorando 
respectivamente,  están de acuerdo en realizar la tesis doctoral con el contrato de 
confidencialidad expuesto. 
 
Y en consecuencia suscriben un acuerdo de confidencialidad con arreglo a las siguientes 
cláusulas. 
 

 

Figure 2. Overview of the legal framework and data security in research project.

by the Data Protection Delegate.

After mentioning the legislation in force and their respective
protocols for action, Figure 2 compiles the techniques used
both to comply with the legislation and the proactive part of
security. The description in the figure follows the data flow in
the process. This process starts after a new stroke patient is
admitted and the physician enters the data in a form that is
sent with the HTTPS protocol to the ASCIRES systems. This
protocol prevents other users from intercepting the confidential
information between the client and the server.

Once the data has been uploaded to the system, ASCIRES
generates Virtual Private Network (VPN) to the EMU systems
to upload new data on a regular basis. During this connection,
a Firewall is set up to ensure that only the right person and files
receive the data, and to block access to unauthorised users [36].
Researchers accessing such data need to have the SSH key, as
this protocol establishes secure communications between two
systems using client-server architecture to connect to the ma-
chine remotely. In addition, regular backups and checks allow
for the creation of a backup system, the so-called redundancy.
The company periodically carries out a vulnerability analysis
to identify possible loopholes and to address them.

Different public and private institutions are involved in data
traffic, which is why the confidentiality and non-disclosure
agreement covers issues related to the database.

The data security with the various protocols ensures high
security of digital privacy to prevent unauthorised access to the
data, so it is worth mentioning that the description contains
the protocols and techniques used, which can be detailed. A
part of the process is omitted due to the confidentiality and
privacy agreements of all parties.

III. RESULTS

After data preparation with a single model, the samples
of the training set (n-train) and test sets (n-test) are 8458
and 3625, respectively. These patients are changed by cross-
validation in the tests.

The results of the algorithms are shown in Table IV,
which are Accuracy (ACC), Sensitivity (SE), Specificity (SP),
Positive Predictive Value (PPV), Negative Predictive Value
(NPV) and Area Under the Curve (AUC).

The algorithm with the highest AUC in RapidMiner is per-
formed with XGBoost (AUC = 0.87), although the difference
is small with the neural network algorithm (AUC = 0.85),
determining a predominance of neural networks as predictors
RV involvement. Although Random Forest algorithms have a
(AUC = 0.82), and the lowest of the results is from Support
Vector Machine (SVM) with a AUC =0.79. The results are
quite promising, as it means that we can predict almost with
an accuracy of 9 out of 10 patients performing the clinical
tests whether they have RV involvement.

Nevertheless, exercising caution is paramount when directly
comparing the algorithms. While XGBoost yields the most
favorable outcomes in this study, the inherent complexity of
ML algorithms often renders them as ”black boxes,” chal-
lenging the interpretation of their inner workings. Conversely,
decision trees, while achieving comparatively lower results,
offer a distinct advantage in terms of interpretability, providing
a valuable clinical perspective. The efficiency of the algo-
rithms, coupled with the optimization techniques and the size
of the database, ensures swift processing times, consistently
under three minutes. These computations were conducted on
a MacBook Pro 2.6 GHz Intel Core i7 6-core computer with
6 GB 2400 MHz DDR4 memory.
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TABLE IV
COMPARISON AND EVALUATION OF DIFFERENT ALGORITHMS IN

RAPIDMINER.

Algorithms ACC SE SP NPV AUC
SVM 0.76 0.76 0.76 0.77 0.79
Random Forest 0.78 0.78 0.79 0.78 0.82
Neural Network 0.78 0.78 0.79 0.77 0.85
XGBoost 0.82 0.78 0.80 0.77 0.87

Table V shows the main variables with the greatest weight
detect in the ML algorithms, whose selection is automatic as
key risk predictors. The descriptive analysis of the variables
are gender in male with 76.6% (n = 9260) and female
23.4% (n = 2823), This is logical as it is a necessary
variable for patient labelling. Dyslipidemia is present in 51.6%
(n = 6231) of patients, hypertension has a 59.0% (n = 7133),
diabetes has a low presence with a prevalence rate of 0.7%
(n = 85), however, type II diabetes (low involvement) has a
high incidence with 67.3% (n = 8131). The rest of the patients
of each typology do not present the pathology. Smoking
patients are high with 72.8% (n = 8800). Stent implantation
is high with 82.2% (n = 9937) because the database is made
up of patients who go to the cardiologist and suffer from
some kind of affectation or signs of affectation of the heart.
The stress study as a medical test is performed in 48.5% of
patients (n = 5857), although the use of this aggressive test
is decreasing every year.

In reference to the numerical variables, the most relevant
is RVP [Wood] with X = 14.99 (SD = 1.27). El aortic
arch is X = 25.71 (SD = 3.68), height is X = 167.86
(SD = 9.13), Weight (kg) is X = 78.63 (SD = 14.96).
The Regurgitate Volume of the Aorta Artery (Reg.Vol.Ao.)
is available for X = 4.31 (SD = 24.27). The Diameter of
the Aorta with Pulmonary Artery (DoA.PA) is X = 0.96
(SD = 0.25). The Descending Thoracic Aorta (Desc.T.Ao)
es de X = 24.43 (SD = 3.85). Sinus pressure (Sinus.P) is
X = 34.1 (SD = 4.77). Posterior Wall in Diastole (PWD)
has an average of X = 8.63 (SD = 2.75). Finally, the
ratio of diastolic volumes (diastolic RV) are of X = 1.59
(SD = 0.71).

A. Pulmonary Vascular Resistance (PVR)

Pulmonary Vascular Resistance (PVR) is the mean pressure
drop from the main pulmonary artery to the divided left atrium.
The units of measurement are Wood’s units, which arise from
the equivalence one Wood’s unit = 80·s·cm−5.

PVR is defined by the Swan-Ganz catheter from a central
vein [37], the formula is:

PV R = 80 ∗ (PAP − CEP ) ∗ CO, (1)

therefore depend on Pulmonary Arterial Pressure (PAP) in
mmHg units; the Capillary Locking Pressure (CEP) in mmHg
units; and Cardiac Output (CO) in l/min units. The normal
value for a subject is 1-2 [Wood], but this increases with age,

TABLE V
ANALYSIS OF THE VARIABLES WITH THE GREATEST WEIGHT IN THE ML

ALGORITHM IN THE ASCIRES BIOMEDICAL GROUP DATABASE.

Main variables
Variable Categories n % Miss.

Gender Males 9260 76.6 0
Females 2823 23.4 0

Dyslipidemia Yes 6231 51.6 0
No 5852 48.4 0

Hypertension Yes 7133 59.0 0
No 4950 41.0 0

Diabetes Yes 85 0.7 0
No 11998 99.3 0

Diabetes II Yes 8131 67.3 0
No 3952 32.7 0

Smoker Yes 8800 72.8 0
No 3283 27.2 0

Stent Yes 9937 82.2 0
No 2146 17.8 0

Stress study Yes 5857 48.5 0
No 6226 51.5 0
X SD Min Max

PVR [wood] 14.99 1.27 0.49 18.97
Aortic.Arch 25.71 3.68 2 60
Height (cm) 167.86 9.13 131 205
Weight (kg) 78.63 14.96 35 187
Vol.reg.Ao.
dif.vol.lat 4.31 24.27 -247 305

DoA.PA 0.96 0.25 0.01 5.01
Desc.T.Ao 24.43 3.85 2 63
Sinus.P 34.1 4.77 9 83
PWD 8.63 2.75 1 125
diastolic RV 1.59 0.71 0.17 10.88

as determined by the correlation table and Vizza et al. (2022)
[38], increasing by 0.2 Wood in subjects over 50 years of age.

The database provided uses an estimation model to obtain
the PVR value, described in equation 2 [39]:

PV R[Wood] = 19.38−(4.62∗Ln(PAAV )−(0.08∗RV EF ))
(2)

where PAAV are in centimeter per second and RVEF in
percentage.

B. Distributions

The original database model, which is not illustrated in the
document, records an AUC value of 98% primarily due to
the high proportion of patients in the database who do not
show right ventricular (RV) involvement, causing imbalance
in the data analysis. Consequently, the algorithms default to
estimating a normal value, leading to a high accuracy rate
(with sensitivity nearly at 0). However, through meticulous
data filtering, the database achieves a balanced representation,
mitigating this potential issue in the analysis of observations.
Another notable aspect of the distributions involves excluding
data during filtering if any of the variables are empty. This
exclusion addresses the risk of bias introduced by eliminating
patients who inherently did not complete data due to specific
circumstances. Given the substantial volume of data, this
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does not impede the analysis; instead, it enhances algorithmic
performance, yielding more robust and accurate results.
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Figure 3. Multivariate histograms of number of patients, (top) age as a
function of gender, (bottom) height as a function of mean weight.

The use of Power BI allows for quick visualisation of
these and many other complexities, mitigating the risk of bias
or inconsistencies in the data. Illustrated in figure 40, the
histogram shows the distribution of patients by age and gender,
highlighting the correlation between older age and higher
incidence, especially among men. It should be noted that the
age range between 60 and 80 years comprises almost half of
the cases of right ventricular (RV) involvement. For height and
weight, a discernible correlation emerges, prompting the use
of body mass index (BMI) as a predictive variable in database
labelling.

Figure 4 is the multivariate exploration of Right Ventricular
End-Diastolic Volume (RVEDV) based on gender and patient
count. The analysis distinctly reveals that the female anatomy
tends to exhibit a smaller volume compared to male anatomy.
This nuanced understanding is pivotal in appropriately labeling
Right Ventricular (RV) involvement and aligns with findings
from prior studies. The lower section of the figure depicts the
scatter plot representing the relationship between Non-Right
Ventricular End-Diastolic Volume (NRVEDV) and Indexed
Cardiothoracic Surface Volume Difference (ICTSVD). This
analysis serves to identify outliers, aiding in the exclusion
of patients with significantly distorted values. The use of
these graphs facilitates the establishment of acceptable ranges
for each variable without adversely impacting the algorithms.
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Figure 4. Multivariate histogram of the number of patients, (top) RVEDV by
gender, and scatter plot of NRVEDV with RNVESV.

Furthermore, the interactive nature of the graphs streamlines
the process of filtering out outliers, allowing for consensus-
building with medical professionals regarding their exclusion
based on clinical criteria and predefined ranges for each
variable. This iterative procedure is replicated for all variables
employed in the data labeling process.

In accordance with PVR [Wood], as illustrated in Figure
5, the data distributions are notably concentrated within the
ranges of 12 to 18 [Wood]. This concentration validates PVR
as a pertinent variable meriting consideration in the research.
Such focus within a specific range facilitates the exclusion
of outlier patients, particularly those with values exceeding 6.
This deliberate exclusion is crucial for preventing algorithmic
confusion during predictions and ensuring the reliability of the
research findings.

C. Key influencer in Power BI

Power BI services have powerful features such as key
influencer visualisation that allow you to detect and understand
the factors that drive results from the database [40]. Figure 6
provides the relationships of the two most influential variables
to understand the key concepts, in this case corresponding to
the PVR variable in wood units and the Aortic Regurgitation
Volume by Beat-Volume Difference (Ao.reg.Vol.beat.vol.diff)
or also known as ARVBVD. Technically, Power BI uses
decision trees that evaluate the impact of variables on the
target metric to identify and rank key factors. Determining
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Modelo B 0,8366 0,8585 0,8166 0,8100 0,8637 0,8941 

Modelo C 0,8255 0,8353 0,8162 0,8108 0,8401 0,8923 
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Figure 5. Multivariate histograms of the number of patients, (top) as a function
of PVR [Wood], (bottom) as a function of diastolic volume ratio.

that the behaviour of a patient with Aortic Regurgitation
Volume greater than 33 applies a factor of 0.59 on each PVR
unit, if it is less than -34 it affects the same. Finally, Aortic
Regurgitation Volume less than -46 applies a factor of 0.34
in each PVR unit. Both variables, when calculated in tree are
similar to those determined in RapidMiner in Figure 9.
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Figure 6. Influencing factors as a function of two key variables

Similarly, there is a cluster analysis tool that allows the
identification of natural groups or clusters within the dataset
providing a clearer structure of the internal organisation [41].
Figure 7 represents three clusters detected on the two most
influential variables detected in Figure 9. The first cluster
shows how ARVBVD values in the upper ranges ±100 − 40
with PVR values below 10 [Wood] are quite dispersed. If we
decrease the ARVBVD range to ±40−20 and values between
10-30 [Wood] of PVR it starts to converge. The third cluster
converges, finding the ARVBVD range at ±20− 0 and values
above 30 [Wood] PVR, this means a severity in patients with

such values because it means an elevated pulmonary pressure
with a low volume difference.
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Figure 7. Automatic cluster detector

Another technique for pattern identification is Principal
Component Analysis (PCA). The technique allows to reduce
the dimensionality of the dataset by identifying the main
directions of variability in the data. The 8 shows the two
main components, which contribute more than half of the
information, assuming PC1 = 37.98% and PC2= 26.10% of
the information contribution. These results indicate that the
information is concentrated in a few variables, as determined
above.
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Figure 8. Cluster-based PCA analysis

D. Decision trees in RapidMiner
The decision tree has several advantages. First, as noted

above, it is easy to interpret, which facilitates the decision-
making process for clinicians. Second, it allows for easy
manipulation of the data. Third, it excels in both speed
of execution and efficiency of design. However, a notable
drawback is its relatively low predictive power.

The solution to this problem is to perform pruning to
optimise the best decision tree. However, care must be taken to
avoid overfitting, as excessive pruning can lead to this prob-
lem. The hyperparameters are carefully adjusted to mitigate
the risk of overfitting, and the analysis reveals no observable
cases of overfitting in the decision tree model.

According to the algorithm, the patient can be classified
with an AUC (91.2%) for RV involvement, based on the
interpretation of the provided tree, Figure 9:

• RV involvement (Abnormal): If PVR.en.units.wood >
15.221 + Height > 1.40m + DoA.PA > 0.087 + Aor-
tic.arch > 14.
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Figure 9. Decision tree pruned in RapidMiner.

• No RV involvement (normal): If PVR.en.units.wood ¡
15.221 and Ao.reg.Vol.beat.vol.dif >-90.500.

With this philosophy, decision trees are generated to gen-
erate visualisations that follow the branches to generate those
visualisations on the medical side. On the technical side we use
more complex but less visual algorithms to fit higher quality
predictor data. Another important variable in the decision tree
is Aortic Regurgitation Volume by Beat-Volume Difference
(Ao.reg.Vol.beat.vol.dif).

The following tree would be a similar interpretation, if
we remove the variable PVR.in.wood.units, the variable rea-
son.of.diastolic.volumes stands out, but the accuracy is re-
duced to 66.6% in the decision tree and 78.03% in the Gradient
Boosted Trees.

If we include the variables gender and age, which were not
initially included because they are used to classify the DV
affectations, the results do not change. However, if we prune
the tree, the variables age and gender are included, but they
are not decisive, and a test with grouping by decades of age
is carried out to ensure that they win.

The variables related to left ventricular involvement have
been incorporated into the analysis. However, the algorithm
does not recognize them as primary determinants for right
ventricular involvement. It is essential to acknowledge the
interplay and mutual influence between these variables, even
though the algorithm does not designate them as key elements
specifically for right ventricular involvement. This underscores
the complexity of the interactions between left and right
ventricular aspects, warranting further investigation into their
collective impact on cardiac health.

Previous studies with ML algorithms in cardiology achieve

predictions greater than 90%, as they focus on achieving the
best results, not on their interpretability [42]. It is interesting to
see that our study achieves close values with interpretability by
combining both tools (RapidMiner and Power BI). The results
obtained are in line with recent research, which states that
neural networks are the most predictive of cardiac parameters
[43] [44].

This investigation has some relevant points. The main one
is the creation of a tool to support clinical diagnosis that
cardiologists can use for the prescription of new tests and
a more detailed follow-up, similar to previous experiences
already carried out [28] [45]. A second point is the creation of
a visual interface, which allows dynamic monitoring, which
facilitates dynamic interpretation, generating reports of high
statistical value. It is worth exploring new algorithms to im-
prove the interpretation of those key factors in the involvement
of the right ventricle, thus improving the possible diagnosis.
Tests could be carried out with different databases to create an
algorithm that is robust enough to be able to limit any bias that
the database used may contain. On the other hand, the authors
aim to create a standardized protocol of measurements and
tests that is carried out in daily clinical practice. The benefits
of data analysis in cardiology using these types of techniques
are evident, allowing them to increase the quality of diagnosis,
prognosis and therapy.

IV. CONCLUSION

The ML algorithms and decision trees presented in this
research show a remarkable ability to discern the most influ-
ential variables associated with right ventricular involvement,
performing this task with a concise set of parameters. This
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efficiency translates into the potential reduction of both the
number of diagnostic tests and their corresponding durations,
facilitating expeditious interventions in cases of ischaemic
and non-ischaemic cardiomyopathy. Consequently, the primary
objective of identifying clinical parameters that influence right
ventricular involvement in these specific cardiomyopathies is
successfully met.

The findings highlight the substantial influence of pul-
monary vascular resistance and the difference in aortic artery
beat volume, serving as pivotal factors. Notably, the XGBoost
algorithm within decision trees attains an AUC of 87.3%.
Additionally, variables such as height (BMI), DoA.PA, and
Ao.reg.Vol.beat.vol.dif emerge as influential factors, contribut-
ing significantly to the predictive of the model.
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