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Abstract—Wireless sensor network consisting of nodes To minimize the size of the image data, image

equipped with cameras or advanced low-cost image reors is
known as a Visual Sensor Networks (VSN). The mairufiction
of VSNs is to capture images and send them to simlodes for
processing. One of the most common applications &SN is
surveillance. Such applications require large amous of data
to be exchanged between camera nodes and sink. Ineagata is
considerably larger than common sensor data such as
temperature, humidity, pressure, etc. For data deliery in
VSNSs, the communication is constrained by many stngent
QoS requirements like delay, jitter and data relialility.
Moreover, due to the inherent constraints of wireles sensor
networks such as low energy, limited CPU power andcarce
memory, the architect of VSN must choose appropria
topology, image compression algorithms and commuration
protocols depending on his/her application. This paer focuses
on one of these aspects, namely the communicatiorofocol for
VSN. In this paper, we present a new routing framewark for
VSN to deliver critical imagery information with system's time
constraint. We have implemented our proposed frameark
using Contiki and simulated it on Cooja simulator b support
our claim.

Keywords-Routing Framework; VSN; Image Transmission;
Priority-Based Routing; Contiki; Cooja

. INTRODUCTION

The primary requirement of a wireless sensor netisr
to sense environment factors using low-power, lostc
sensors and route meaningful data to power-rick isodes
for processing. This requirement becomes challengina
VSN as the amount of data to be transferred is nmate
than a traditional wireless sensor network duénéotype of
data being shared. Applications of surveillanceuireqvery

compression techniques such as Discrete Cosinesforams
[2] or Discrete Wavelet Transforms [3][4] can beeds
Although these algorithms reduce the size of armgenget it
is not comparable to traditional sensors data. afbes,
image data compression is not enough. The proggssin
power of each node is also limited. Additionalljhet
topology of the network and routing protocols péagrucial
role in transporting imagery information from vissansing
nodes to sink nodes. Hence, the tasks of captuntage
data, compressing it and sending it to sink areesofmthe
most challenging tasks faced by VSN architects.

As mentioned before, using image compression
algorithms the size of data can be reduced to sextent.
Also, a category of image compression algorithmsegagte
multiple layers of compressed image data. The fager
contains the most prominent features of the imége,
example, the edges of objects or coarse image dag.
subsequent layers contain the details that whegedewith
the first layer, restore the original image. Sonmmeage
processing algorithms consist of multiple passegiiring
different levels of details of the encoded imagesfach pass.
Using such algorithms in VSNs, system response tiamebe
reduced. If the sink nodes receive image data red|uor
first pass sooner than data required for subseqasges, it
can start processing the first pass and take aatioordingly
while data of subsequent layers arrive at the sode. This
paper helps alleviate the routing challenges ohsuotage
processing algorithms by proposing a routing fraomdw
based on four features. (1) The visual sensing xstieuld
be able to specify priority to outgoing packetsthis way,
image data for first pass can be sent at higherifyrithan
data for subsequent passes. (2) The intermediateuting

large amounts of data to be exchanged between aamefodes should be aware of packet priority so thghdni

nodes and sink. In traditional wireless sensor asks/that
sense light, humidity, pressure, etc. the traféoeyated by a
sensing node is limited to the scalar data [1]mbst cases,
the memory size required to store and send is tEGg®r
reading [1]. On the other hand, a VSN node, equipwi¢h a

camera generates vector data. For instance, a reav R

Green-Blue (RGB) image of 128 x 128 pixels with 3¢
per pixel (8 bits per color) will be of 128 x 12824 =

priority packets are forwarded before lower prippiackets.
(3) If packets from two nodes collide, high prigritackets
should be retransmitted before low priority packd®)
Finally, in event of congestion, lower priority pats should
be dropped before any high priority packet is degpp

The next section summarizes the various communpicati
protocols being used in VSN architectures as ofayod
Section Il discusses typical VSN application scénalong

393216 bits (approximately 48 kilobytes). These aryith details of VSN components essential for delivg

magnitudes larger than traditional sensor data.
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critical image information within system's time stmaints.



MMEDIA 2014 : The Sixth International Conferences on Advances in Multimedia

Section IV defines our proposed priority-based irgut
framework. The implementation of our proposed protas
discussed in Section V. Simulations were carried tou
quantify the usefulness of the routing frameworkSkection

A. Visual Sensing Node

The visual sensing node contains the sensor tipatiress
images. Depending on the application this sensorbeaof
type that captures multi-colored images, grey-soakyges,

VI, simulation environment and results are discdsse thermal or infra-red images [22], etc. Nodes eqeippith

Finally, the paper is concluded along in Sectioh VI

Il.  EXISTING ROUTING TECHNIQUES

The research on routing techniques for
transmission has mostly been limited to wired neksd5]-
[9]. Research on QoS supported routing protocalsrobile
ad-hoc networks has been summarized by Chen §tGjl.
and Hanzo-ll et al. [11]. Liebeherr et al. [12], kigaet al.
[13], Stoica et al. [14], Younis et al. [15] andI&aios et al.
[16] discuss techniques to deliver image data enrtternet.
None of these are applicable to VSNs.

Most of the work done in the field of routing ted@ures
for VSNs has been conducted to achieve energyieffiy.
The first routing protocol focused on QoS in VSNsttying
to minimize the average weighted QoS metric througlthe
lifetime of the network. Sohrabi et al. [17] propds
Sequential Assignment Routing (SAR)
maintenance of routing tables with status of atle®

RAP [18] is a priority-based routing protocol thaes
velocity monotonic scheduling and geographical fmding
to achieve QoS, however, its requirement of gedgcap
awareness can only be fulfilled by having a prereef
network topology or additional hardware to deteemin
geographical location.

SPEED [19], proposed by He et al., is a spatio-taalp
priority-based, QoS-aware routing protocol for sgns
networks that provides soft real-time, end-to-enelay
guarantees. SPEED does not provide differentiateckei
prioritization. Moreover, a forwarding node canyfdrward
the packet at a speed less than or equal to thénmax
achievable speed even though the network can suippor

that enforce

these sensors require more power to run additiveraware
and software components such as frame-grabbersreu
encoders. These nodes capture raw images, encateattd

imagesend them towards sink nodes for processing.

B. Intermediate Node

Their primary task of intermediate nodes is to send
packets from camera nodes to the destination sode.n
Depending on the VSN application, these nodes nsy a
take part in sensing other scalar environmentahbbes such
as temperature, humidity, pressure, level of aertai
chemicals, etc. Additionally, these nodes may td&e part
in encoding image data as a class of image encoding
algorithms [23] offloads some processing to intediate
nodes in order to conserve power of camera nodes.

SC. Sink Node

The sink nodes are responsible for processingniageés
captured by the camera nodes. For this purposk,nsides
are power-rich and have high computation abilityotder to
take action depending on the VSN application, thesdes
may additionally contain actuators or may be coteteto a
fourth type of nodes called actuator nodes.

D. Network Model

The network model discussed in this paper does
restrict the number or position of any node typee @f the
network topologies for a surveillance applicatisrdepicted
in Fig. 1. For purposes of testing and evaluatibe,network
model we have used in this paper consists of oaetguof
this topology. Our visual sensing nodes are plamedhe

not

Real-time Power-Aware Routing (RPAR) [20] is anothe Periphery of the network. The intermediate nodespiaced

routing protocol that achieves application speaficl-to-end
delay guarantee at low power by dynamically adpgsti

in the bulk of the network. In our network moddiete is
only one sink. It is also placed in the peripheffy tioe

transmission power and routing decisions based hen t network, on the opposite side of visual sensingesod@his is
workload and packet deadlines. RPAR also calculatedepicted by the dashed-line in Fig. 1.

average link quality taking link variability intaosideration.
Multi-path and Multi-SPEED (MMSPEED) routing
protocol [21] supports probabilistic QoS guarantey
provisioning QoS in two domains, timeliness andatslity.
MMSPEED adopts a differentiated priority packetivily
mechanism in which QoS differentiation in timelises

achieved by providing multiple network-wide packet

delivery speed guarantees.

I1l. VSN APPLICATION SCENARIO

This section explains the VSN application scenario

discussed in this paper. In a typical VSN applaratithere

are three types of nodes that make progressive emag

transmission possible. A brief description of e¥@&N node
type and our network model is given below.
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Figure 1. An Example of a Surveillance Network using VSN

In our scenario, the visual sensing nodes take ésagd
encode them into two layers. First layer containsrse
image information collected in the first pass ofage
encoding and second layer contains fine image nmdtion
collected in the second pass. The VSN applicat®ess uhe
routing framework to send this layer with high ity
towards the sink. The sink uses first pass infoionato
reconstruct the encoded image with a certain lef/eletail.
Based on processing first pass, the sink can takena if
necessary. The VSN application uses routing framewm
send second pass layer at low priority towardssthle. The
sink uses the second pass layer to reconstructtalede
image for further processing if image informatioon the
first pass required additional image details teeta&tion.

Most of the nodes in our network are the intermedia
nodes. They are only responsible for routing packeim
visual sensing nodes to sinks. They do not take ipar
sensing or sharing processing load of the sensiaigsor
sink nodes. When the network is deployed, the imbeliate
nodes create routing tables that are necessaakéorduting
decision when packets are received. To achieve phiehary
task of routing image data from visual sensing sddesink
nodes, the routing tables in intermediate nodesupdated
throughout the lifetime of the network as some soday
die due to depleted power or other environmentaflitimns,

information is used by the AIL of sink node to joihe
fragments to construct image data sent.

B. Network Layer

The network layer component of priority-based nogiti
framework works in two phases explained below.

1) Network Configuration Phase

When the VSN is deployed and brought up, the VSN
nodes send advertisements to their neighbors deglar
identities and their number of hops from sink. Ehes
advertisements are sent periodically. Initially adides are
configured as being infinitely away from sink nod&hen
sink node advertises, it declare its number of Hops sink
as 0. The nodes receiving this advertisement add th
respective sink node to their routing tables andkntheir
number of hops from sink as one hop. Now when sch
node sends out its own advertisement, it declasesuimber
of hops from the sink instead of infinity. The nedat
multiple hops from sink update their routing tabligh sink
address along with the addresses of their neighbonext
hop address from who they received the advertisemen
When a node receives advertisement of a sink fraanem
than one neighbor, it keeps only the neighbor wétsser
hops to the sink in its routing table. After a n@anbf cycles
of advertising, depending on the number of VSN sodee
network is established. Each node knows the numieops
to the sink as well as the next hop towards thk. #s the

while other nodes may be added to the network wheRdyvertisements are sent out periodically, removatl a

required.
intermediate nodes forward high priority packetss{fpass
image layer) faster than low priority packets (setgass
image layer). This way, the routing framework faates
sink nodes to reconstruct first pass image mucinesothan
when the entire image data is received at sinkre§ysiired,
the sink node can add the second pass informatitiretfirst
pass to construct a more detailed image.

IV. PRIORITY-BASED ROUTING FRAMEWORK FORVSN

This section provides detail of how the prioritysbd
routing framework works. The framework is distriddtinto

The routing framework makes sure thahddition of nodes to the network is possible dymathy.

Moreover, for maintenance of routing tables, eacien
keeps track of live neighbors using a watchdog rtime
associated with each neighbor.

2) Network Operation Phase

Once the network has been established, our routing
framework is ready to transport image data from erxam
nodes to sink nodes. When the VSN application hwge
data to send, it uses primitives provided by thé &bm
previous section. The network layer selects thet e
towards the sink that is selected by the camera ffraan its
routing table. If the sink address as specifiedHgycamera

network layer and medium access control layer of annode is not in the routing table, the packet ispdeal. A

protocol stack. Additionally, a thin Application terface
Layer (AIL) encapsulates the details of networkelayand
medium access control layer. Functional detailsthefse
layers are provided in the sub-sections below.

A. Application Interface Layer

The AIL (Application Interface Layer) is the apm@ion
layer component of priority-based routing framewdtks a
very thin layer that provides VSN application wihset of
primitives that can be used for fragmenting imagé&dnto
packets, sending them, receiving them and assegntilam
to re-generate image data. The AIL hides the impleation
details of the entire framework. The VSN applicatmasses
image data along with its priority to the routimarhework
using the AIL. Based on its configuration, AIL ofet
sending node fragments the image data into padfeiize
that network layer can send. AIL also inserts imagmber
and packet fragment number into the packet.
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neighbor's entry keep-alive watchdog is reset whene
packet is received from that neighbor. If a packenot
received from a neighbor within a threshold, theghleor's
entry is deleted from the routing table. In thisyweouting
tables are maintained during data transmissiongphas

C. Medium Access and Control Layer

At the MAC layer, the routing framework works atatw
levels. The first is the intra-node level where tioaiting
framework makes sure that high priority packets are
forwarded before low priority packets. The secoadel is
the inter-node level where the routing frameworkesasure
that when two neighbors contest for transmissiowlioma,
the neighbor with high priority packet gets a clarno
transmit its packet before the neighbor with lowopty
packet. The following sub-sections explain these levels.

1) Queue Insertion

This
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When a packet arrives at MAC layer for transmissibn
is sent instantaneously if the MAC layer is noteafty
receiving or sending a packet. If the MAC layebisy, the
packet is placed in a queue where it waits fotuts. Our
priority-based routing framework makes use of tpigue.
When a packet with high priority arrives, it is @dal at the
head of the queue so that it is sent in the nextfgopacket
of low priority arrives, it is placed at the tail the queue. As
the MAC layer always selects packets from headhef t
gueue for transmission, it is made sure that af-inbde
level a packet with higher priority is transmittirt.

2) Differentiated Back-off Window

When two nodes find the medium available and trénsm

at the same time, a collision occurs. In regulaMBS&CD,
both nodes back off for a randomly selected tino¢ fsbm a
pseudo-fixed-size window. If they collide againe thindow
size is increased exponentially to a certain Sibhe priority-
based routing framework maintains different windofes
the different priorities. When a collision occutege MAC
layer checks the priority of packet that collidesda
determines back-off times from different windowsr figh
priority packet, the window is smaller than foroavlpriority
packet. This way, if the node with high prioritygiat gets a
chance to transmit its packet within a smaller windhan a
node with a low priority packet. This makes surat tat the
inter-node level, high priority packets transmibser than
low priority packets.

V.  PROPOSEDPROTOCOLIMPLEMENTATION
To quantify the usefulness of the routing framewak

‘ 128 Bytes ‘

RIME [Sink 1 |Hops from [Sink 2 [Hops from | [Sink 34 {Hops from |
Header |Address | Sink 1 Address |Sink2 | |Address {Sink 34 |
‘ 24 Bytes | 2Bytes 1 Byte
a) Advertisement Packet
RIME Image | Sequence -
Header | Number | Number Priority ‘ Unused Image Data ‘
‘24 Bytes ‘ 1 Byte ‘ 1 Byte ‘ 1 Byte ‘ 5Bytes ‘ 96 Bytes ‘

b) Image Data Packet

Figure 2. Types of VSN Packets

When a visual sensing node has a packet to senslest
AIL send primitive to send it. The send primitivé AlL
takes image layer, address of sink node and priofitthe
layer. The AIL fragments the image layer into paskélL
also insert the image number and fragment numbpacket
sequence number into the data packet along withy8& of
image data. The image number and packet sequentdaenu
are used at the sink to reconstruct the image .lageth
advertisement and data packets are depicted ir2Fig.

When a packet is received at the network layer rof a
intermediate node from a neighbor, it is checkdtefpacket
is for the node itself or it is an image data patkat needs
to be routed to some sink. In case if the packet e routed
to the sink, the next hop is determined from theing table
that maintains next hop addresses correspondings sin
address. The neighbor is chosen as the next hopewnho
number of hops from sink is least. The data patkéhen

VSN application was created and simulations wene. ru sent to that neighbor so that it can forward thekptto the
Contiki OS [24], an open source operating system fosink or next hop towards the sink.

devices such as wireless sensor network nodesusess to
implement the routing framework. Modifications wenade
to MAC and network layer of RIME protocol stack [25art
of Contiki OS. RIME protocol stack provides a sébasic
communication primitives ranging from best-effomgle-
hop broadcast and best-effort single-hop unicasthest-
effort network flooding and hop-by-hop reliable tinnop
unicast. The RIME protocol stack provides multipfaions
for each protocol layer. The configuration of RIMEed for
routing framework implementation consists of hopHop
reliable multi-hop unicast with a user-defined ratvlayer,
CSMA/CD as MAC layer and ContikiMAC [26] as Radio
Duty Cycling layer. Modifications made to each layd
RIME protocol stack of Contiki OS are explainedhe sub-
sections below.

A. Modificationsin RIME Network Layer

The custom network layer contains a periodic tiheit
expires half a second. Whenever the timer exp&espde
sends out an advertisement. These periodic adewists
from each node help build routing tables as expliim the
previous section. A network packet in RIME protostdck
is 128 bytes long. 24 bytes of this packet are lseRIME
for header and remaining 104 byes are availabjeagi®ad.

When used as an advertisement, the payload contains

addresses of sink nodes and their corresponding bopnt
from the node announcing the advertisement.
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B. Modificationsin RIME MAC Layer

The RIME MAC layer chosen for implementation of
routing framework is CSMA/CD [27]. It contains aeye to
store packets waiting for their turn for transnossi
Modifications have been made to how a packet wdl b
inserted into the queue. When the packet is redelwe
MAC layer from network layer, the priority of thegket is
checked. If it is a high priority packet, it is p& at the head
of the queue. If it is a low priority packet, itjpgaced at the
tail of the queue. When sending a packet, the MAgei
always picks up a packet from the head of the quéhis
way if there is any high priority packet in the geeit will
be transmitted before low priority packets givimgqedence
to first pass image information at intra-node level

E. =(2°2‘ lj

1)
c is the number of times the packet collided
N 20(1+ pw) -1
E..= (— )
0 if high priority packetcollided
1 if low priority packetcollided

2
Wi s the contention window size
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Figure 3. Routing Framework Data Flow

On sensing the medium to be free, if two nodesstrain
at the same instance, a collision will occur. Wttais
collision is detected by the MAC layer, it deferket
transmission of that packet based on a random dloteout
of a pseudo-fixed-sized contention window. The mand
time slot is selected using binary-exponential baftk
algorithm. Without our modifications, the back-af§orithm
maintains the same contention window for all typds
packets that collide. The expected back-off tiEg), can be
approximated using (1). We introduce a facpW that
enhances the back-off time calculation for packefs
different priority levels. The factopW in (2) causes
contention window to shift for low priority packets
providing inter-node level precedence to high [ijor
packets.

The flow of image data through the modified RIMBcik
is depicted in Fig. 3. The topmost block repres#msVSN
application and its usage of AIL. The middle block
represents packet en-queueing into MAC layer trésson
gueue. The bottom block signifies the transmissibpacket
and calculation of contention window in case ofisin.

The type of VSN applications targeted in this pagen
be implemented using low-cost sensor network nodé 8s
TelosB [28]. Some motes can be equipped with CMU€am
[29] giving them image capturing ability. The remiag
TelosB nodes can be used to route image data femme@a
nodes to sink nodes. These applications of suchsv&i
capture images and use image encoding algorithrob su
Discrete Cosine Transform [2] or Discrete Wavelet
Transform [3][4] to encode images into differenvdk of
details for progressive image transmission. Infiltere, we
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intend to implement our proposed routing framewaith
real VSN application to measure its performance.

VI.

For simulations, we created an application thatlates
a real VSN application by generating random imamgeis
according to user-defined configurations. The satioh
configurations set to quantify the usefulness ofitiny
framework consist of generating 90 x 90 pixels hetsmn
image layers where each pixel is of 3 bytes, 1 pgtecolor.
Therefore the entire image layer is 90 x 90 x 3ebyt24
Kilobytes, approximately). One data packet cansparnt 96
bytes hence one image layer is transmitted in tless 256
packets. The ratio of high priority to low prioripackets is
kept as 50-50%. The size of MAC layer queue istae32
packets. The simulations consist of 25 VSN nodesnged
in a regular grid, as depicted in Fig. 4. The clehraheck
rate is set to 64, i.e., in one second the Con#@\Vradio
duty-cycling layer checks the channel 64 timesde B a
neighbor is transmitting. The dotted-line represetite
transmission-reception ranges. The dot-filled eicl
represent sink node. The empty circles represémniediate
nodes. The circles with stripes denote visual sensodes.

The nodes at the corner of the grid have only two
neighbors in their transmission-reception rangg,, é&Node-
20 and Node-24 are in vicinity of Node-25. Nodestba
side have three nodes in their vicinity, e.g., N@de Node-
18 and Node-24 are in transmission-reception raofje
Node-23. Finally, remaining nodes of the grid hate
neighbors in their vicinity, e.g., Node-12, NodeMde-14
and Node 18 are in vicinity of Node-13.

The application can emulate different scenarios by
modifying simulation configurations. The camera e®d
generate packets varying from 1 to 32 packets quoral.

Three network configurations, depending on the remb
of visual sensing nodes, have been tested withrge la
number of simulations for each configuration. Ndderas
selected as sink in all simulations. For each n&kwo
configuration, packets were generated at ratesrgjdrom 1
packet per second to 24 packets per second. Re$udtch
configuration are given in the below.

@ Visual Sensing Node

© 0 @ ® @
ORORONCRE
® @ ®
.. o@

/
® @ @
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The first network configuration contains one visualnode impose deadlines for each layer. As the inreageding

sensing node, Node-25, responsible for generatimggé
layers. It is placed at 8 hops from the sink. Bighows the
average time taken by high priority packets and fwierity
packets to reach the sink node from visual sensiatg. The
lines represent average time taken with our praposeting

framework in place as compared to average timentakedependent on the

without our framework. The lines with circle anduace
symbols denote average transmission times of higiity
and low priority packets, respectively, with rogtin
framework inactive. Simulations were carried outheut
the routing framework in place to generate refezemsults.
As the routing framework is not managing MAC queard
retransmission times of packets, there is no diffee in
routing of high and low priority packets. Both tgpef
packets are treated the same way by the networl. r&sult
both high and low priority packets take almost sdime to
reach the sink node. This is why circle symbols ao¢
clearly visible in Fig. 5.

With the priority based routing framework actively

and decoding algorithms are not part of this pawerhave
selected a deadline of 10 seconds for high prigréagkets
corresponding to coarse image information of fiads and a
deadline of 30 seconds for fine image informatibsecond
pass. In a real VSN application, these deadlinds bei
image decoding algorithm. Fig. 8
represents the packet delivery ratio within thesadtines.
With our proposed routing framework in place, tledivéry
ratio of high priority packets that reached theksitode
within 10s seconds of transmission is significartiigher
than without the routing framework active. With ttoating
framework active, the delivery ratio of low prigripackets
decrease as the packet generation rate increases.
decrease is due to the increase in delivery ratidigh
priority packets. As the network resources remaimes the
increase in packet delivery ratio of high priorfigickets is
compensated with decrease in delivery ratio of poierity
packets.

The second network configuration contains two Misua

managing MAC queues and retransmission times, higkensing nodes, Node-20 and Node-24, both placéchaps

priority packets (denoted by line with triangleakeé much
lesser time than low priority packets (denoted ibg with
crosses). The legend for all figures has been &eptar to
Fig. 5 for easy comparison by the reader. At lopacket
generation rates the difference in average tramssomgimes
is less visible because the MAC layer queues amosl
empty. Moreover, as each node has lesser packets
transmit, collisions rarely occur. As the packeheation
rate is increased, the effect of routing framewbdcomes
visible. The average transmission time for highonty
packets decreases significantly as compared toefeeence
simulations. On the same note, average transmidsioas
for low priority packets have increased as compdaoethe
reference simulations.

Fig. 6 represents packet delivery ratios with artthaut
our proposed routing framework in place at the 8oads
deadline. Packet delivery ratio denotes the ratipazkets
generated from the visual sensing nodes to packetsved
at the sink. At low packet generation rates, thfedince in
packet delivery ratios is less visible becauseMAd€C layer
gueues are almost empty and as each node haspeskets
to transmit, resulting in rare cases of collisioits.the packet
generation rate increases delivery ratio of higlorjty
packets improves as compared to low priority packet
Moreover, delivery ratio of high priority packets better
than reference graphs when routing framework wastive.

Fig. 7 represents the packets received over pageraf
simulation time with and without our proposed rogti
framework in place. Without our framework, the naniof
packets received over simulation time is same &th high
and low priority packets. With our framework, thenmber of
high priority packets received is higher than numtifelow
priority packets received. Hence, at any time ire th
simulation, the sink node receives more high pyiqackets
although the packet generation rate has been kept $or
both types of packets in our simulations.

To reconstruct the image at the sink node withieriain
time, the image decoding algorithms running on stk
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from the sink. Whereas the third network configiomt
contains three visual sensing nodes, Node-20, Rddand
Node-25. Figs. 9 - 12 represent average transmigBites,
packet delivery ratios at 30 seconds simulationdlies,
packets received over percentage simulation timd an
deadline based packet delivery ratios for two \isassing
nodes simulations, respectively. Similarly, Fig& 1 16
represent average transmission times, packet dglhadios

at 30 seconds simulation deadline, packets receoxent
percentage simulation time and deadline based packe
delivery ratios for three visual sensing nodes ftians,
respectively. Simulations with two and three vissahsing
nodes were carried out to see the effects of haviog than
one visual sensing node in the network.

As there is an overlapping between the paths froen t
visual sensing nodes to the sink node for two anektvisual
sensing nodes simulations, difference in average
transmission times can be seen as compared toasiomul
results of one visual sensing node. This overlapeimses the
average transmission times for all packet genaratites as
compared to simulations with one visual sensingenod
Similarly, there is a difference in packet deliveagios and
packets received within deadlines as comparedalation
results of one visual sensing node.

The increase in average transmission times and
decrease in packet delivery ratios are becausgofdasons.
The first reason is that due to overlapping pagagckets
collide. Collisions cause excessive retransmissidhen the
MAC layer's maximum retransmission threshold isexsd,
the packet is discarded causing the packet delikegiy to
decrease. The packets that reach the sink take timee
because of multiple retransmissions by the interated
nodes causing the average transmission time teaser The
second reason is that as collisions increase,ifétéme of
packet in the MAC layer queue also increases. taises
the queue to fill up sooner. As a result incomiaghets do
not find space in MAC layer queue and are dropdsiag
packet delivery ratio to decrease.

the
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response time in certain VSN applications.

VIl. CONCLUSION AND FUTURE WORK

Based on simulation results, we can conclude that o
proposed

priority-based  routing  framework

progressive image transmission in VSNs. Criticahgery
information from visual sensing nodes can be rexkiat

(14]

assists

sink nodes sooner than less critical imagery infdrom. [15]
However, there are areas of priority-based routing
framework that can be improved. In the future,ab#ors of [16]
this paper intend to integrate this priority-basealiting
framework with an image encoding/decoding mechansm
measure the performance on a complete VSN platform.
(17]
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