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Abstract— In computer vision, image segmentation transforms 

an input image into a more meaningful form which is easier to 

analyze.   It can be used in the applications such as medical 

imaging, object detection, face recognition, etc. Generally, 

image segmentation can be distinguished as supervised and 

unsupervised categories. The result of supervised image 

segmentation is greatly affected by a user. Therefore, we 

propose an unsupervised method of image segmentation. We use 

saliency detection to label some informative and significant 

parts of the image, and then, we apply edge detection to label 

some details of the image and use the labelled image for image 

segmentation by Kim’s method. In this way, we can 

automatically label the seeds to get the scribble and then 

segment the image into the foreground and the background. The 

simulation results show that our method is feasible for image 

segmentation. 

Keywords- segmentation;supervised segmentation; 

unsupervised segmentation; saliency detecion; edge detection. 

I.  INTRODUCTION  

In computer vision, image segmentation is the process of 
partitioning an image into several segments. The goal of 
image segmentation is to transform the input image into a 
more meaningful form which is easier to analyze. How to 
detect the objects which humans can recognize in the image is 
a big issue in image segmentation. Generally, image 
segmentation can be distinguished as supervised and 
unsupervised methods. 

Supervised image segmentation [1]-[3] needs the user to 
label some seeds as scribbles. However, the result is greatly 
affected by the user.  The result of segmentation image is 
shown in Figure 1 while using different scribbles in the Kim’s 
algorithm [3]. Besides, supervised image segmentation is hard 
to evaluate the interactive time. Therefore, we propose an 
unsupervised method of image segmentation, which can’t be 
affected by users.  

Because the supervised image segmentation methods have 
some above-mentioned drawbacks. Thus, our motivation is to 
improve the supervised method’s disadvantage and make our 
result of the unsupervised method close to that of the 
supervised method. Our goal is to transform the supervised 
method to the unsupervised method. We use saliency 
detection [7] and edge detection [8] to automatically label the 
seeds to get the scribble, and then we apply Kim’s method to 
segment the image into the foreground and the background. 

 Recently, there are a lot of saliency detection method [4]-
[7]. Moreover, we also apply Canny edge detection [8] to 
detect the edge because the method is simple and efficient. By 
saliency detection [7] and edge detection [8], we can 
automatically label seeds for image segmentation. Finally, we 
apply our scribble image with Kim’s method [3] to get the 
final segmentation result. We will compare our method with 
Kim’s method (supervised method) and the method of Donoser 

et. al [10] which is also unsupervised and based on saliency. 
The results show that our approach is good for image 
segmentation. In the section 2, we will briefly discuss some 
related works. In section 3, we will address our proposed 
algorithm. In section 4, we will show some experiment results 
and finally, we give our conclusion. 

 

(a) (b) 

(c) (d) 
Figure 1. The result of segmentation image while using different scribbles in 
the Kim’s algorithm.  (a) (b) The different scribbles labeled by different users. 
(c) The result of (a). (d) The result of (b) 

 

II. RELATED WORKS 

Image segmentation can be categorized into many 
categories: thresholding methods, clustering methods, region-
based methods, edge-based methods, etc. The thresholding 
methods is the simplest method of image segmentation. The 
input image is transformed into a gray-scale image, and then 
segmented by a threshold value to get a binary image [11]. 
The main concept of clustering [12],[13]  is to determine 
which components of a data set naturally “belong together”. 
The region-based methods are widely used as well [14], [15]. 
Because segmentation consists on partitioning an image into 

8Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-452-7

MMEDIA 2016 : The Eighth International Conferences on Advances in Multimedia



a set of connected regions, we can find homogeneous regions 
according to a specific criterion (intensity value, texture). In 
addition, segmentation can also be done by edge detection 
techniques [8]. Donoser  et al. [10] proposed another method 
which is unsupervised and based on saliency. The method 
automatically find salient regions first, and then focus on one 
different salient part of the image each time; the method 
finally, merge all obtained results into a composite 
segmentation.  

We will compare the result of our method with that of 
Donoser  et al. [10]  because it  is unsupervised and based on 
saliency as well. Furthermore, we will also compare the result 
of our method with the result of Kim’s method (supervised 
method) [3]. According to the results, it shows that our result 
is good and very close to the result of Kim’s method. 

 

III. PROPOSED METHOD 

The main idea of our method is labeling the seeds 
automatically and efficiently. To reduce the user’s influence, 
we use our method to get the scribble of the image. The 
scribble provides the seeds to the method of nonparametric 
higher-order learning for segmentation [3].  

First, given an input image, we detect the saliency of the 
image by Yang’s method [7]. After saliency detection, we can 
automatically label the seeds. It contains three steps: 

 
1. The foreground seeds and the background seeds by the 

foreground and the background threshold finding. 
2. Locate the background seeds with four side examination. 
3. Combine the seeds from step 1 and step 2 with the seeds 

generated by edge and saliency detection.  
 

By these three steps, we can automatically and efficiently 
label the seeds to get a scribble image.  
 

In the step of FG/BG threshold finding, we calculate the 
number of each saliency value and get the histogram of pixel’s 
saliency value. We find that the background region is at least 
occupy 1/b area of an image, where b is a parameter (i.e., the 
lowest 𝑛𝑙  saliency pixels of an image). Thus, we can get a 
proper background threshold (𝐵𝑇) as  

 

∑ Num(𝑠𝑣)
𝐵𝑇
𝑠𝑣=0 ≥ n𝑙 =

𝑁

𝑏
,              (1) 

where N is total number of pixels in the image, sv is saliency 

value (sv = 0,1,2, …, 255), Num(sv)：the number of pixels 

whose saliency value is sv.  
Similarly, we find that the foreground region is at least 

occupy 1/f area of an image, where f is a parameter (i.e., the 
highest 𝑛ℎ saliency pixels of an image). Thus, we can get a 
proper foreground threshold (𝐹𝑇) as  

 

∑ Num(255 − 𝑠𝑣)
𝐹𝑇
𝑠𝑣=0 ≥ nℎ =

𝑁

𝑓
,  (2) 

where N is total number of pixels in the image, sv is 

saliency value (sv = 0,1,2, …, 255), Num(sv)：the number of 

pixels whose saliency value is sv.  

Then, we label the FG/BG and remain some undetermined 
parts. For each pixel 𝑥i, and its saliency value  S(𝑥i), if  S(𝑥i) 
is larger than 𝐹𝑇 or is equal to 𝐹𝑇, label it as  the foreground 
pixels (red). If S(𝑥i) is smaller than 𝐵𝑇  or is equal to 𝐵𝑇 , label 
it as the  background pixels (green). If S(𝑥i ) is larger than 
𝐵𝑇but smaller than 𝐹𝑇, do nothing (undetermined). Thus, we 
can get 3 parts, the foreground, the background and the 
undetermined.  

In addition to find proper the foreground/background 
thresholds, we also examine four sides of the image. By step 
1, we’ve already known where the foreground is 
approximately located. We want to check the left, right, top, 
bottom regions, shown in Figure 2 and then label some 
background seeds. 

We locate 4 regions 𝑟𝑠(𝑙),   𝑟𝑠(𝑟), 𝑟𝑠(𝑡), 𝑟𝑠(𝑏)  and their 

corresponding borders are 𝑏 (𝑙),   𝑏(𝑟), 𝑏 (𝑡), 𝑏 (𝑏), respectively. 

We use a size parameter s to define four regions 

𝑟𝑠(𝑟),   𝑟𝑠(𝑙), 𝑟𝑠(𝑡), 𝑟𝑠(𝑏) as following. 

𝑟𝑠(𝑙) = {(𝑥, 𝑦)|1 ≤ 𝑥 ≤
𝑤

𝑠
,  1 ≤ 𝑦 ≤ ℎ} 

𝑟𝑠(𝑟) = {(𝑥, 𝑦)|
𝑤(𝑠 − 1)

𝑠
≤ 𝑥 ≤ 𝑤,  1 ≤ 𝑦 ≤ ℎ} 

𝑟𝑠(𝑡) = {(𝑥, 𝑦)|1 ≤ 𝑥 ≤ 𝑤,  1 ≤ 𝑦 ≤
ℎ

𝑠
} 

𝑟𝑠(𝑏) = {(𝑥, 𝑦)|1 ≤ 𝑥 ≤ 𝑤,
ℎ(𝑠 − 1)

𝑠
≤ 𝑦 ≤ ℎ} 

We define their corresponding borders b (l),   b(r), b (t), b (b) as 

following: 

𝑏(𝑙) = {(𝑥, 𝑦)|1 = 𝑥,  1 ≤ 𝑦 ≤ ℎ} ,           (3)  

𝑏(𝑟) = {(𝑥, 𝑦)|𝑥 = 𝑤,  1 ≤ 𝑦 ≤ ℎ},          (4)  

𝑏(𝑡) = {(𝑥, 𝑦)|1 ≤ 𝑥 ≤ 𝑤,  1 = 𝑦},           (5)  

𝑏(𝑏) = {(𝑥, 𝑦)|1 ≤ 𝑥 ≤ 𝑤, 𝑦 = ℎ}.           (6)  

 
The definition of 4 regions and their corresponding borders 
is shown in Figure 2. The left region and left border are 
shown and other regions can be shown similarly. Then, we 
examine four sides, respectively. We take left 1/s region 

𝑟𝑠(𝑙) as an example. If there are foreground seeds in 𝑟𝑠(𝑙), 

retain  the original edge. If there are no foreground seeds in 

𝑟𝑠(𝑙), label  the background seeds to the left boundary 𝑏(𝑙), 

which is that region corresponding edge. Similarly, we 

examine the other three regions 𝑟𝑠(𝑟), 𝑟𝑠(𝑡), 𝑟𝑠(𝑏) .  
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Figure 2.The definition of 4 regions and their corresponding borders. 

 
After four sides examination, the extracted foreground still 

has some details which need to be improved. Thus, we apply 
Canny edge detection [8] to improve the segmentation. We 
find that the pixel in the edge image always belongs to the 
background in the saliency image. The green area is the 
background and the red area is the foreground. We use 
(𝐹𝑇−𝐵𝑇)/t to determine whether label the edge or not, where 
t is a parameter. The decision rule is as following： 

 
For each pixel 𝑥𝑖  in the edge image by Canny edge 

detection and its neighboring pixel𝑥𝑖′ . S(𝑥𝑖 ) is the saliency 
value of pixel 𝑥𝑖, and S(𝑥𝑖′) is the saliency value of pixel 𝑥𝑖′.  

if S(𝑥𝑖′)−S(𝑥𝑖) is larger than (𝐹𝑇−𝐵𝑇)/t or S(𝑥𝑖′)−S(𝑥𝑖) 

is equal to (𝐹𝑇−𝐵𝑇)/t, 𝑥𝑖′ is labelled 𝑎𝑠  the foreground seed  
and xi  is la𝑏𝑒𝑙led  𝑎𝑠 the background seed; otherwise, do 
nothing. 

  
After automatically seeds labelling, we carry out the 

method of nonparametric higher-order learning for 
segmentation [3].  

 

IV. EXPERIMENT RESULTS AND ANALYSIS 

 
We use our method to label the seeds efficiently and 

automatically. We compare with the method of nonparametric 
higher-order learning for interactive segmentation [3], which 
is greatly affected by users. The results of our method are very 
close to the results of nonparametric higher-order learning for 
interactive segmentation [3]. In addition, we also compare our 
method with the method [10], which also segment the image 
based on saliency. The parameters in our proposed method are 
presented in Table 1. Figure 3 and Figure 4 show the 
segmentation results of the image. We compare the result of 
our method with the result of Kim’s method (supervised 
method) [3] first. According to Figure 3, it shows that our 
result is good and very close to the result of Kim’s method 
(supervised method), which is a greatly affected by the users, 
while our method is unaffected by the users. Besides, we also 
compare the result of our method with the result of the method 
of Donoser et. al. [10]. According to Figure 4,  the result of our 
method is better than  that of the method [10], which is also 
an unsupervised segmentation method based on saliency 
because our method can label 2 bulls (foreground) only, but 
without  the line between the grass and the lake.  

V. CONCLUSION  

 
In this paper, we proposed an unsupervised method based 

on saliency detection and edge detection to automatically and 
efficiently label the seeds. It is convenient because it can 
segment the foreground and background automatically and it 
doesn’t need user interaction, which is quite important to 
segment a large data base of images. 
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FG/BG threshold finding  b=3 

f=100 

Four sides examination s=8 

Combine edge/saliency detection 

 

σ (Standard Deviation) ：3 

double threshold：0.1 and 0.2 

t=3 

 
Table 1. The parameters in our proposed method. 
 

 
 
 

 
(a) 

(b) 

(c) 

 
(d) 

 
(f) 

 
(e) 

 
(g) 

Figure 3. Segmentation result of the image. (a) Input image. (b) Result of 

saliency detection. (c) Result of edge detection. (d) Our scribble. (e) Our 

result. (f) Kim’s scribble. (g) Kim’s result.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
(a) 

(b) 
 

(c) 
 

(d) 
 

 
(e) 

 
(f) 

Figure 4. Segmentation result of the image. (a) Input image. (b) Result of 
saliency detection. (c) Result of edge detection. (d) Our scribble. (e) the result 
of   Donoser et al. [10] (f) Our result.  
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