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Abstract—Pythia is a prototype hybrid Mobile/Cloud service
for ascertaining what the user of a mobile phone is currently
doing. The service continuously captures and uploads context
data to an analysis engine in the cloud. Early field-testing
showed that the service can categorize activities into working,
at home, traveling, or shopping.
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I. INTRODUCTION

In the last few years, the use of context awareness as a
way of enabling a mobile application to react and perform in
relevant ways to the needs and expectations of users has
picked up [12][14]. With mobile smart phones containing
multiple sensors, the platform has become more capable of
capturing data that can be used to identify context. A number
of applications have emerged in the last few years that
attempted to use this data in order to release the user from
having to specifically tell the application what they are doing
[2][5][11][13]. Being able to discover the user context is
valuable and can enhance and streamline the service being
offered.

The work in the area has generated a number of
specialized mobile applications on the major smart phone
platforms (Android, IOS, Windows phone) that claim to
capture signals and recognize user context in an effort to
streamline the user experience within specific use cases. The
major use cases that have been implemented are driving
versus parking in the physical domain (and in the process
remembering where the user last parked their car) [2], the
personalization of a user’s home screen depending on the
currently understood context (i.e., presenting a specific set of
application icons on the phone desktop when at work versus
a different set of application icons when at home [5]), and
the presentation of search results that are relevant for the
user’s current context [11].

We tested some of the available services and found them
to be an interesting start, but also lacking in consistent
context recognition or transparency. For example, the
AGENT [2] application suffered from too many false
negatives when parking, leaving the phone in a driving
context after we had left the car and thus was not able to

remember where the car was last parked. The personalized
desktop application COVER [5] that presents a differing set
of home screen application icons that it deems to be relevant
to the current user context, caused us to feel confused about
where the needed applications icons were located on the
home screen. This was probably the result of a drastic
change in context without the user being an active participant
in the change.

Two current services which provide a more consistent
and clear experience are MOVES [13] and Google Now
[11]. The MOVES application is an activity tracking
application that tracks it’s users “everyday life” [13]. By
gathering sensor based data, it can track a user’s activities
such as walking, cycling and running, while identifying
where these activities take place. It then visualizes its user’s
day. Google NOW is the most ubiquitous context based
mobile service today since it is part of the ubiquitous
Android operating system. It is a sophisticated perpetual
search service on android that continuously analyses a user’s
searches, email, calendar and location and uses these signals
to present contextually relevant information cards at
appropriate times. For example, in the morning it presents a
card showing how long it will take to get to work in the
current traffic situation (see Figure 1).

Figure 1. Google Now Context Relevant Card

In both the MOVES application and Google NOW, the
actual methodologies for data capture and analysis are
proprietary and therefore remain the property of the
companies developing them. Although Google makes some
of these capabilities available to developers via Application
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Programming Interfaces that it opens every once in a while
[8], the algorithms remain proprietary, secret and under the
control of their owners.

In this paper we present the Pythia system. We start with
defining the objectives of the project and then describe the
Pythia system. We continue with a description of the
methods we used to test the system and end with conclusions
and a description of future work to be carried out.

II. OBJECTIVES

With Pythia, we are striving to develop a mobile and
cloud based service for capturing contextual signals and
ascertaining the current user context. Because of a lack of
context capture consistency and transparency in existing
mobile applications, the goal of the project is to learn about
and improve the capability of a mobile-based service to
arrive at better context classifications.

Pythia was developed as part of a research effort to tap
the intimate relationship that people have with their phones
in order to learn about their activities and to use this
knowledge in order to make the phone a smarter companion
in our everyday lives.

III. THE PYTHIA SYSTEM

Pythia is a hybrid mobile/cloud service that captures
packages and uploads data to a web-based repository where
the data is parsed, cleaned, normalized and classified. All
Pythia data is stored on a MongoDB instance. The Pythia
server is a lightweight Node.js application running in a
hosted Heroku service. Data is hosted on MongoHQ (see
Figure 2).

The phone client includes a management User Interface
(see Figure 3) to enable the user to set up the data capture
resolution and upload dynamics (i.e., what is the minimal
distance traveled that the system will save and upload to the
online service), and a background service (see Figure 4) that
gathers location data and uploads it to the data repository
according to the application settings. The background service
shows the amount of events it has captured and is ready to
upload to the server on the next synchronization process
(”events in pipe”).

Figure 2. Pythia System Overview

Figure 3. Pythia Management UI

Figure 4. Pythia background Service

Note that the management UI was designed for our initial
technical field trial and is not designed for normal users.
Future iterations of the service will be released to larger
numbers of users and will include a more streamlined and
simple user interface that will be easy to use by anyone.

The Pythia server receives the sensor data (GPS or Cell
based location), from the participating mobile clients and
performs a spatial classification process on the data. This is
achieved with a series of three map/reduce [6] computations:

1. Pre-processing: Similar location events are
grouped by their bounding timestamp and geobox
and then these aggregated events are indexed using
geohashing- a method of transforming a 2d point
into a 1d hash, which allows for easy indexing and
simple geoboxing of locations. This process reduces
the size of the data while filtering out noise caused
due to the instability of the mobile device location
reads.

2. "HotSpot" aggregation: Grouping of aggregated
location events by bounding geobox, and
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calculating the sum of timeframes per geobox and
then sorting by this sum. Geoboxes with highest
timeframe count represent the users most visited
locations.

3. "HotSpot-by-hour-slot" aggregation: Same as
"HotSpots" but also assigning time of day to
geoboxes. Allows us to see the user's most visited
locations per hour.

Once the sensor data per phone was processed as
described, the next step was to ascertain a context for each
location and timeslot. For this version, we kept the context to
the following: Home, Travel, Work and Shopping. It is clear
that this classification is very rough, but we think that being
able to identify these prototypical contexts is a valuable step
in the process of being able to identify more refined contexts
later on.

IV. METHOD

An initial version of the Pythia data capture service was
installed on two Motorola Razr’s and two Nexus 4 phones.
The devices continued to be used as active phones for a week
while capturing and uploading the data to the Pythia server.

In this version, the service was only used to gather
location and sensor data. Apart from being able to turn the
service on or off, or to tweak the sensor gathering resolution,
the user did not get any information from the application
itself. The uploaded data was then processed at the server
end with the goal of ascertaining what the user was doing
throughout the period of data capture.

The goal of the service was to establish if it was feasible
to use the sensor information in order to conclude what
context the user is in, while keeping within a viable power
consumption envelope. It is clear to us that a service that can
conclude a context correctly, while using too much power,
will not be useful, and at the same time, a service that is very
power efficient but cannot ascertain the current context is not
useful either. The sweet spot is to be power efficient while
correctly ascertaining context. We define power efficiency as
a power consumption envelope that does not visibly lower
the service life of a smart phone in normal use to below a full
day of use. A power consumption envelope that lowers the
daily service life of a phone will simply be discarded by
most users.

In this version, the process of ascertaining user activity
context was semi-automatic and necessitated human
supervision. The service would automatically aggregate and
run through the list of locations and timeslots and then
receive human supervision as to the naming of the current
context. Once enough of these were seen by the system it
was able to classify contexts. Thus, after seeing that a
specific location was always classified as Home by the
supervisor, the service would be able to reach the same
conclusion going forward.

V. INITIAL RESULTS

The first version of the service was quickly seen to be
overly power hungry and severely shortened the daily
service life of the phone by 50%. This was unacceptable.
Google then released a new sensor capture framework
(called Fused Location Provider [10]) that was purported to
be more power efficient. After implementing it in the Pythia
client we were able to lengthen the service time to the full
day threshold we expected and enabled us to continue into a
4-week field test with the 4 phones that continued to be used
in a normal fashion by their owners.

Figure 5 shows the distribution of classified activity
contexts over a representative 24-hour period. For each of
the participants, we compared the resulting activity map to
their calendar and notes as well as interviews. The
comparison showed us that the classifications were correct.

Figure 6 shows the total averaged activity distribution as
identified over the course of the process. In this case, we
averaged identified activities over the time of the trial and
the most frequent activity per timeslot became the selected
classification. These were mapped onto a 24-hour
representative period. Note that we analyzed only normal
working days, ignoring weekends and vacations.

Figure 5. Classified Activity Context over 24 hours
Y-axis: the percentage of each activity during a specific hour

X-axis: The hour in the day

Figure 6. Total Activity Distribution

Analyzing the results presented above, we conclude that
within the constraints described, the system was able to
classify the major activities across time.
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VI. CONCLUSION AND FUTURE WORK

The Pythia system analyzed an aggregated database of
user locations over time and used this in order to classify
what the user was doing at each location during each time
slot. We believe that being able to semi-automatically
identify what a user is doing (their personal context) is an
important signal that can help in making our mobile phones
more useful and helpful in our daily lives.

While we have shown that the Pythia system is able to
classify activity contexts related to location and time, we
believe that ascertaining context via location alone may be
too coarse as a signifier in many cases. Because of this, we
are now in the processes of improving the system in the
following ways:

1. Widening the net of possible activity context
classifications that the service can identify.

2. Minimizing the need for human supervision in the
classification.

We believe that both of these improvements can be
achieved by supporting additional sensors in the system.
Additional physical sensors can help to an extent, i.e., using
physical activity recognition to identify if the user is
stationary, walking, running, riding a bike or travelling in a
vehicle, is valuable, but has a limited capability for refined
context discovery. Similarly, the use of audio analysis can
help us identify how many people are around the user, if they
are in a meeting or in a social or sporting event. This can also
be achieved by identifying the wireless fingerprints of radio
devices around a person (wireless hotspots, mobile phones,
etc.). But we believe that fusing sensors of different types
will create the most value. For example, by adding semantic
sensors such as the phone calendar or various text-messaging
services, we gain both a wider classification capability, and
also a method that can minimize the human supervision
needed. When a person adds a calendar entry (for example
"Meeting with Joe" or "Pick up Anna from school"), the
descriptive text can serve as a semantic data point that helps
identify a more refined context (i.e., “Work Meeting” or
“Family Task”) while at the same time serving as an
automatic supervision entry. Similarly, a calendar entry
named “workout” combined with physical sensors that
identify the user as in a running activity out of doors will
help in identifying the context as “Jogging”.

An updated version that we are now working on (Pythia
Occursum) will include the calendar as our first semantic
sensor. Additional sematic sensors that will be added are the
contacts database, the text-messaging database(s), and the
user's email.
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