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Abstract—In the field of tactile displays, many researchers are
developing systems that employ recorded tactile information as
an input signal for tactile display. Various tactile information
has been recorded from real textures and presents high-quality
tactile sensations via the displays. However, collecting, classifying,
and generating large amounts of tactile information data under
many different conditions with complicated sensors are difficult to
realize. Thus, we developed a method of collecting accelerations in
haptic behaviors using wireless microcomputers and implemented
a Convolutional Neural Network-based classification method of
tactile information. We had succeeded in classifying 30 types of
data with an accuracy of 88.9%. Furthermore, we proposed to
generate unrecorded data under various conditions from recorded
data. We construct a data generation model using a Generative
Adversarial Network. The model generates unrecorded three-axis,
time-series acceleration data from recorded acceleration data
obtained by stroking real objects. To evaluate the quality of the
data generated, we presented generated vibrotactile information
to users via a tactile display. We revealed that the generated
data were indistinguishable from real data. Besides mixing and
generating data of two or more classes, we generated new,
unrecorded data with mixed features of the original classes.

Keywords–Tactile Information; Machine Learning; Convolu-
tional Neural Network; Generative Adversarial Network.

I. INTRODUCTION

Today, many researchers are developing tactile display sys-
tems that employ recorded tactile information as an input sig-
nal, and these systems present high-quality tactile sensations.
To enhance this kind of displaying method, it is necessary
to collect and classify various recorded vibration types. Our
research proposed a solution to collecting and generating
haptic information without complicated devices [1]. In this
approach, we collect, classify, and generate only accelera-
tion as tactile information. By using only acceleration data,
we collect the information easier than conventional research.
Furthermore, employing machine learning-based classification
and generation methods, we propose a consistent handling
approach of the information for tactile displays.

Many kinds of researches on the collection and classifica-
tion of recorded tactile information have been performed. To
ensure high-quality tactile display, it is necessary to collect
and analyze data under various conditions. However, multiple
conditions were not addressed in the following works [2],
[3]. For example, Strese et al. [3] collected six types of
physical data (accelerations, pressures, temperatures, images,
sounds, and magnetic field powers) for 108 textures, using

a pen-type device. However, there are many more than 108
textures in the real world, and not all conditions, such as
stroking directions, contact angles, or pressure force, were
explored. However, most of these researches collect tactile
information under limited experimental environments using a
device that has many sensors. Therefore, it is difficult to collect
haptic information outside of the experiment environment, for
example, in daily behavior.

On the other hand, we collect, classify, and generate only
acceleration as tactile information. Using a wireless microcom-
puter with an accelerometer, we collect the information easier
than conventional research. To classify haptic information, we
implemented a classifier using machine learning. The classifier
classifies the collected tactile information. It is also used as
a search engine for surface material retrieval of the newly
collected information to expand the database. We attached a
ZigBee-based wireless microcomputer with an accelerometer
to the experimenter’s finger or pen and performed stroking
of various objects. We collected 30 types of accelerations in
stroking haptic behaviors. As a machine learning method, we
used the Convolutional Neural Network (CNN) to classify the
haptic information with high precision and we succeeded in
classifying 30 types of data with an accuracy of 88.9%.

Furthermore, realistic surface reproduction is challenging
because touching is bidirectional. If the object surface, physical
characteristics, or stroking speed differ between the contactor
and the contacted object, the induced phenomena will vary. By
recording real texture data in many conditions, such as stroking
directions, contact angles, or pressure force, you may prepare
several real object data. However, an ideal complete dataset
would be unimaginably large. Several researches have used
GANs (Generative Adversarial Networks) [4] to generate data
for tactile displays to solve this problem. Ujitoko et al. [5]
employed a GAN for generating time-series data equivalent
to real texture. The model consists of an encoder and a
generator, and the encoder transformed texture images into
labeled vectors. Then the generator generated spectrograms
by using the recoded accelerations and the labels. The spec-
trograms were transformed into tactile signals for pen-type
vibrotactile displays. The model generated nine types of high-
quality, one-axis time-series data for simple (i.e., pen-type)
vibrotactile displays. However, their proposed system requires
high computational cost because the size of the model is large.

Our model is more straightforward than the above model.
We generate three-axis acceleration data available for more
types of situations (e.g., displaying, analyzing, and recogniz-
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ing the vibrotactile signals) than one-axis data. Our method
eliminates the need to collect vast vibrotactile signal data from
various real objects. Instead of the data collection, unrecorded
vibrotactile stimulations are created by employing existing
recorded data of real textures. This method reduces the collec-
tion cost of real data and greatly expands the utility of limited
recorded data for vibrotactile displays. We generated new data
with the aid of a GAN. GANs generate images that find many
applications in super-resolution [6] and audio synthesis; some
sounds are very similar to the human voice [7]. GANs can
generate high-quality time-series data. Our data generation
model is based on WaveGAN [7], which was developed for
audio synthesis. We generated nine types of time-series data
based on real textures. By using the tablet-mounted vibrotactile
display developed by Saga et al. [8], we performed a user
study to evaluate whether the generated stimuli were realistic.
Besides, we explored whether it was possible to mix the
characteristics of two textures by combining two label data
types in the input.

Our principal contribution is that we proposed a solution to
collecting and classifying haptic information without compli-
cated devices. In this approach, we collected only acceleration
as haptic information. Using a wireless microcomputer that
has an accelerometer, we collected haptic information easier
than conventional research. Besides, by employing a CNN-
based machine learning approach, we realized an accurate
classifier for 30 types of textures. Furthermore, we generated
unrecorded time-series data using a GAN. Our model has a
simpler architecture than an earlier model [5] and requires
fewer computational resources. We generate three-axis time-
series data to display, analyze, and recognize the vibrotactile
signals.

The structure of this paper is as follows. This section
describes the purpose of our research and our approach. In
Section II, we propose a solution to collecting and classifying
haptic information without complicated devices. We propose a
generation method of unrecorded time-series data using a GAN
and describe our proposed GAN model’s system architecture
and generated data in Section III. Section IV deals with the
user study. Section V describes the user study. Section VI
presents a preliminary experiment on multi-label (merged) data
generation. Section VII draws conclusions and describes our
future work.

II. COLLECTION AND CLASSIFICATION OF VIBROTACTILE
INFORMATION

In recent years, several methods for classifying tactile in-
formation with several sensor inputs are realized by using
machine learning technology. We also considered that it is
possible to achieve similar classification with fewer sensors
while incorporating such human tactile movements. Then we
have proposed a tactile information classification system using
only acceleration sensors [9]. Usually, texture is evoked by
active human tactile movement and friction between texture
and finger. In other words, the acceleration sensor attached
near the texture captures information, including both his active
motion and the vibration generated from the texture. There-
fore, we focused on this acceleration and proposed gathering

and classifying the acceleration information collected by the
wireless sensors attached near the texture.

A. Collection of acceleration by a wireless sensor network
We focus on the acceleration between the user and the tex-

ture during the stroking operation, construct a wireless sensor
network attached to the texture, and collect and classify the
induced acceleration information between them. The system
consists of the sensor based on a power-saving compact mi-
crocomputer with an accelerometer (Figure 1), and a computer
enabling signal identification by machine learning.

Figure 1. Overview of ZigBee microcomputer. Left: TWE-Lite-2525A [10].
ZigBee microcomputer: it includes a 3-axes accelerometer, a battery cell,

and a communication module. Right: Overview of data collection.

Figure 2. Packet structure: ∆t shows a time，and xi, yi, zi shows
consecutive measured values.

The collected tactile information is transmitted to the com-
puter by ZigBee wireless communication and then classified.
ZigBee available in Japan uses the 2.4 GHz band, and at this
frequency, a maximum of 250 Kbps, the stable transmission
is possible. For this reason, the transfer rate is 144 Kbps, so
it is difficult to transmit at a high cycle due to the restrictions
of ZigBee communication. Therefore, although the maximum
measurement cycle in the initial firmware is 33 Hz, we adopted
a method in which ten consecutive measurement values are
stored in one packet and transmitted (Figure 2). As a result, we
achieved the transmission of the 3-axis acceleration sensor’s
measured values at 330 Hz on ZigBee communication. By
attaching these sensors to a finger or a pen, we record the
human’s active movement and the vibration caused by friction
between the texture and the finger.

B. Design of classifier by machine learning
In this section, we introduce a method of classifying the ac-

celeration information collected by machine learning. We used
a CNN (Convolutional Neural Network), which is widely used
in machine learning for images, and constructed a 13-layered
network (Figure 3). As an input to this network, we used a 200-
point continuous time series with information on three axes of
x, y, and z. These sequences were randomly extracted from the
collected acceleration information. This division extraction can
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increase the learning pattern and improve the generalization
performance of the model. The output of this model represents
the probability that the input data belongs to each class. We
used Tensorflow [11] to build this CNN model. Tensorflow is
a machine learning library developed by Google. Besides, the
model is based on VGG [12], which is a typical configuration
of CNN, and the number of convolutions in the convolution
layer is reduced to match our input information. To improve
accuracy, we increased the number of convolutional layers. A
convolution filter with a size of 1×5 was used. The number
of filters was 64 for the first and second convolution layers,
128 for the third and fourth layers, and 256 for the fifth and
sixth layers. Also, the ReLU function [13] was used as the
activation function.

Moreover, generalization performance was improved by
doubling the number of filters in the pooling layer. In the pool-
ing layer, max-pooling of 1×2 was used to absorb small data
errors. The cross-entropy error was used for the loss function.
Adam [14] was used as the weight optimization algorithm. To
suppress over-learning, Batch Normalization [15] was applied
after calculating each layer’s activation function. Also, we used
Dropout [16] between the fully connected second layer and the
output layer to suppress over-fitting.

1	

5	

Input 3 x 200 x 64	
3 x 100 x 128	

3 x 50 x 256	

Output 


1x1x4608	

Convolution1 + pooling	
Convolution2 + pooling	

Convolution3 + pooling	

Fully connected	

Figure 3. Composition of our CNN model.

C. The evaluation result of tactile information classification
accuracy

Here, we show the results of verifying the classification
accuracy with the collected tactile information. The ZigBee
microcomputer was attached to a finger or pen, and the exper-
imenter collected tactile information by stroking the surface of
objects made of various materials. The experiment conditions
are shown in Figure 1. The object used in this experiment is
shown in Figure 4.

Each texture to be examined is a planar object about 100 mm
in length and width. “Carpet1”, “Carpet2”, and “Carpet3” are
part of carpets made from different materials. “Sponge-g” and
“Sponge-y” are the front and the back of a household sponge.
“Sponge-b” is made of styrofoam. “Stonetile1”, “Stonetile2”,
and “Stonetile3” are stone tiles made from different mate-
rials. “Whitetile1”, “Whitetile2”, and “Whitetile3” are white
tiles with different textures. “Woodtile1”, “Woodtile2”, and
“Woodtile3” are wood plates of different textures. Haptic
information is collected by stroking these objects with the
finger/pen at an almost constant speed. At the surface of

100 mm

carpet1 carpet2 carpet3 sponge-y sponge-g

stonetile1 stonetile2 stonetile3 sponge-b whitetile1

whitetile2 whitetile3 woodtile1 woodtile2 woodtile3

Figure 4. 15 textures. These are plate-shaped objects with 70–100 mm
length and 100–130 mm width.

each object, acceleration was collected during the stroking
movement of going back and forth for three minutes. By
performing this operation three times per object, acceleration
data for nine minutes per object was collected. Thus, there are
30 types of combinations between the objects and contactors
in the experiment. Moreover, the stroking speed also matters.
For each combination, the experimenter stroked at velocities
of 100 mm/s，200 mm/s，and 400 mm/s.

The collected data is classified and evaluated by machine
learning using the CNN described above. The input of CNN
is 3×200 acceleration data, and the output is 1×30, which
is a probability vector representing the class to which the
input data belongs. At the time of classification, to confirm
the generalization performance of the model created by this
CNN, all data was divided into ten parts and 10-fold cross-
validation was performed. Table I shows the confusion matrix
at 400 mm/s, and Table II shows the classification accuracy
for each stroking speed. As can be seen from the tables, each
class diagonal component shows a value close to 1, indicating
that 30 types of texture information can be classified with
high accuracy. The average of all classes was 93.2%. Besides
evaluating the effect of different stroke conditions (stroking
speed: 100, 200, and 400 mm/s) on the same texture, we
combined them in one class and classified the 30 types of
textures. The result shows 88.9% of classification accuracy.
From these results, we concluded that there is a possibility
that the textures can be classified regardless of the stroking
speed.

III. GENERATION OF UNRECORDED TACTILE
INFORMATION

As we have introduced so far, some researchers have used
machine learning based on collected data to classify the
textures [2], [3], [9]. However, there are enormous amounts of
conditions of the combination between textures and stroking
motions, and these studies cannot cover all of these com-
binations. For example, Strese et al. [3] collected data on
various conditions with a pen-type device, although the acute
angle against the object is fixed. Thus the data that can be
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TABLE I. Confusion matrix of 30 kinds of data classification under 400 mm/s movement.

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z AA AB AC AD
A: carpet1-pen 0.94 0 0 0 0.02 0 0.03 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
B: carpet1 0 0.92 0 0 0 0.03 0 0 0 0 0 0.01 0 0 0 0.01 0 0 0 0 0.01 0 0 0.01 0 0 0 0 0 0
C: carpet2-pen 0 0 0.92 0 0.05 0 0 0 0.02 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0
D: carpet2 0 0 0 0.97 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0 0 0 0 0.01
E: carpet3-pen 0.02 0 0.02 0 0.95 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
F: carpet3 0 0.04 0 0.03 0 0.9 0 0.01 0 0.01 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
G: sponge-b-pen 0 0 0 0 0 0 0.96 0 0.01 0 0.01 0 0.01 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
H: sponge-b 0 0 0 0 0 0 0 0.92 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.05 0 0 0 0 0.02 0 0.01
I: sponge-g-pen 0 0 0 0 0 0 0 0 0.98 0 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
J: sponge-g 0 0 0 0 0 0 0 0 0 0.94 0 0.03 0 0 0 0.01 0 0.03 0 0 0 0 0 0 0 0 0 0 0 0
K: sponge-y-pen 0 0 0.01 0 0 0 0 0 0.03 0 0.95 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
L: sponge-y 0 0.04 0 0.03 0 0 0 0 0 0 0 0.91 0 0.01 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0
M: stonetile1-pen 0 0 0 0 0 0 0 0 0 0 0 0 0.98 0.01 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0
N: stonetile1 0 0 0 0 0 0.01 0 0 0 0.01 0 0.01 0 0.95 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0.01
O: stontile2-pen 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0.86 0.01 0.02 0 0 0.02 0 0.01 0 0 0 0 0 0 0.08 0
P: stonetile2 0 0 0 0.01 0 0.01 0 0 0 0 0 0 0 0 0 0.92 0 0.03 0 0 0 0 0 0.01 0 0 0.02 0 0 0
Q: stonetile3-pen 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0.9 0 0.01 0.01 0 0 0 0 0 0 0 0 0.07 0
R: stonetile3 0 0 0 0 0 0 0 0 0 0.02 0 0.01 0 0 0 0.01 0 0.94 0 0 0 0 0 0 0.01 0 0.02 0 0 0
S: whitetile1-pen 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0.02 0 0.87 0.01 0 0.02 0 0 0.03 0.04 0 0 0.01 0
T: whitetile1 0 0 0 0 0 0 0.01 0 0 0 0 0 0.01 0 0.03 0 0.01 0 0 0.85 0 0.01 0 0 0 0.03 0 0 0.06 0
U: whitetile2-pen 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0.01 0 0 0.97 0 0 0 0 0 0 0 0 0
V: whitetile2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0.95 0 0 0 0.01 0 0 0.01 0
W: whitetile3-pen 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.99 0 0 0 0 0 0 0.01
X: whitetile3 0 0 0 0 0 0 0 0.01 0 0.02 0 0 0 0.04 0 0 0 0 0 0 0 0 0 0.89 0.01 0.02 0.01 0 0 0.01
Y: woodtile1-pen 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0.01 0 0 0 0 0 0.97 0 0 0 0.01 0
Z: woodtile1 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0.01 0.01 0 0 0.01 0 0 0 0 0 0.94 0 0 0.01 0
AA: woodtile2-pen 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0.01 0 0 0 0 0 0 0 0 0.94 0 0 0
AB: woodtile2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.99 0 0
AC: woodtile3-pen 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.08 0.01 0.02 0 0 0.03 0 0.01 0 0 0 0 0 0 0.86 0
AD: woodtile3 0 0 0 0 0 0 0 0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0.03 0 0 0 0 0 0.94

TABLE II. Result summary. “Mixed” is the result of classifying 30 kinds of
texture, each of which include data under three different speed.

Stroking speed (mm/s) 100 200 400 Mixed
Classification accuracy (%) 89.0 88.0 93.2 88.9

obtained may change if the angle is changed. In this way, it
is unrealistic to comprehensively collect data from an actual
object because of the significant number of conditions to
consider. The existence of data of conditions that cannot
be collected also means that tactile information of objects
under those conditions cannot be classified. Therefore, we
consider this problem and propose a new method to replace the
method of collecting data directly from an object. Instead of an
exhaustive direct data collection method, machine learning is
used to generate alternative data from the minimum amount of
collected data [1]. As a result, the data collection cost can be
minimized. Besides, by adjusting the machine learning model,
it is possible to generate data that will replace the data that
has not been collected. As a first step in realizing the proposed
method, we implemented data generation based on machine
learning that focuses on the stroking movement’s acceleration
data.

A. Tactile data generation by GAN

We used the GAN [4] as a data generation method. GAN
is a machine learning method mainly for generating unknown
images, but it is being applied to various fields such as image
resolution enhancement, image property synthesis, and voice
synthesis. In the field of speech synthesis, previous research
has succeeded in synthesizing speech that is almost the same
as that produced by a human. On the other hand, the number
of studies on processing tactile data using GAN is still small.
Ujitoko et al. [5] proposed a GAN model that generates
vibration data corresponding to a texture image This model
consists of an “Encoder” network and a “Generator” network.
The Encoder network converts the texture image into label
data. In the Generator network, data is generated using GAN,

which is trained with label data and acceleration data collected
in advance. Using this method, Ujitoko et al. generated data
for nine classes of textures.

In order to generate more effective data, we constructed a
machine learning model for vibration data generation based
on WaveGAN [7], which is a GAN for speech synthesis.
However, WaveGAN does not support multi-class generation
and is not suitable for generating various types of data. To deal
with this problem, we combined the method of Conditional
GAN [17]. In Conditional GAN, by adding label data to the
training data and making it learn, the data corresponding to
the label data can be specified and generated at the time
of data generation. We introduced multi-class generation by
introducing Conditional GAN into our GAN. As the label data,
we used one-hot vectors, a type of vector having the same
length as the number of classes to be trained and having only
0 or 1 as elements. Besides, we processed acceleration data
on three axes in consideration of expandability. To prevent the
axes’ features from being convolved during learning, each axis
was set to be convolved independently in the time direction
during learning.

The structure of the data generation model is shown in
Table III. “Generator” and “Discriminator” in the table indicate
the neural network layer structure that constitutes the model.
“Input” indicates the input layer, and “Output” indicates the
output layer. Each layer between the input layer and the
output layer is a hidden layer. In the hidden layer shown here,
values propagate from the input layer side to the output layer
side. “Kernel Size” shows the shape of the kernel for each
convolutional layer, and “Output Shape” shows the shape of
the output data for each layer.

B. Evaluation of tactile information generation model
Using the constructed model, data generation, and repro-

ducibility verification experiment of the generated data was
performed. The wired accelerometer collected the accelera-
tion data to record higher frequency data (1 kHz) during
the stroking movement on each texture instead of using the
wireless microcontroller. For training data, we used triaxial
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TABLE III. Proposed GAN structure. The left shows the configuration of
“Generator” and the right shows the configuration of “Discriminator”.

Generator Kernel Size Output Shape

Input : Uniform(-1,1)+C (n， 100+C)
Dense (100+C， 49152) (n， 49152)
Reshape (n， 3, 16, 1024)
LeakyReLU (α = 0.2) (n， 3, 16, 1024)
Trans Conv2D (Stride = (1, 4)) (1, 25, 512, 1024) (n， 3, 64, 512)
LeakyReLU (α = 0.2) (n， 3, 64, 512)
Trans Conv2D (Stride = (1, 4)) (1, 25, 256, 512) (n， 3, 256, 256)
LeakyReLU (α = 0.2) (n， 3, 256, 256)
Trans Conv2D (Stride = (1, 4)) (1, 25, 128, 256) (n， 3, 1024, 128)
LeakyReLU (α = 0.2) (n， 3, 1024, 128)
Trans Conv2D (Stride = (1, 4)) (1, 25, 64, 128) (n， 3, 4096, 64)
LeakyReLU (α = 0.2) (n， 3, 4096, 64)
Trans Conv2D (Stride = (1, 4)) (1, 25, 1, 64) (n， 3, 16384, 1)
Output : Tanh (n， 3, 16384, 1)

Discriminator Kernel Size Output Shape

Input : Training data or Generated data (n， 3, 16384, 1+C)
Conv2D (Stride = (1, 4)) (1, 25, 1+C， 64) (n， 64, 4096, 64)
LeakyReLU (α = 0.2) (n， 64, 4096, 64)
Phase Shuffle (n， 64, 4096, 64)
Conv2D (Stride = (1, 4)) (1, 25, 64, 128) (n， 64, 1024, 128)
LeakyReLU (α = 0.2) (n， 64, 1024, 128)
Phase Shuffle (n， 64, 1024, 128)
Conv2D (Stride = (1, 4)) (1, 25, 128, 256) (n， 64, 256, 256)
Phase Shuffle (n， 64, 256, 256)
LeakyReLU (α = 0.2) (n， 64, 256, 256)
Conv2D (Stride = (1, 4)) (1, 25, 256, 512) (n， 64, 64, 512)
LeakyReLU (α = 0.2) (n， 64, 64, 512)
Phase Shuffle (n， 64, 64, 512)
Conv2D (Stride = (1, 4)) (1, 25, 512, 1024) (n， 3, 16, 1024)
LeakyReLU (α = 0.2) (n， 3, 16, 1024)
Reshape (n， 49152)
Output : Dense (49152, 1) (n， 1)

acceleration data. An experimenter attached the acceleration
sensor to his finger and rubbed the texture in one direction. For
recording texture information, we used nine types of textures to
collect the data. The texture used for the collection is shown in
Figure 5. “Artificial Grass” is the texture of artificial grass with
many protrusions, and “Cloth” is the texture of smooth cloth.
“Carpet” is the texture of a hard carpet, and “Cork Sheet”
is a plate-shaped cork. “Punched Plastic Sheet” is a texture
with a lot of punch holes on a smooth board, and “Tile”
is a texture of tiles arranged regularly. “Luncheon Mat 01”,
“Luncheon Mat 02”, and “Luncheon Mat 03” are luncheon
mats with different surface materials. The overview of the data
acquisition is shown in Figure 6.

The hyperparameters used for learning are shown in Ta-
ble IV. In case the length of the collected data was less than
16,384 points during learning, data was created by repeating
each collected data 10 times, and 16,384 points were randomly
extracted from the data around 40,000 points and learned. The
learning amount was 40 epochs. The generated data is 16,384
points of 3-axis time series data.

TABLE IV. The hyperparameters in our model.

Name Value

Batch size 64
Phase Shuffle 2

Loss WGAN-GP
WGAN-GP λ 10

Generator updates per discriminator 2
Optimizer Adam

(α = 1 × 10−4, β1 = 0.5, β2 = 0.9)

Artificial
Grass

Cloth Carpet Cork
Sheet

Punched
Plastic
Sheet

Tile Place
Mat 01

Place
Mat 02

Place
Mat 03

Figure 5. Textures used in the experiment.

Figure 6. Overview of data acquisition.

The created model can generate nine classes of texture
data. To evaluate the reproducibility of the generated data,
we took the spectrogram of the generated data and visualized
the data. Short-time Fourier transform (STFT) was performed
on the generated data and the training data for spectrogram
conversion. At this time, a Hamming window (N=256) was
used, and the hop size was set to 128. The spectrogram values
are normalized from 0 to 1.

An example of the spectrogram of the data generation
result is shown in Figure 7. The settings for the spectrogram
generation are shown in Table IV. By comparing the spec-
trograms, you can see the similarity between them. It was
difficult to distinguish between training data and generated
data for the three textures given in the example. Thus, the
data generation that captures the characteristics of the training
data was successful. Figures 8 and 9 show the spectrograms
of generated data, including the other 6 classes.

IV. TACTILE DISPLAY EXPERIMENT USING GENERATED
DATA

In this section, we describe a tactile presentation experiment
using generated data. To evaluate the data generated by our
model in more detail, we conducted an experiment to present
a tactile sensation to the user using the generated data. In this
experiment, data were generated using the WaveGAN-based
model described in the previous section. The nine classes of
collected data described in the previous section were used as
training data for generating the data.

In this experiment, two items are investigated. One is to
distinguish between tactile presentation using training data and
generated ones. If the participant cannot distinguish the two
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Figure 7. Spectrograms for each labeled class of collected data: Left shows
learning data and right shows generated data.

Figure 8. Spectrogram of generated data based on collected data (1). The
texture here is the same as the textures shown in Figure 5

Figure 9. Spectrogram of generated data based on collected data (2). The
texture here is the same as the textures shown in Figure 5

data, it indicated that valid data has been generated. The other
is a comparison of reality between them. After stroking the
actual texture and virtual texture of the two data, we ask the
participants to evaluate the reality of the tactile presentation
of each data. If the effective data is generated, the evaluation
values between the training data and the generated one will
show similar values. Based on the results of the experiment,
we evaluate whether the model can generate effective data
generation or not. For the specific procedure of the evaluation
experiment, we decided to use the method of Ujitoko et al. [5].
The tablet-mounted vibrotactile display developed by Saga et
al. [8] was used for this tactile presentation.

The participants were ten university students (8 males, 2
females, all in their 20s) in the experiment. The Ethics Review
Committee has approved this experiment of the University
of Tsukuba (Review approval number, 2019R299). At the
beginning of the experiment, the participants filled out a
consent form.

A. Experiment procedure
Tactile stimulation is presented in the two rectangle areas,

A and B, on the tactile display, and the participant is asked
to stroke the tactile display along the area. A moving target
was displayed on the touchscreen and showed a 500 mm/s
of stroking movement during the experiment. The participants
were asked to adjust their stroking movement to follow the
target. Either tactile sensation derived from training data or the
generated data is presented in A or B. We ask the participants
to answer which stimulation is the tactile presentation derived
from the generated data. Figure 10 shows an overview of the
experiment. Figure 11 shows the displaying interface in this
experiment.

Figure 10. Overview of tactile presentation experiment.

The area the generated data is displayed in was randomly
determined for each trial. After the experiment is completed, an
evaluation is performed based on the value of a 100 mm long
Visual Analog Scale (VAS) [18]. Using the VAS, we collect
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Figure 11. Tactile display during the experiment.

the evaluated answer of each stimulus from the participants.
Ten trials were performed for each texture, using these two
surveys as one trial. A questionnaire survey was conducted
to obtain the participants’ opinions about the experiment after
completing all trials. It took about one hour to complete the
experiment.

B. Results and discussion
In the following, we describe the experimental results.

Figure 12 shows the correct answer rate of the experiment that
distinguishes the tactile presentation of the generated data from
the training one. These values are the average of the results
of all participants. If the result of the correct answer rate is
close to 50%, it shows that the participants cannot distinguish
between the generated data and the training data. That is, it
shows the realization of effective data generation that reflects
the characteristics of the training data.

As you can see in Figure 12, the value of any texture is
almost 50%. Therefore, the participants could not distinguish
between the presentations in the training and the generated
data. In the post-experimental questionnaire, almost all par-
ticpants answered that they could not distinguish between the
presentation by the training data and the generated data. From
these results, we confirmed the possibility that our proposed
model can generate data close to the actual acceleration data.
From the detailed result of each texture, most participants
showed a correct answer rate of 40% to 60%. Especially for
the results of the “Carpet” texture, 7 out of 10 people showed
a correct answer rate of 50%. This result indicates that our
model may be especially useful for data generation based on
rough texture data such as “Carpet” .

Next, Figure 13 shows the results for the presentation’s
reality values by the generated data and the training data. These
values are the average of the results of all participants. The
closeness of the evaluation results between reality values of
the generated data and the training data shows effective data
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Figure 12. Correct answer rate of distinguishing task between generated data
and training data for each texture.

generation achievement. Figure 13 shows that the presenta-
tion’s reality values by the generated data and the training data
are almost the same for all textures. To verify whether there
is a significant difference between the results of the generated
data and the training data, Student’s t-test was performed on
the pair of data for each texture, and no significant difference
was found for all textures (p > 0.05). From this result, by
generated data, we succeeded in presenting tactile sensation
with the same degree of realism as that by training data. In
the previous study of Ujitoko et al. [5], they found a significant
difference in some textures. Thus, our method had generated
higher quality data than the previous study.

Looking at Figure 13, we obtained values between 50% and
60% for textures other than “Cloth” and “Tile”. According to
an experiment conducted by Saga et al. [8], the reality values
were between 50% and 70% by using the recorded vibration.

Our results agreed with the results of Saga et al. [8],
and we found that the generated data could reproduce the
performance of the recorded data sufficiently. Here we consider
two textures with low reality values. The display we used this
time effectively reproduces a rough tactile sensation because
it presents vibration to the fingertips but is not suitable for
reproducing a smooth tactile sensation like “Cloth”. Since
“Cloth” has the texture of cloth, the tactile display used this
time had difficulty in presenting it. In the future, it is necessary
to investigate using a tactile display that excels in smooth
tactile sensation.

Regarding the “Tile” results, because the change in accel-
eration was small, the participants felt little vibration. The
reason for the slight difference in acceleration is the shallow
unevenness of the Tile. Although the reality value was low in
the result of “Tile” this time, we considered improving this
value by using more precise tactile displays. Since there was
almost no difference in reality between the generated data and
the training data, and data close to the training data can be
generated for “Tile” (Figure 7), we confirmed that the data
generation was successful.

121

International Journal on Advances in Networks and Services, vol 13 no 3 & 4, year 2020, http://www.iariajournals.org/networks_and_services/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



0

10

20

30

40

50

60

70

80

90

100

Artificiai
Grass

Cloth Carpet CorkSheet Punched
Plastic
Sheet

Tile Place Mat
01

Place Mat
02

Place Mat
03

Ev
al

ua
tio

n 
va

lu
e 

(m
m

)

Training data Generated data

Figure 13. Reality evaluation value for each texture in tactile presentation
experiment. The blue graph results from the tactile presentation using the

training data, and the orange graph results from the tactile presentation using
the generated data.

V. DATA GENERATION BY MERGING TWO CLASSES

This section confirm the data generation ability of an
unknown class by the created 9-class generation model. The
unrecorded data was generated by merging two classes and
specifying two input labels instead of specifying one class for
the created model. Figure 14 shows the schematic diagram of
the label synthesis of tactile information. We will look at the
result of merging the classes of “TIle” and “Place Mat 03” and
specifying them. When “Tile” is specified in the generation
model, the elements of “Tile” are specified as 1 in the input
vector. For an unrecorded class generation, we set the element
of “Tile” between 0.0 and 1.0, and“ Place Mat 03” to 1.
Figure 15 shows the spectrogram of each generated data. The
spectrograms of “Tile” and “Place Mat 03” are shown on the
left side of Figure 15, and the spectrogram of generated data
with a merged element is shown on the right. It can be seen
that as the element is increased from 0.0 to 1.0, the features
are highly mixed, especially on the X-axis. In other words, it
can be seen that unknown data can be generated by changing
the input elements.

One hot label

Our GAN 
model

Generated data

・
・
・

[1, 0, …, 0]
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Input label 
and noise 
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Figure 14. The schematic diagram of the label synthesis of tactile
information

In addition, to investigate whether the difference of the
texture used for data generation affects the result, we generated

0.25

Value of 
Tile label

(Place Mat 03
label was one)

Place
Mat 03

Tile 0.5

0.75

1.0

X-axis Y-axis Z-axis
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Result of data generation with a merged label

Result of data generation with a single label

Figure 15. Spectrogram of each generated data. Left shows single class,
right shows mixed class spectrograms.

the 3-axis acceleration data obtained from the nine classes of
texture shown in Figure 5. This time the scale of the input
vector is fixed to 1.0. Thus the element of “Tile” was set in
the range between 0.0 to 1.0, and the other element was set in
the range between 1.0 to 0.0. The following Figures 16, 17, 18
show the results. Figure 16 shows the results for combinations
of “Tile” and “ArtGrass”, “Tile” and “Cloth”, and “Tile” and
“Carpet”. Figure 17 shows the results for “Tile” and “Cork”,
“Tile” and “Punched Plastic Sheet”, and “Tile” and “Place Mat
01”. Figure 18 shows the results for “Tile” and “Place Mat
02”, and “Tile” and “Place Mat 03”.

Figure 16. The generated data’s spectrograms combined the “Tile” label and
the label of another texture (1). This figure shows the results for

combinations of “Tile” and “ArtGrass”, “Tile” and “Cloth”, “Tile” and
“Carpet”.

In Figures 16, 17, and 18, the upper number shows the
element value of Tile, and the number below is the element
value of the other texture. From the results, it can be seen
that the data that strongly reflects the feature of the texture
with the higher label value is generated in any combination.
Similar to the result in Figure 15, this tendency is remarkable,

122

International Journal on Advances in Networks and Services, vol 13 no 3 & 4, year 2020, http://www.iariajournals.org/networks_and_services/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Figure 17. The generated data’s spectrograms combined the “Tile” label and
the label of another texture (2). This figure shows the results for

combinations of “Tile” and “Cork”, “Tile” and “Punched Plastic Sheet”,
“Tile” and “Place Mat 01”.

Figure 18. The generated data’s spectrograms combined the “Tile” label and
the label of another texture (3). This figure shows the results for

combinations of “Tile” and “Place Mat 02”, “Tile” and “Place Mat 03”.

especially on the X-axis. From the result, we found that data
synthesis is possible even when the texture is other than Place
Mat 03. When the two textures’ label values are the same,
the “Tile” texture characteristics are often strongly represented
in the generated data. The “Tile” texture feature is that the
strong and weak regions of the spectrum are finely repeated,
but this feature appears in the generated data even when the
“Tile” label’s value is small. The “Tile” feature appears in the
generated data from the case where the “Tile” label element
is over 0.4 in all the results except the “Cloth” and “Carpet”
results in Figure 16. From this, we found a feature that easily
influences the generated data when the labels are combined.

From the result of the generation experiment described in
this section, we found that new data was generated with mixed
features of two textures by manipulating the label input to
the GAN model. We also found that changing the rate of
each element can control the interpolated characteristics of
each texture. By applying the method, it will be possible to
design and generate unrecorded information. For example, by
inputting the numerical value of the speed or the pressure, the
model can generate the data accordingly. In the future, we plan
to conduct a detailed investigation of how the product will be
affected when data is generated with variable numerical labels.
Based on the results, we will consider constructing a new GAN
model that assumes variable numerical labels.

VI. CONCLUSION AND FUTURE WORK

This paper proposed a solution for collecting and generating
haptic information without complicated devices [1]. In this
approach, we collect, classify, and generate only acceleration
as tactile information. By using only acceleration data, we
collect the information easier than in conventional research.
Furthermore, employing machine learning-based classification
and generation methods, we propose a consistent handling
approach of the information for tactile displays. By using
the ZigBee-based microcomputers and implementing a CNN-
based classification method of haptic information, we suc-
ceeded in classifying 30 types of data with an accuracy of
about 88.9%.

Furthermore, we developed a method to generate unrecorded
data under conditions differing from those at the initial record-
ing time. We constructed a data generation model using a
GAN. The model makes simple calculations and generates
unknown data from recorded acceleration data obtained by
stroking real objects. The model can generate three-axis, time-
series data. To evaluate the quality of the data generated, we
devised a string-based tactile display and presented generated
vibrotactile information to users. Users reported that the gen-
erated data were indistinguishable from real data.

Moreover, using GAN, which is based on the method of
voice generation, as the method of generating tactile informa-
tion, we realized effective data generation with a simpler ma-
chine learning configuration than previous studies. By creating
a vibration data generation model using GAN and generating
3-axis data, we succeeded in generating information close
to the actual acceleration sensor’s information. To evaluate
the quality of the generated data, we devised a string-based
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tactile display and presented generated vibrotactile information
to participants. The participants reported that the generated
data were indistinguishable from real data. Besides mixing
and generating data of two or more classes, we generated
unrecorded data with mixed features of the original classes.

In the future, we aim to construct a system that enables a lot
of tactile information processing by making these collection,
classification, and generative models more versatile.
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