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Abstract—Delay-Tolerant Networking (DTN) enables the for-
warding of data bundles over space networks that experience
extended link disruptions and path disconnections. Routing in
such environments is challenging yet crucial for efficient end-
to-end data delivery. Contact Graph Routing (CGR) is the
standard routing method adopted for space DTNs. This study
enhances CGR by exploring the potential inclusion of a Cognitive
Element (CE) that leverages a data-driven approach. The CE
is anticipated to use machine learning to estimate average
single-hop bundle delivery times based on selected inputs. These
estimates then replace the propagation delay that is used as the
sole decision metric in CGR’s shortest-path algorithm, improving
the accuracy of the average one-hop delivery time predictions by
allowing consideration of significant factors such as Convergence
Layer Adapter (CLA) behavior, configuration parameters, packet
drop probabilities, and unreliable contacts. The result is enhanced
routing performance. The paper evaluates the CE extension
in a simulated Earth-Moon network, assuming implementation
independence and examining the effects of contact plan size
(defined as a look-ahead window) and potential performance
degradation from reduced prediction accuracy due to partial data
or model limitations. Insights into the practical benefits of this
approach are provided with a focus on realistic contact features
and unreliable links.

Keywords-delay-tolerant networking; routing; reliability; perfor-
mance evaluation; cognitive networking.

I. INTRODUCTION

This paper extends the exploration of the integration of a

Cognitive Element (CE) into Contact Graph Routing (CGR) to

enhance the routing performance [1] of space Delay-Tolerant

Networks (DTNs). A DTN provides crucial services in facil-

itating the communication among spacecraft, rovers, orbiters,

landers, and ground stations in space exploration missions

that often times involve significant signal propagation delays

because of the long-distance of the communication links and

periods of signal disruption due to celestial bodies obstructing

line-of-sight communication paths and other factors. DTN

plays a key role in LunaNet, NASA’s proposed lunar com-

munications and navigation network [2], [3] for the Artemis

program, which demands systems capable of efficiently man-

aging the unique challenges of space networking. LunaNet

will provide transparent networking services that establish end-

to-end data paths through a disconnected and time-varying

topology. Routing is a key component of space DTNs that

This work was supported by grant #80NSSC22K0259 from the National
Aeronautics and Space Administration (NASA).

determines the store-carry-and-forward communication path

for data bundles. The pre-planned nature of these networks

simplifies the routing task, as contact opportunities can be

anticipated from the expected positions of nodes as derived

from orbital calculations. These calculations not only identify

link obstructions but also provide the information required for

a link budget analysis. CGR leverages the available future

contact information to compute the optimal next-hop for

bundles achieving minimum latency to the destination.

However, it is relevant to point out that, despite the deter-

ministic assumption of contacts in scheduled DTNs, variations

can still arise due to a multitude of factors. For instance,

cloud coverage can bring large signal attenuation at high

radio frequencies and in free-space optical links that can

disrupt expected contacts between an orbiter and a ground

node. Node malfunction and antenna misalignment issues may

also occur randomly preventing contact realizations. Moreover,

operational priorities may dynamically change resulting in the

re-assignment of expected contacts to a different application.

These observations are aligned with the evolution of Op-

portunistic Contact Graph Routing (OCGR), which explores

the potential utilization of non-scheduled contacts associated

with a calculated confidence level. OCGR introduces a shift in

the path search methodology of CGR, allowing the discovery

of the k-shortest paths and the assessment of path reliability.

Extending this concept further, it can be assumed that all

contacts in a DTN have an opportunistic nature, including

scheduled contacts, as they may randomly fail as discussed.

Therefore, at least the path searching part of OCGR can

be widely applicable to optimize unreliable DTN scenarios,

provided each contact can be associated with a confidence

level.

One limitation of CGR and OCGR is that the time pro-

gression step of each bundle forwarding within the path

search algorithm assumes ideal transmission conditions that

are determined solely by the link propagation delay or one-way

light time. Buffering information is considered unavailable

beyond the links leading to neighboring nodes, therefore

not fully accounting for transmission and queuing delays.

Additionally, protocol dynamics, including the convergence-

layer adapter (CLA), particularly concerning the handling of

packet losses through retransmissions, are overlooked. These

factors contribute to differences between the calculated times

within the CGR path search algorithm and the actual bundle
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forwarding performance, which may impact routing optimally

specially with network congestion.

Building on the initial exploration of performance gains

from integrating a CE into CGR [1], this study extends

the evaluation by incorporating additional options. The core

concept remains that the CE can generate more accurate

estimates of average one-hop bundle delivery times, helping

CGR’s shortest-time algorithm to identify optimal paths by

factoring in predicted network performance metrics. The main

contributions of this work include:

1) The concept of using a CE to forecast average single-

hop bundle delivery times, which is utilized in the time

progression step of CGR, is further developed. The core

idea is to introduce a data-driven approach that aids in

identifying the best paths by considering factors such as

specific CLA behavior, configuration parameters, packet

drops, and unreliable contacts. The CE could be trained

either offline using an analytical model or historical

data, or online with real-time measurements to achieve

accurate predictions. This approach eliminates the need

for modifications to the CGR algorithm to handle un-

certain contacts and random factors, thereby removing

the requirement for searching for the k-shortest paths

as done in OCGR. Additionally, this study eliminates

the constraint that bundle arrivals must coincide within

a contact duration by noting the average nature of the

delivery time estimations. Network congestion metrics

are also used to filter the contact plan before computing

the path search.

2) This study evaluates the impact of the contact plan size

on routing optimality in CGR and the CE extension.

Since CGR relies on building a graph where nodes

represent future available contacts, a shorter contact plan

can speed up path computation and improve efficiency.

However, this also risks insufficient network connec-

tivity for path computation. The study assesses how

the size of the contact plan, defined as the look-ahead

time window, affects CGR routing performance and the

performance of the CE extension.

3) An evaluation of the performance impact of the limita-

tions of the CE in producing accurate average bundle

time estimations. The CE provides a function that maps

the known network state to forecast the time required for

a bundle to reach the next hop. The limitations of the

method are therefore related to the accuracy of the net-

work state knowledge, particularly because the required

information may not necessarily be available at the

nodes. This study provides an implementation-agnostic

assessment of the performance advantages and limita-

tions of the CE, identifying the performance bounds

of the method across three variations regarding the

severity of assumptions involving the network state. In

the first scenario, only local state information, normally

assumed available in the standard CGR, is assumed. The

second and third scenarios require global knowledge,

i.e., information external to the node, with differences

in how they predict transmission hop times. The eval-

uation is conducted within the context of an Earth-

Moon network [2], employing approximately realistic

values for contact features and considering unreliable

contacts. The evaluation provides insight into the impact

of imperfect CE model predictions on end-to-end bundle

routing performance.

The remainder of the paper is structured as follows: Section

II reviews related works relevant to this study. Section III

provides a detailed explanation of the Cognitive Element

(CE) method. Section IV describes the evaluation scenario

and simulation assumptions. Section V presents the results

demonstrating the CE’s effectiveness in optimizing bundle

flow across an Earth-Moon network. Lastly, Section VI offers

concluding remarks.

II. RELATED WORKS

The reliability of DTN protocols remains a dynamic area of

research with application to many ambitious missions [2], [4].

A feature that characterizes space DTNs is the use of sched-

uled contacts, commonly used jointly with the Bundle Protocol

(BP) [5], [6] and Contact Graph Routing (CGR) [7], [8],

which begins by constructing a graph, where vertices denote

active contacts and links represent logical transitions between

contacts—where one contact’s endpoint aligns with the next

contact’s starting point, feasible within a defined time frame.

While this process incorporates factors, such as transmission

time, propagation delay, and network disruptions, buffering

delays are typically overlooked due to the distributed nature

of the algorithm, as this information is normally inaccessible.

CGR is commonly implemented by adapting Dijkstra or Yen’s

algorithms, with the latter method raising scalability concerns

[9].

The performance of CGR in scenarios involving unreliable

links has been explored in various contexts, including satellite

constellations [10] and random networks [11]. Reliability has

been mainly addressed by BP custody [12] and CLA design

via retransmissions, e.g., the Licklider Transmission Protocol

(LTP). For experimental results, see for example [13]–[15].

These studies have shed light on CGR’s vulnerabilities con-

cerning contact failure rates and random losses. An extension

known as Opportunistic CGR (OCGR) [16] investigates the

potential integration of nonscheduled contacts—either discov-

ered or predicted—into CGR’s standard path search algorithm,

assigning them a confidence level. OCGR maintains a record

of the contact history of nonscheduled contacts to predict

future contacts, alongside their associated properties and confi-

dence levels, calculated based on available contact history [16].

Discovered contacts are assigned a unit confidence [17] and the

resulting route is assigned a delivery confidence derived from

the product of the confidence levels of the contacts involved. In

recent iterations, the implementation of OCGR [18] evaluates

path candidates based on their arrival confidence, considering

a predefined margin from the highest confidence level.
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Additional related methods to this work include CGR exten-

sions to support multigraphs [19], better handling of capacity

constraints [20], [21], a variety of networks (and Roaming

DTN (RDTN) [22] that integrates roaming nodes with unpre-

dictable motion, Best Routing Under Failures (BRUF) [23],

where the routing process is conceptualized as a Markov

Decision Process, with certain state transitions becoming

probabilistic due to the limited reliability of specific contacts

and Routing under Uncertain Contact Plans (RUCoP) [24],

[25] that introduces a multiple-copy Markov Decision Process.

Also related, is the Cognitive Space Gateway (CSG) [26]

where routing decisions are delegated to a Spiking Neural

Network which is continually trained after the bundle trans-

missions using a reinforcement learning approach.

This paper presents an alternative approach to enhance

CGR performance, a method known for its computational

efficiency and practicality, but limited in handling random

factors impacting single-hop bundle transmissions, such as

packet losses and contact failures. Unlike previous approaches,

this method modifies the conventional one-hop bundle time

calculations. Specifically, it introduces the idea of using a cog-

nitive element designed to accurately predict average bundle

transmission times. While the implementation of this cognitive

element is expected to utilize a neural network or similar

structure, this study evaluates its limitations without specifying

a particular technology. Instead, it offers widely applicable

findings focused on determining performance bounds based

on assumptions regarding available network state information

used as inputs to the CE.

III. COGNITIVE EXTENSION AND CGR

CGR defines a decentralized approach in which each node

calculates the path to the destination node, but using only next-

hop information to forward bundles. This method requires

access to the contact plan for all future contacts, which is

distributed to the DTN nodes in advance.

A. Standard Mechanisms

A contact plan consists of a sequence of entries of the

following form: (Ii,Fi, Ti,Si, Ei,Ri,Oi, ri) and that includes

a contact identifier Ii, the sending Fi and receiving node Ti
identifiers, the start Si and end Ei times, the transmission

rate Ri and the propagation delay or one-way light time Oi

that depends on the distance between the nodes. The term ri,

0 ≤ ri ≤ 1, is the contact confidence as used by O-CGR [16].

To determine routes for each desired destination, CGR

builds a contact graph G = (V,E) using each contact entry

of the plan as a vertex minus the entries containing excluded

nodes (e.g., known failed nodes). A contact graph is a directed

acyclic graph where an edge exists when two contacts are

logically connected, which happens when the destination node

of the first contact matches the sending node of the second

contact and the latter expires after the first. The target contact

of an edge is called the proximate of the first contact. The

contact graph is considered directed as transmissions in the

reverse direction of a given contact may not be possible or may

occur with different transmission parameters, e.g., different

transmission rate, due to transceiver limitations. A start time

of the proximate that is later than the current time while using

a contact brings forced data buffering due to the corresponding

link disruption.

CGR derives the path to the destination node by calculating

the shortest path on the contact graph between two auxiliary

vertices that are attached to represent the root and terminal

contacts. The root is the node executing CGR. These auxiliary

contacts involve a zero-cost to the relevant proximates. Starting

from the root, a graph traversal iteratively tracks the bundle

transmission progress in the network by estimating its arrival

time as it is forwarded over contacts. That is, if ti represents

the bundle arrival time calculated at vertex i of the contact

graph, the algorithm evaluates the proximate vertices j and

greedily chooses the one offering the smallest tj . Specifically,

the evaluation of the proximate vertex j, yields the following

arrival time.

tj =

{

ti +Oj Si ≤ ti
Sj +Oj Si > ti

(1)

The calculation does not include transmission times, but

that metric is utilized to determine the remaining data volume

for transmissions. This additional step enables consideration

of whether given contacts are likely to be already fully

booked. However, this assessment is restricted to contacts

leading to neighboring nodes, as information beyond that

scope is unavailable. The output of the algorithm is the path

P = v0, v1, . . . , vk, where vi ∈ V is a contact and v0, vk
are the auxiliary contact entries for the source and sink nodes

respectively. If tk is the estimated time to deliver the bundle

to the end contact based on (1) for each step, the objective of

the algorithm is to minimize tk among all possible paths from

v0 to vk in G.

B. Cognitive Element

The central idea of this paper is to enhance the route selec-

tion quality in CGR by refining the accuracy of the single-step

bundle forwarding time calculation. This involves substituting

the computation outlined in (1) with the output of a cognitive

element (CE) designed to accurately predict the average time

needed to deliver a bundle to the next hop, accounting for

the segmentation, transmission and retransmission times of the

convergence-layer adapter, buffering delays, and the reliability

of contacts, among other factors:

tj =

{

ti + yj Si ≤ ti
Sj + yj Si > ti

(2)

where yj = fθ(x) represents the output of a function fθ given

the specified system state x and the model parameters θ.

A second observation concerns the interpretation of tj ,

which now represents the average time to reach the next hop,

rather than the precise definition in CGR. This change is

required to properly take into account probabilistic factors,

such as transmission errors and contact failures. The idea is

that these probabilistic factors will affect the one-hop bundle
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delivery time along the path adding uncertainty into the calcu-

lation of the final delivery time. With this reinterpretation of tj ,

the shortest path algorithm of CGR requires no modification.

It continues to identify the route with the smallest average

time of arrival tk (instead of precise time), but now able to

accommodate random factors affecting the paths.

In this study, we keep the concept of introducing a CE

to CGR separated from its implementation on purpose, rec-

ognizing that diverse techniques may be used to define this

element. Possible mechanisms encompass a range of neu-

ral network architectures, including multi-layer feedforward,

convolutional, generative adversarial, recurrent (such as Long

Short-Term Memory Networks), autoencoders, graph neural

networks, and more. These mechanisms can be implemented

using either continuous activation or spiking neurons. Given

the potential variations in prediction accuracy resulting among

different techniques, our focus is in assessing the performance

bounds attained with the introduction of the CE concept and

understanding the performance implications of using imperfect

inputs for fθ(x).

In particular, we focus on studying three variations for

fθ(x). The first case, which is labeled CE-1, considers fθ(x)
providing the average one-hop bundle time that aggregates the

propagation delay, and additional buffering time required with

imperfect contact reliability. The second case, CE-2, improves

CE-1 estimation by also aggregating the estimated bundle

transmission time. The last case, CE-3, includes in addition

to the elements of CE-2 the expected buffering time.

We note that CE-1 and CE-3 use the same expressions as

in [1]. However, unlike the previous work, we remove the

constraint in the path search algorithm that requires bundle

transmissions to be completed within a contact duration. In

this study, we consider transmissions as simple approximations

of the average time required to deliver a bundle with relia-

bility constraints. We note that this change tends to improve

throughput as observed in the evaluation scenario.

Regarding the training of the models, CE-1 and CE-2 are

comparatively the easiest to train since they require only local

state information, which is available in the standard contact

plan, i.e., transmission rate, propagation delay, and confidence

level. The latter parameter can be understood as an estimate

of contact reliability. CE-3, however, requires predicting the

global state, as buffer occupancy levels dynamically change.

CE-2 and CE-3 could be further improved if the channel bit-

error-rate value could be estimated as this value determines

the extended times required for retransmissions. To maintain

the study’s focus on evaluating the effectiveness of the CE

concept rather than discussing specific approaches, we omit

further details of the training phase for these models.

C. Model Approximation

CE-based predictions address the effect of contact reliability

and are calculated using the following models [27], which

provides the average time required to deliver a packet over

contact j:

CE-1:

yj = Oj +
1− r

r
C (3)

CE-2:

yj =
L

Rj

+Oj +
1− rj

rj
C (4)

CE-3:

yj =
L+B

Rj

+Oj +
1− rj

rj
C (5)

where L is the average bundle size, Rj the link rate, Pj the

propagation delay, C the average time between contacts, B

the buffer occupancy and rj the contact’s reliability. Note that

the subscript j emphasizes that the parameters is per-contact

and that both B and C refer to values associated with the

next-hop node of proximate j. The value yj is then used to

advance time in the iteration of the shortest path calculation as

used in 2. Assuming that the contact plan includes rj as done

with O-CGR, all of the inputs can be directly extracted from

the contact plan except for L. However, L can be iteratively

estimated from bundle arrivals through exponential averaging,

that is, each arriving bundle of size l allows updating L as

follows: L ← αl + (1 − α)L, where α, 0 ≤ α ≤ 1, is a

hyperparameter.

IV. EVALUATION SCENARIO

Consider a communication scenario where a node located

on the lunar surface regularly emits messages to a terrestrial

sink. This scenario corresponds to a typical space exploration

communication model, such as a rover collecting scientific

data that is then sent for analysis or a hub aggregating data

from various sources before transmitting it to Earth. The time

required to deliver the data, i.e., the response time, and the

risk of data loss provide sensible assessment of the benefits of

introducing the CE extension.

To implement the scenario two simulators were developed.

The first simulator generates the contact plan by estimating the

locations of nodes from orbital calculations that accounts for

both Earth’s and Moon’s rotation and translation, which helps

to determine transmission opportunities based on the line-of-

sight between nodes. The starting separation distance between

the nodes is used to define the one-way light time that appears

in the contact plan for each entry. The second simulator evalu-

ates routing performance by using the generated contact plan

and implementing an event-driven simulation of the bundle

transmission dynamics, including buffering and drops, while

considering potential contact failures that prolong buffering

times.

The traffic originates from a Lunar node positioned on

the southern far side of the Moon at -19.94, -200.07 in

the selenographic coordinate system. As such, the node is

not visible from Earth, but three orbital relays are available

to forward the data: LO1, LO2, and LO3. For simplicity,

Keplerian assumptions were used to model their orbits. The

orbits are characterized by inclinations of 10, 40, and -40

degrees, and Right Ascension of the Ascending Node (RAAN)

values of 4.462, 90, and 40 respectively. It is relevant to note
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Figure 2. Flow performance metrics in a network with reliable contacts.

fixed at 2 Mbps, while all wireless transmissions were set to

100 Kbps. In all cases, the links are assumed to have negligible

bit error rates (BER). It is also assumed that all contacts are

reliable, possibly except for the ones between the orbiters and

ground stations, due to the long distances involved. To this end,

we evaluate three scenarios: (1) where none of the downlinks

are affected, (2) where all downlinks from the three lunar

orbiters are affected with reliability factors of 0.95, 0.85, and

0.5, and (3) where the downlinks from a single lunar orbiter

have a limited reliability of 0.5 while the others remain fully

reliable. While these values have been chosen arbitrarily, they

are intended to illustrate a good range of possible scenarios

that could occur in a real system.

In this context, the CGR agent running in the lunar node

decides which orbiter will handle the bundle forwarding to

Earth. The selected orbiter then determines which terrestrial

station will receive the bundle before forwarding it to the sink.

Also, the bundles are not associated with a finite deadline and

the node buffers are assumed to be large enough to ignore

the impact of buffer overflows, so bundles that miss any given

contact simply continue waiting in the buffer for future service.

However, bundle drops are still possible under certain con-

ditions. For computational efficiency, the length of the contact

plan used by the CGR for route determination is limited to a

pre-selected look-ahead window. That is, the contact plan is

filtered to contain unexpired contacts whose starting time is

not later than the current time plus the look-ahead window.

If it is not possible to determine a path for the bundle using

the information in the contact plan–for example, if all contacts

are expected to be busy–the bundle is considered lost for the

purposes of this study. This is measured by the “routing miss“

metric. With the use of varied reliability factors and look-ahead

window sizes, it is possible to identify the level of impact

and assess the robustness of the routing scheme under various

conditions.

V. RESULTS AND DISCUSSION

The routing performance is evaluated through observations

of the response time, bundle loss ratio, and throughput of

a test flow, and studied under simulation conditions where

buffer capacities are uncapped, bit error rates (BER) are

negligible, and no deadlines are imposed on bundle delivery

times. Throughout is calculated as the product of the offered

load and the delivery ratio (one minus the bundle loss ratio),

both of which can be directly measured in the simulator. In

the tests, bundles are generated at a constant rate of one

every 100 seconds, while the bundle size is varied as an

experimental parameter to adjust the offered load of the flow.

The results reported in the next sections show in all cases

the 95% confidence interval of the acquired samples for each

experimental factor.

A. Reliable Contacts

It is initially assumed that all contacts are reliable. Figure 2

(a) shows the average bundle response time that was observed

with such conditions as a function of traffic load. The response

time metric includes both transmission and buffering times,

with the latter determined by the time required for bundles to

reach the head of the transmission buffers. Buffering time is

influenced by factors such as traffic load, transmission rates,

and the waiting time for contacts along the selected path.

The response time of a bundle is measured as the difference

between its arrival time at the sink and its generation time by

the simulator.

It can be observed that the average time required to transmit

small files is around one hour or less. This duration is primarily

determined by the waiting times for the next contact opportu-

nities, as transmission times are short and, under light traffic

conditions, buffers tend to remain empty. With increasing

file sizes, there is a corresponding rise in both storage and

transmission demands, leading to an increase in the average

response time. The results provided by CGR and CE-1 are

identical given the reliable contacts assumption. Also A-CGR,

which will be discussed in the next section, yields identical

results. CE-2 and CE-3 produced about the same response

times in this scenario.

The simulations were run with a look-ahead time window

of 6 hours. It was observed that the standard CGR and CE-1

started to have difficulties in determining the path for bundles

with loads above 50 kB/s using the contacts contained within

that window duration. This was not the case with CE-2 and

CE-3 as can be observed in Figure 2 (b). Lower bundle losses
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(c) Case 1: Throughput.
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(d) Case 2: Mean response time.
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Figure 3. Flow metrics obtained in a network with unreliable contacts in the lunar orbiter to terrestrial station downlinks: (a), (b) and (c) with all downlinks
unreliable; (d), (e) and (f) downlinks from one lunar orbiter unreliable.

benefits throughput as shown in Figure 2 (c) and increase the

average response time as a result given that a large number of

bundles are kept in the network, which explains the larger

response time of CE-2 and CE-3 compared to the other

methods.

B. Unreliable Contacts

We consider two cases as representative of the broad spec-

trum of possibilities involving unreliable contacts affecting the

downlinks from the lunar orbiters to a terrestrial station. Case

1 assumes that the downlinks originated from each of the three

lunar orbiters are affected by reliability factors of 0.95, 0.85,

and 0.5. Case 2 assumes that all contacts are reliable except

for the downlinks from one lunar orbiter, which have a contact

reliability factor of 0.5. Figure 3 depicts the results.

In addition to CGR and the three cognitive extensions, we

introduce A-CGR as a basic routing method that attempts

to improve the route computation by enforcing the use of

contacts with a reliability factor that is above a predefined

threshold. This threshold was set to 0.9 in the experiments.

This basic logic makes A-CGR functionally related to O-CGR,

which evaluates the reliability of paths when making routing

decisions. Although not identical to O-CGR, A-CGR provides

reasonable baseline performance.

The charts on the left part of Figure 3, i.e., the ones labeled

(a), (c) and (d), correspond to Case 1. It can be observed

that A-CGR produced the lowest throughput given that the

action of removing contacts despite offering limited reliability,

also removes network capacity leading to a higher level of

bundle drops. The response time of A-CGR, CE-1 and the

standard CGR was observed to be very close. CE-2 and CE-

3 achieved the highest throughput of all methods as both

consider the impact of buffering delays when building the

contact graph, with CE-3 producing lower response times than

CE-2 by also considering buffering delays within the shortest

path calculation. The results for Case 2 in the right part of

Figure 3 follow a similar pattern although less penalized as

only one link was affected by unreliable contacts. Also, the

results with CE-2 and CE-3 were very close.

C. Impact of the Look-Ahead Window Size

The previous results were obtained with the look-ahead

window size set at 6 hours. The next set of results evaluates

the impact of selecting different look-ahead window sizes

on routing performance. Observations were collected for two

traffic load points: low at 30 kB/s and high at 70 kB/s. Based

on prior results, the response time difference at high load is

approximately twice as much as at low load, allowing us to

observe performance differences between these two cases.

Figure 4 presents the observations collected in a network

with reliable contacts. The figures in the left column show

the results for low load, while those in the right column

show results for high load. In each case, the flow metrics

are presented in terms of average response time, bundle loss

ratio, and bundle throughput. The results indicate that, for both

cases, CE-2 and CE-3 yield similar outcomes across the range

of look-ahead window sizes tested. However, CGR, CE-1, and

A-CGR showed sensitivity to the look-ahead window size. In a
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reliable network, these three methods produce identical results.

At low traffic load, the CGR, CE-1, and A-CGR methods

showed throughput improvement up to a look-ahead window

size of approximately five hours, though with higher mean

response times. At high traffic load, they follow a similar trend

but over a much larger span.

Figures 5 and 6 report the same metrics for both traffic

loads but with the tests running on a network with unreliable

contacts. As before, two cases were observed: the first with all

downlinks from the lunar orbiters affected by limited contact

reliability at 0.95, 0.85, and 0.5 per orbiter (Figure 5), and

another affecting a single orbiter at 0.5 (Figures 6). It can be

observed that the trend initially noted in the reliable network

continues in both scenarios with unreliable contacts. As the

look-ahead window increases, CGR, CE-1, and A-CGR show

larger mean response times, lower loss, and higher throughput.

Performance differences between these methods are evident,

with A-CGR tending to yield higher response times and lower

throughput than the other methods in the first scenario.
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Figure 4. Impact of the look ahead window size with reliable contacts for
traffic loads of 30 kB/s (left column) and 70 kB/s (right column)

D. Impact of Prediction Errors in the Reliability Factor

The exact mechanism to determine reliability factors is left

unspecified in this study, but it is interesting to observe how

errors in this estimation would affect the performance metrics
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Figure 5. Impact of the look ahead window size with with all downlinks
affected by unreliable contacts (0.95, 0.85, 0.5 per orbiter) for traffic loads

of 30 kB/s (left column) and 70 kB/s (right column)

of the traffic flow. To achieve control over the error level,

deviations where introduced to the model approximation yj
given by 3, 4, or 5, as follows:

y′j = max{ymin, yj ×N (1, σe)} (6)

where ymin is a selected lower bound (0.1 in the tests) and

N (1, σe) is a sample from a normal distribution with unit

mean and standard deviation σe. The value y′j is used in

place of yj when evaluating the effect of contact reliability

in expression 2.

Observations were collected for two reference traffic load

points at 30 kB/s and 70 kB/s as before for one of the

scenarios to illustrate the impact of the estimation error given

by parameter σe. Figure 7 shows the mean response time and

throughput as a function of factor σe in the network with

unreliable contacts. As before, assuming reliability factors of

0.95, 0.85, 0.5 for the downlinks originating from each lunar

orbiter. The top row containing figures (a), (b), (c) depicts the

resulting flow metrics for low traffic, whereas the bottom row

with figures (d), (e), (f) depicts the same metrics under high

traffic. For low traffic loads (30 kB/s), all three extensions

experience an increase in the response time with larger values

of σe which is expected as the accuracy of the information
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Figure 6. Impact of the look ahead window size with one downlink affected
by unreliable contacts r = 0.5 for traffic loads of 30 kB/s (left column) and

70 kB/s (right column)

available for routing becomes corrupted. However, both CE-2

and CE-3 demonstrated good resiliency in terms of throughout

unlike CE-1 given the low bundle loss levels. With high traffic

(70 kB/s), CE-2 and CE-3 show an increase in the response

time with σe, but not CE-1 with the loss and throughput

metrics of all methods unchanged. These results indicate that

at the selected traffic level, the buffers of all downlinks reach

a level of saturate that makes little difference choosing one

downlink over another.

VI. CONCLUSION

In conclusion, this study assesses the integration of a Cogni-

tive Element into CGR and its impact on routing performance.

With the use of a data-driven methodology, the CE is expected

to predict average single-hop bundle delivery times, account-

ing for latency-related factors such as CLA protocol behavior

(e.g., retransmission dynamics), configuration parameters, and

random variables like packet drops and unreliable contacts.

This paper builds on prior work by removing the constraint in

the path search algorithm that required bundle arrivals to fall

within the bounds of a given contact. The use of average values

from CE estimations allows better handling of the effects of

unreliable contacts in the path search. Additionally, the study
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Figure 7. Impact of the prediction error σe with all downlinks originating
from the three lunar orbiters affected by unreliable contacts (0.95, 0.85, 0.5)

and for traffic loads of 30 kB/s (top row) and 70 kB/s (bottom row).

explores filtering contacts from the contact plan based on

their predicted availability after factoring in expected buffer

occupancies in the network. This approach results in shorter

graphs, faster computation, and enhanced routing performance.

Comprehensive simulations conducted within an Earth-

Moon network simulated context, assuming realistic contact

features and accounting for unreliable contacts, show signifi-

cant improvements in routing performance with the inclusion

of a CE compared to the conventional CGR approach. This

was evident when considering both regular network informa-

tion available at a DTN node, i.e., the information contained

in the contact plan, and extending this information to include

network-wide buffer occupancies, i.e., global information. Un-

surprisingly, the latter assumption yielded significant through-

put improvements, particularly for traffic loads exceeding 50

kB/s in the tests, i.e., under congestion. For those cases, the

simulations also showed lower requirements for the length of

the contact plan.

We note that this study provides an implementation-agnostic

assessment of the proposed approach using an analytical

definition of the CE and its prediction errors. In practice, the

CE is expected to be implemented using a neural network

or related mechanism, with its structure, training algorithm,
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and data quality affecting its prediction accuracy. The study

addressed the potential performance degradation due to pre-

diction errors. In particular, the results indicate that the CE

method shows sensitivity to small errors, which can lead to

delays of up to twice as much, although throughput remains

largely unaffected. These findings highlight the advantages

of using a cognitive networking approach to optimize space

DTN performance and point to the importance of designing

an accurate CE. Future research will focus on developing

practical applications of this concept.
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