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Abstract 
 
Extended performance evaluation is carried out 
on Data Vortex optical interconnection networks 
with different routing and forwarding path 
arrangements [1]. A modified Data Vortex 
network architecture based on general k-ary 
decoding routing at each node has been 
proposed and different cases are compared in 
search for the optimum layout. For bufferless 
implementation, the original Data Vortex 
networks based on binary decoding stages are 
shown to achieve the best combined routing 
performance in throughput and latency. We 
specifically focus on the performance 
comparison between the binary decoding (k=2) 
and 4-ary decoding (k=4) cases to illustrate the 
different network behaviors. The results provide 
insight to how the different routing and 
forwarding path arrangements affect the overall 
network performance in throughput and latency. 
The binary Data Vortex networks outperform 4-
ary networks even though a much smaller 
number of cylinder levels are required in a 4-ary 
network. There is only slight reduction in the 
average packet latency within the 4-ary network, 
while its deflection induced traffic backpressure 
under bufferless operation could greatly limit the 
throughput and make it less desirable. Future 
work may include such performance evaluation 
when extra buffering is available at routing 
nodes. 
 
Keywords: Packet Switch, Interconnection 
Network, Optical Network, Data Vortex, 
Deflection. 
 
1. Introduction  

 
Packet switched interconnection networks 

are key subsystems in high capacity data 
communication systems and multi-processor 
supercomputer systems [2-3]. As I/O ports or 
high-speed processors that are connected through 
such networks upgrade dramatically, the 

interconnection networks must be able to handle 
very high data rates (tens of Gbit/s) as well as to 
support a large number of communication ports 
(on the order of thousands).  The key network 
performance such as throughput and latency 
must be able to sustain as such networks scale to 
larger sizes and higher bit rates. A natural way to 
achieve the higher bandwidth is using optical 
packet switched interconnections. Current optical 
fiber and optical amplifier technologies provide 
enormous operation bandwidth with hundreds of 
densely packed wavelength division 
multiplexing (WDM) channels each running at 
bit rate of tens of Gibit/s. It is thus rather easy to 
accomplish the high transmission bandwidth in 
optics. On the other hand, there is still very 
limited capability in optical processing and 
optical buffering techniques [4-5]. As a result, 
the main challenge in these interconnection 
networks is to handle traffic routing and traffic 
contention. This has led to difficulty in adapting 
most existing switching architectures for optical 
implementations. For example Banyan and 
Butterfly networks are popular and effective as 
self-routing electrical switching fabrics 
networks, however it is very challenging to 
implement them in the optical domain because of 
the lack of RAM buffering at each node. Even 
though pure deflection routing (vs. store and 
forward routing) is possible, Banyan and 
Butterfly networks require the deflected packet 
to travel around the network diameter in order to 
return to an open path that leads to the target 
output port. Thus the deflection penalty is 
prohibitively high and it induces large latency as 
well as poor network throughput in these two-
dimensional network topologies [6]. 

To take advantages of optics while avoiding 
extensive buffering and processing optically, 
Data Vortex network architecture is designed to 
be a great alternative for the purpose and it is 
particularly suitable for optical system 
implementation. The network routing 
performance has been studied extensively in 
earlier works and its system implementation and 
physical layer limitations have also been 
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addressed in a small scale experimental testbed 
by the research group in Columbia University [7-
12]. In this paper, a modified or generalized k-
ary decoding Data Vortex architecture with 
multiple header bits decoding stages has been 
proposed as a potential implementation. The 
proposal is based on the attractive feature of 
smaller forwarding hops in the higher k-ary 
decoding Data Vortex networks. Due to different 
arrangements of routing and forwarding paths, it 
is essential to study the combined routing 
performance under different traffic conditions in 
these extended network architectures.  

The organization of the paper is as follows: 
Section 2 describes the background of the 
original Data Vortex network design. Section 3 
presents the proposed k-ary decoding Data 
Vortex architecture that is extended from the 
original binary decoding networks. Section 4 
presents the details of the performance 
evaluation through simulation study. Different 
network and traffic cases are included to 
thoroughly study the network behaviors as well 
as the scalability of the results. The comparison 
study is only focused on between binary and 4-
ary networks due to much higher deflection 
penalty disadvantage in higher k systems. The 
latency performance is also broken down to 
routing hops, forwarding hops and deflection 
hops for the analysis and the traffic distribution 
among cylinder levels within the networks are 
presented to support our findings. Finally 
Section 5 concludes and summarizes the study.  

  
2. Background: Original Data Vortex   
architecture 
 

Data Vortex network is uniquely designed 
with three dimensional arrangements of the 
routing nodes. Due to the additional dimension, 
it allows for bufferless operation using deflection 
based routing while requiring minimal routing 
decision that can be implemented electronically 
within distributed routing nodes. This switching 
architecture implements a single-packet-routing 
rule at each node through a traffic control 
mechanism, and the topology provides multiple 
open paths to each target address so that 
deflection routing encounters a much smaller 
latency penalty (in 2 hops) that is also 
independent of the network diameter. These 
network characteristics allow for great network 
scalability and achieve good throughput and 
latency performance even for very large network 
sizes. The bufferless operation offers the 

simplest possible contention resolution in the 
optical domain [7-8]. In the physical layer 
implementation, optical techniques such as dense 
wavelength division multiplexing (DWDM) are 
used for achieving ultra high data throughput as 
well as for simple header bit extraction and 
decoding. With the available DWDM techniques 
and the broadband fast switching devices such as 
Semiconductor Optical Amplifier (SOA), Data 
Vortex networks allow for relatively short packet 
(tens of nanoseconds to hundreds of 
nanoseconds) for efficient operation. This is 
achieved simply by stacking the data bits along 
the abundant wavelength channels available 
within the amplifier bandwidth. Each of the 
binary header bits uses an additional wavelength 
channel so that simple and inexpensive filtering 
and detection can be used for header extraction. 
More details on physical layer implementation 
and system limitation can be found in [9-10].  
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Fig.1. Routing nodes and intra-cylinder links 
within Data Vortex of A=4, H=16 and C=5 
 

The Data Vortex network can be viewed as a 
multi-stage interconnection network (MIN). The 
routing nodes are arranged in concentric 
cylinders with A, H and 1log2 += HC  
designating the number of nodes along the angle, 
height and cylinder respectively. An example of 
A=4, H=16 and C=5 Data Vortex network is 
shown in Fig.1 with proper index of angle (a) 
cylinder (c) and height (h, shown in binary 
format) location of the nodes. The intra-cylinder 
link patterns at each cylinder level are 

specifically shown from the outermost (c=0) 
level to the innermost (c=4) level. These links 
repeat the same pattern from angle to angle for 
simple implementation and they route a packet 
back and forth between two height groups, i.e. 
with specific (highlighted in red) binary bit 
alternating between “1” and “0”. The inter-
cylinder links (not shown in Fig.1) are to 
forward a packet to an inner neighbor cylinder 
while maintaining its height location, i.e. a node 
at angle a, cylinder c and height of h will be 
connected to an inner node at angle a+1, 
cylinder c+1 and same height of h. Therefore, 
inter-cylinder paths simply appear to be parallel 
paths between the cylinders [6]. The network is 
wrapped around as cylinders, therefore, nodes at 
angle a=3 is connected back to nodes at angle 
a=0 in a network of A=4. The last cylinder 
maintains the exit height position and it serves as 
an optical buffering stage in case electrical 
buffers at the output ports. It is also necessary if 
angular resolution is required for system 
implementation when only a specific exit angle 
is connected to the output ports.  

 

 
Fig.2 Routing node implementation at ith 
cylinder 

 
The packet routing in the Data Vortex 

network is operated in a synchronous and slotted 
fashion. Packet length is typically chosen to be 
the same as the hop latency for a simple and 
efficient implementation. Each node directs a 
single arrival packet to the next node not only 
based on the packet’s target address, but also 
based on the inner node’s traffic. In Fig.2, a 
routing node at ith cylinder and its routing logic 
is shown, and the routing decision is based on 
the packet frame bit (which tells whether or not a 
packet is arriving), the corresponding ith header 
bit (which matches the ith bit of node height or 
not) as well as the electrical control bit sent from 
its inner competing node (which permits or 
blocks the outer traffic). Both the frame and 
header bits can be extracted by a small power tap 
and through passive filtering and low packet rate 
optical/electronic (O/E) conversion. The traffic 
control signal is generated at each node to 
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properly permit or block the packet of the outer 
cylinder so that the single-packet-routing rule is 
always satisfied for bufferless operation for all 
the routing nodes [11].  

 

 
 
Fig.3 Distributed control signal among routing 
nodes 
 

Fig.3 shows the distributed control signals 
(in dashed line) among the routing nodes on 
different cylinders. As an example shown, node 
3 and node 4 both send packets to node 5, 
therefore node 4 of the inner cylinder generates a 
control signal for node 3 to set up the single 
packet routing rule. Similarly node 3 generates a 
control signal for its outer cylinder’s competing 
node 7 since they both send packet to node 6. 
Packets receiving the blocking control are 
deflected to stay on the current cylinder which 
acts as virtual buffers with a two hop delay 
penalty. Once the packet arrives at the correct 
target, it exits the network in the innermost 
cylinder. As mentioned, the last cylinder allows 
for additional optical buffering if necessary.  If 
not all angles at exit are connected to output 
ports, the last cylinder also deals with angular 
address resolution of the packet. More details on 
the angular resolution and choice of angles vs. 
network height or I/O ports have been discussed 
in [12].  

As mentioned above the routing in the Data 
Vortex network is progressed through a series of 
binary-tree decoding stages. Each node only 
decodes a single header bit in the binary target 
address that corresponds to the node’s specific 
cylinder, and it decides to route the packet 
further in the current level (current cylinder) or 
forward the packet to the next level (inner 
cylinder). Successful forwarding is also 
dependent on the availability of open control 
signal due to the traffic condition of the inner 
cylinder. At different traffic conditions, overall 
traffic latency is accumulated through routing, 
deflection and forwarding hops. In this study, we 

are interested in the optimum arrangement of the 
routing and forwarding paths. In particular, we 
explore the potentials of non-binary tree 
decoding stages.    
 
3. Extended to k-ary Data Vortex 
 

Since the header decoding is extremely 
simple with passive filtering and low speed 
electronics for detection, it is possible to allow 
for multiple header bits decoding at each stage. 
In general, we can implement the Data Vortex 
network using k-ary decoding (i.e.  
header-bit-decoding) at each routing node, where 
the binary-tree decoding specially uses k=2. We 
are interested in exploring alternative 
implementations of the Data Vortex network as 
well as verifying the optimum arrangement of 
the routing and forwarding paths in these 
networks. Because each packet spends at least C 
(number of cylinders) hops just forwarding from 
input port to output port assuming they do not 
need to stay on the cylinders for additional 
routing or for traffic contention induced 
deflection, it is important to study whether or not 
the overall latency has been minimized under the 
original Data Vortex network design, or if 
alternative arrangement of routing and forward 
paths would change or improve the latency or 
routing performance. The optimum layout should 
achieve a best combined routing performance in 
data throughput and latency. In extending the 
binary-tree decoding in the Data Vortex network 
to general k-ary decoding at each stage, we 
maintain the single packet routing condition and 
the usage of bufferless routing nodes to facilitate 
the optical implementation of the networks. 
Therefore, the performance study in this paper is 
bounded by such design constraints. Future work 
may address the performance variation in the 
case of networks with node buffering capabilities, 
however such networks must require additional 
hardware cost and implementation complexity 
[8]. 

k2log

In the case of binary tree decoding in regular 
Data Vortex networks, each node decodes one 
header bit, and the routing on a specified 
cylinder chooses one out of two groups (upper 
vs. lower group or specific header bit being “1” 
vs. “0”), and the deflection latency penalty in the 
network is two hops. If we extend the concept to 
general k-ary decoding, each stage then decodes 

bits, and each hop along the same 
cylinder allows for the packet to choose one out 
of k groups (i.e. specific bits alternate 

)(log2 k

)(log2 k
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among all possible k combinations). When the 
corresponding header bits in the target 

address are matched with the bits in 
the routing node height address, the packet will 
proceed to the next inner cylinder if the 
corresponding traffic control opens the path at 
the same time. So the same traffic control 
mechanism is set up for the purpose as that in the 
original Data Vortex network. Otherwise, the 
packet stays on the current cylinder for further 
routing or deflection. Since no buffering is 
necessary the routing logic is kept as minimal as 
possible. Compared to binary Data Vortex 
networks, the deflected packet also undergoes 
longer delay penalty due to the need to go 
through all k hops to return to the matched height 
group or to the open path to the next cylinder 
routing. 

)(log2 k
)(log2 k

 

 
 

           

   
 
Fig.4 Routing patterns at each of the three 
cylinders in a 4-ary decoding Data Vortex 
network. A=4, H=16, 31log 4 =+= HC  

 
In order to allow for a complete permutation 

of k groups based on the corresponding 
header bits, the intra-cylinder routing 

paths are slightly modified from the binary-tree 
decoding networks. In Fig.4 an example of 4-ary 
decoding network is shown where each hop 
decodes 2 header bits in a network of A=4, H=16 
and the number of cylinders 
is

)(log2 k

31log 4 =+= HC . Note the 
interconnection patterns at different cylinders in 
the binary decoding Data Vortex network are 
combined and also reversed at proper angles to 
construct the 4-ary decoding networks. In such 
an arrangement, a packet takes k hops to go 
through all k possible groups along the cylinder, 
so the deflection latency penalty would increase 
to 4 hops in 4-ry decoding networks, which is the 
obvious disadvantage of using bigger value of k. 
On the other hand, in extended k-ary Data Vortex 
implementation, the number of cylinders 
required is 1log += HC k , assuming the last 
cylinder maintains the same height just for 
output buffering purpose as that of regular Data 
Vortex network. As a result, the forwarding 
latency or number of cylinders is much smaller 
with a larger value of k. In this study, we choose 
H so that is kept an integer for 
simplicity. We are specifically interested in 4-ary 
networks and its performance comparison with 
regular binary-decoding Data Vortex network for 
gain insight of optimum arrangement of routing 
and forwarding paths. We expect that larger k 
(k>4) would cause too much deflection latency 
and traffic backpressure, which will be verified 

Hklog
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in the 4-ary network study. The node 
implementation in 4-ary network is slightly 
modified with the need to filter and detect 2 
header bits in parallel instead of a single header 
bit and it is shown in Fig.5. While the routing 
node complexity and speed is kept at the same 
level, the additional filter and detector increase 
the hardware cost slightly especially when the 
number of routing nodes are large.  
 

 
 
Fig.5 Routing node implementation at ith 
cylinder in 4-ary decoding network 

 
4. Performance evaluation  
 

In order to compare the network 
performance with different k-ary decoding 
schemes and find the optimum arrangement, a 
C/C++ event simulator is specially developed to 
evaluate these networks with various operation 
and traffic conditions. In Data Vortex, once the 
packets are accepted at injection point, they are 
routed through the network without loss. 
Therefore, the measure of through performance 
is calculated as the rate of successful injection. 
The latency and latency variation statistics is 
collected by examining the packets that reach the 
output ports during the simulation. We 
particularly focus on comparison between the 
binary-tree decoding network and a network 
using k=4 decoding scheme due to much more 
significant deflection latency penalty and traffic 
backpressure in larger k cases.  

 
4.1 Network Cost and Throughput 

and Latency Performance 
 

To make a fair comparison, the number of 
input ports is kept the same and the number of 
routing nodes and routing links that mainly 
determine the network cost are either same or in 
the comparable range. First we studied a regular 
Data Vortex network, network P with C=9 and 
H=256. Packets at only injected at a single angle 
i.e. Ain=1 (so number of I/O is the same as the H) 
in a network of A=4. We compare its routing 
performance with two networks Q (A=8, C=5, 

H=256) and Q’ (A=7, C=5, H=256) with 4-ary 
decoding both inject using Ain=1 to keep the 
same number of I/O ports as that in network P. 
In both Q and Q’, every stage or cylinder level 
decodes 2 bits and locates 1 out of 4 height 
groups. Since the number of cylinders C=5 is 
almost half of that in network P, we allow 
network Q and Q’ to have about twice of the 
network angles for a similar hardware cost. The 
detailed hardware comparison is listed in Table 1 
below. For the same number of I/O ports, the 
cost of network P is between that of network Q 
and network Q’. In this study, we assume no 
angular resolution is required; therefore, packets 
that arrive at the correct height will immediately 
exit the network and be converted to electronic 
domain. Sufficient electrical buffers are assumed 
to accept any arrival packet at the output port. If 
additional angular resolution is required, we 
shall keep that in mind when we examine the 
results of different angle networks because a 
larger angle network generally requires 
additional hops in the last cylinder before 
packets exit the optical network.  

 
Table.1 Hardware comparison in network P, Q 

and Q’ 
      

 
Latency comparison
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k=2 k=4 k=4
Network P Network Q Network Q’'

Number of I/O, H 256 256 256
Number of angles 4 8 7
Number of cylinders 9 5 5
Number of nodes 9216 10240 8960

Fig.6 Latency comparison of network P, Q and 
Q’ 
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Throughput comparison
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Fig.7 Throughput comparison of network P, Q 
and Q’ 
 

Fig.6 and Fig.7 have shown the latency and 
throughput performance comparison of the three 
networks under different traffic loads 
respectively. For simplicity, all traffics are 
random and uniform traffic from each I/O port 
within this study. As shown, overall the regular 
binary decoding Data Vortex network (in solid 
line) outperforms the networks with 4-ary 
decoding. Even though the number of cylinders 
is much smaller in network Q and Q’, for a 
similar cost, their throughput performances are 
significantly worse than network P especially at 
higher load conditions. The average latency of 
arrival packets is shown to be slightly better in 
network Q and Q’. However, if angular 
resolution is required, then network Q and Q’ 
would also encounter more delay in the last 
cylinder due to the larger A, therefore the gain in 
latency is not necessarily noticeable. 

Latency variance Ain=1, H=256
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Fig.8 Latency variance in network P, Q and Q’ 
when load=1.0. 
 

The latency distribution in these three 
networks is shown in Fig.8 for a case of fully 
loaded condition, i.e. the applied traffic 
load=1.0. The results have indicated that network 

Q and Q’ both have pushed part of the packets to 
much shorter latency (left side of the distribution 
curve moves earlier), however due to the larger 
deflection delay which also induces more traffic 
backpressure, the overall distribution has wider 
deviation range in these 4-ary networks, and its 
tail also extends noticeably further even though 
the percentage of packets with very large latency 
is kept small. In comparison, the binary tree 
decoding Data Vortex has a narrow and confined 
distribution curve.   

 
4.2 Latency Performance in 
breakdown categories  
 

 Next, we studied a case where two 
networks chosen have the exact same hardware 
cost for the given same number of I/O ports. 
Network M in binary tree decoding Data Vortex 
has A=5, C=9 and H=256 whereas network N 
using 4-ary decoding stages has A=9, C=5 and 
H=256. Both networks use a single angle 
injection Ain=1 for the simple comparison. The 
detailed hardware comparison is shown in Table 
2 below. The throughput and latency 
performance under different traffic loads are 
shown in Fig.9 and Fig.10 respectively. In the 
average latency plot in Fig.10, we also plot 
individual category of delay such as average 
deflection hops and average routing hops to gain 
further insights. The forwarding number of hops 
is not shown but it is fixed to the number of 
cylinders. As seen, it verifies the better 
throughput performance in binary Data Vortex 
network especially at heavier traffic load 
conditions given the same network cost. The 
average number of hops in network N is slightly 
better, however keep in mind it may experience 
additional hops in angular resolution if compared 
to that in network M. Fig.10 also shows why it 
doesn’t gain much advantage in latency 
performance in 4-ry network even though its 
forwarding hops (C=5) is 4 hops smaller than 
that in the binary network (C=9). The number of 
the routing hops on average is shown to be about 
3~4 hops more in network N compared to that in 
network M.  In this case, the deflection hop only 
counts those hops of staying in the current 
cylinder due to unavailability of open control 
signal, and the penalty hops are lumped to the 
routing hops. Therefore, the results show that the 
deflection probability is  pretty close in two 
networks under different traffic conditions, 
however the routing hops is much larger in 
network N due to larger deflection hop penalty 
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and generally more hops required to match the 
permutations even in regular routings.  

 
Table.2 Hardware in network M and N 

      
 k=2 

Network M 
k=4 

Network N 
Number of I/O, H 256 256 
Number of angles 5 9 

Number of cylinders 9 5 
Number of nodes 11520 11520 
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Fig.9 Throughput comparison in network M and 
N. 
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Fig.10 Latency comparison in network M and N 

 
Fig.11 shows the latency distribution curves 

of the two networks in the case of load=1.0. 
Similar to the results in Fig.8, it is found that 
certain packets go through a smaller number of 
hops leading to the earlier front trail of the 
distribution curve, however the overall 
distribution is wider and the ending tail is longer 
as a result in the 4-ry network. On average the 
routing hops in network N is larger than that in 

network M, and this cancels out the advantage of 
less forwarding hops. The latency and the 
latency distribution performance are also closely 
related to the throughput performance because of 
the backpressure effect in traffic. If more packets 
are pushed through the network in a faster pace, 
it allows for better throughput, otherwise, the 
packet occupies the network resource which 
causes additional deflection and delay. The 
statistics of all the packets within the network 
prove that 4-ary routing does not bring sufficient 
benefit in latency and throughput performance 
even with a much smaller number of the 
forwarding hops.  

 
Latency variance  Ain=1, H=256
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Fig.11 Latency variation at load=1.0 in network 
M and N 
 

It is also important to study the performance 
comparison for different network sizes. For this 
purpose, we used two additional network M2 
(A=6, C=11, H=1024) and N2 (A=11, C=6, 
H=1024) both with Ain=1. These two networks 
are chosen because they share the same hardware 
cost for the same number of I/O ports while 
support much larger network height or I/O 
numbers. The detailed hardware comparison is 
shown in Table 3. 

 
Table.3 Hardware in network M2 and N2     

 k=2 
Network M2

k=4 
Network N2

Number of I/O, H 1024 1024 
Number of angles 6 11 

Number of cylinders 11 6 
Number of nodes 67584 67584 
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Fig.12 Throughput comparison in network M2 
and N2

 

Latency among different paths

0
2
4
6
8

10
12
14
16
18
20

0 0.2 0.4 0.6 0.8
traffic loads

nu
m

be
r o

f h
op

s

1

M2:Avg hops 
M2:Avg deflection
M2:Avg routing
N2: Avg hops
N2:Avg deflection
N2: Avg routing

 
Fig.13 Latency comparison in network M2 and 
N2
 

The routing performances in throughput and 
latency of M2 and N2 are compared in Fig.12 and 
Fig.13 respectively. As shown, the performance 
difference between these two networks follows a 
very similar trend as that in the comparisons of 
network M and N. The results have confirmed 
that at different network sizes and network load 
conditions, the binary decoding Data Vortex 
network almost always outperforms the 4-ary 
network, mainly due to its inherent small 
deflection latency penalty and more frequent 
encounter of open paths between different 
cylinder levels. Therefore, binary decoding Data 
Vortex provides the best combined routing 
performance with the optimum routing and 
forwarding paths arrangement for bufferless 
operations.    

In addition to the overall routing 
performance, the latency distribution curves also 

show some non smoothness in 4-ry decoding 
networks which is not present in regular Data 
Vortex network. It seems to be dependent on the 
angle of the network. To study this further, 
several networks with H=256 and a varying 
network angle are compared and shown in 
Fig.14, and all of them use 4-ary decoding stages 
with a single angle injection, i.e. Ain=1. The 
distribution curves show that for the fixed 
number of I/O ports (fixed H and Ain), a larger 
network angle result in earlier leading edge of 
the distribution curve due to relatively more 
redundancy in the network resource. It is also 
shown that at angles that are integer multiple of k 
such as A=8 and A=12, the distribution curve is 
rather smooth because of regular distribution of 
the traffic pattern and equal probability to each 
node. On the other hand, if A is not an integer 
multiple of k, traffic may not be evenly 
distributed among groups of nodes, and this 
leads to multiple peaks in the distribution curves 
or rather non-smooth distribution. Only when the 
number of angles A is relatively large, such non-
smoothness becomes insignificant due to 
contributed hardware redundancy. In 
comparison, in the binary decoding Data Vortex 
network, the latency distribution smoothness is 
rather insensitive to the number of network 
angles whether A is even or odd.   
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Fig.14 Smoothness of latency distribution curve 
at different network angles 
 
4.3 Traffic distribution within 

different cylinder levels 
 

We can gain further insight of the network 
behaviors by examining the traffic pressure 
among the cylinders. To compare the two 
different architectures with different routing and 
forwarding path arrangements, we record the 
traffic load or packet count of each specific 
cylinder at different operation conditions. 
Packets on the specific cylinder and the ones 
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entering the cylinders are counted as the packet 
of the cylinder, and each cylinder’s packet count 
is monitored for comparison study.  
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Fig. 15 Packet count of each cylinder in network 
M with load of 0.3 during simulation  
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Fig.16 Packet count of each cylinder in network 
N with load of 0.3 during simulation 
 

We specifically compared the traffic or 
packet count at each cylinder level in both lightly 
loaded and heavily loaded conditions. In Fig. 15 
and Fig. 16, the packet counts over simulation 
time (5000 time slots) under traffic load of 0.3 in 
network M and network N are shown for 
comparison.  To get better view, the ranges of 
the packet / traffic load (once the traffic reaches 
a relatively steady state after the initial packet 
injection) at each cylinder are also shown in Fig. 
17 and Fig. 18 respectively. We found that under 
this lightly loaded condition, both networks 
distribute their traffic among different levels 
pretty evenly, and there is only slight difference 
between outer cylinders and inner cylinders, 
which indicate no significant traffic back 
pressure buildups in both network M and 
network N. In our study, since no angular 
resolution is required, the last cylinder’s packet 
count is not shown due to immediate exit at the 
stage. The absolute level of packet count in two 
networks may not provide a direct comparison 
due to different number of cylinders, but the 
pattern and difference between different cylinder 
levels are compared and focus of the study. 
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Fig.17 Traffic range at each cylinder in network 
M with load of 0.3 during network operation  
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Fig.18 Traffic range at each cylinder in network 
N with load of 0.3 during network operation  
 

The same networks M and N under a heavier 
load of 0.8 are also studied for the comparison 
purpose. The results of the traffic distribution 
among different cylinder levels are shown in Fig. 
19, Fig. 20, Fig. 21 and Fig. 22 respectively. We 
observed that in network M the outer cylinders 
bear very similar level of traffic loads, and only 
the last few inner cylinders carry slightly less 
loads (more visible compared with lightly loaded 
condition). On the other hand, in network N, 
while the total number of cylinders is much less, 
and outermost cylinder carries significantly more 
traffic compared with that of the inner cylinders. 
The difference in each cylinder is much more 
visible compared to that in network M, and such 
difference is also more significant in this heavier 
load condition than that in the lightly loaded 
network. There are a couple factors contributed 
to the difference. First of all, network N has 
about double the angle (for the same hardware 
cost), which amplify the traffic load difference 
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for each cylinder by a factor of 2 given the same 
height H in both networks.  The second factor is 
due to more accumulated traffic backpressure at 
the outer cylinders in network N than that in 
network M. Because of longer deflection penalty 
and generally longer routing steps at each 
cylinder in 4-ary networks, packets are staying in 
the cylinders for statistically longer period of 
time. So in comparison, the traffic backpressure 
is less in binary Data Vortex network, which 
creates much evenly distributed traffic among 
the different cylinder levels. The most inner 
cylinders always carry slightly lower loads 
compared to their outer cylinders because its 
input traffic is rather balanced or smoothed after 
the outer cylinder’s routings. The traffic 
distribution among cylinders explains the overall 
more effective routing from the binary Data 
Vortex network, and thus it explains its higher 
throughput performance compared to its 4-ary 
counterpart with the same I/O port and same 
hardware cost.  
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Fig. 19 Packet count of each cylinder in network 
M with load of 0.8 during the simulation 
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Fig.20 Packet count of each cylinder in network 
N with load of 0.8 during the simulation 
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Fig.21 Traffic range at each cylinder in network 
M during network operation  

network N, load=0.8

0

200

400

600

800

1000

1200

1400

1600

cy
lin

de
r0

cy
lin

de
r1

cy
lin

de
r2

cy
lin

de
r3

Pa
ck

et
 / 

tra
ffi

c 
ra

ng
e

Maximum
Minimum

 
Fig.22 Traffic range at each cylinder in network 
N during network operation 
 
 
5. Conclusion 
 
We have explored the potential of general k-ary 
decoding scheme in the Data Vortex networks. 
The comparison study has focused on studying 
the network behavior difference between the 4-
ary decoding network and the regular binary-tree 
decoding Data Vortex network. The results have 
concluded that overall routing performance is 
optimum with the original binary Data Vortex 
networks even though its forwarding latency is 
much longer than that in a 4-ary network of a 
similar network cost. The main reason is that 
binary decoding provides the lowest deflection 
latency penalty, which in turn reduces the traffic 
backpressure during bufferless deflection based 
operation. Therefore, without any additional 
buffering at node, the binary Data Vortex 
networks allow for the system to push the most 
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packet traffic through at the lowest average 
latency. Future work may explore the effect of 
buffering capability within the nodes, however 
additional hardware cost must be included in the 
consideration.   
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