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Abstract—This paper consists of two parts. In the first part, we 

propose a new routing protocol, named Adaptive Ad hoc On-

Demand Distance Vector (AAODV). It is able to establish 

routes using any per link calculated routing metric, due to its 

ability to separate the monitoring of the quality of the paths 

from the routing mechanisms. By using AAODV, the following 

widely used metrics: hop count, delay, jitter and Expected 

Transmission Count (ETX) are compared using ns-3 

simulations performed in eight randomly generated topologies 

with different traffic patterns. The results have shown that in 

the case of random topologies none of the routing metrics used 

provides significantly better results than the other one. In the 

second part of our work, the AAODV functionality is enhanced 

by adding multipath routing and end-to-end Real-Time 

Monitoring (RTM) of the paths. The new improved protocol is 

named Adaptive Ad hoc On-Demand Multipath Distance 

Vector (AAOMDV). AAOMDV provides multiple paths 

between source and destination nodes, therefore it is 

mandatory to implement an algorithm that selects the 

preferred path and switches the traffic on it when this is 

expected. Our simulations performed in ns-3 provide an inside 

look into AAOMDV functionality and prove that AAOMDV is 

able to enhance network performance when the network load 
increases. 

Keywords-AODV; AAODV; AAOMDV; multipath; routing 

metrics; Wireless Mesh Networks 

I. INTRODUCTION 

The scope of this paper is to analyze and to propose new 
solutions to overcome some of the routing challenges that 
appear in Wireless Mesh Networks (WMNs). Typically, the 
WMNs are based on single path, single metric and single 
radio. In this paper we will focus on the influence of the new 
concepts, such as: real-time WMN monitoring, multi-
parametric metrics and adaptive path selection in multipath 
routing. 

Our work is composed of two parts. In the first part, we 
propose a new routing protocol, called AAODV [1], which is 
based on the well-known Ad hoc On-Demand Distance 
Vector (AODV) protocol [2]. The main innovation of 
AAODV is that it can be implemented with any kind of per 
link calculated routing metric. The routing metrics are used 
during the routing table building phase in order to select the 
best path in the network. The impact of AAODV routing 
metric type on the network performance has been verified by 

extensive simulations. In order to obtain generic results, 
eight randomly generated topologies with random 
background traffic were used in the simulations. In each 
simulated case, we monitored Packet Loss Ratio (PLR), 
delay and jitter of the source traffic, and the results were 
averaged accordingly. 

In the second part of this paper, the Adaptive Ad hoc On-
Demand Multipath Distance Vector (AAOMDV) is 
presented. AAOMDV is the AAODV protocol extended by 
the multipath routing and real-time path monitoring that is 
used for the selection of data forwarding path. The end-to-
end path monitoring functions are realized by the specially 
designed component of the routing architecture, named Real-
Time Monitoring (RTM). The RTM simultaneously 
monitors PLR, delay and jitter of the path. To monitor the 
active path, the RTM uses traffic packets. For all other paths, 
called inactive paths, probe messages, of size similar to the 
traffic packets, are sent to evaluate their quality. This way, 
RTM provides the real values of PLR, delay and jitter of the 
active paths and just an estimate of delay and jitter values for 
the inactive paths. Note that for the inactive paths, RTM 
does not evaluate the PLR value. 

The behavior of AAOMDV has been verified by 
simulations. The results have shown that the AAOMDV 
protocol combined with the algorithms for path selection and 
switching increases the network performance in terms of 
PLR, delay and jitter; thus providing a better user 
experience. In the simulation scenarios, we used random 
topologies and considered different traffic patterns. The 
simulations were performed using ns-3 [3]. The AODV 
protocol was used as a benchmark. 

The paper is structured as follows. This section describes 
the research motivation and introduces the proposed concept. 
Section II presents the related work. In Section III, the 
AAODV protocol is described, whereas Section IV shows 
the results of the AAODV simulation. Section V describes 
AAOMDV, the algorithm for discovering multiple link 
disjoint paths and the RTM implementation. Section VI 
presents in detail the algorithm applied for the best path 
selection in the multipath case. In Section VII, an approach 
used for active path switching is described. In Section VIII 
AAOMDV simulation results are presented. We conclude 
this paper in Section IX. 
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II. RELATED WORK 

It has been shown that the practical performance of a 
WMN differs from the simulated one [4]. This is the reason 
for which some modifications of the original protocols have 
been proposed in the WMN implementations. In [5], a test-
WMN (ReMESH) based on Optimized Link State Routing 
(OLSR) protocol combined with a modified ETX metric (in 
fact the Minimum Packet Loss Ratio parameter) is proposed. 
The authors have shown that in comparison to the original 
OLSR, the performance of the mesh network was improved, 
leading to more stable routes, lower packet loss rates, smaller 
delays, and in many cases a small increase in the network 
throughput. In [6], another test-WMN, called RoofNET, is 
described. RoofNET is based on a routing protocol named 
SrcRR that tries to maximize the throughput of the paths. 
The results presented in both previously cited papers were 
obtained in a real environment. 

In WMNs, the routing metrics greatly impact the network 
performance. As it has been proved, they should also 
consider physical layer phenomena, like SINR, interflow 
interferences or the so-called flow self-interferences, 
introduced by the hidden and exposed terminal problems [7]. 
Examples of the most popular WMN routing metrics 
include: hop count, delay, jitter and ETX. There are 
approaches, which take into account physical layer 
processes, e.g., traffic aware metrics like PPTT [8]. 
However, these metrics are mainly probabilistic ones and 
they impose quite complex cross-layer operations. It is worth 
mentioning that the hop count metric does not establish the 
path according to its actual quality. The other metrics select 
the routes taking into account parameters of the component 
links. Therefore the routing protocol adapts to the network 
state. Routing protocols that use more than one metric can be 
found in literature. An example of such a protocol is Sharp 
Hybrid Adaptive Routing Protocol (SHARP) [9]. In the 
existing approaches, there is no decoupling between the 
monitoring and routing. This is the reason why it is very 
difficult to find a comparison of the same routing protocol 
with different routing metrics used. Nevertheless, some 
comparisons exist, e.g., in [10], in which the authors 
compared ETX metric with hop count metric using a grid 
topology only. Unfortunately, the grid topology is a 
particular case and it cannot yield relevant results for a wide 
variety of WMNs. However, a lot of theoretical comparisons 
exist and the most complete are [11] and [12]. 

The common approach for routing in both wired and 
wireless communication systems is the single path approach. 
However, it has been observed that the reliability and the 
performance of the network may be improved when more 
than one path between source and destination nodes is used. 
There are few scenarios, in which the multipath feature is 
useful. The simplest one is to discover the additional paths 
and to use them as a backup when the main route fails 
(AODV-BR [13], AOMDV [14] and AODVM [15]). This 
way, it is not necessary to perform the route discovery 
procedure every time the path breaks, because another path 
is already available in the routing table. This is the major 
advantage, especially in the networks with mobile nodes. 

When the multiple paths are used simultaneously [16], the 
traffic may be split among them on per packet or on per flow 
basis, enabling the load balancing. Another possibility is to 
replicate the data on each of the discovered paths, thus 
ensuring enhanced reliability. It has been shown that the 
improvement of multipath may be achieved only when a 
limited number of additional paths are kept in the routing 
table. According to [14] they should be limited to two or 
three paths, in order to avoid the existence of stale paths in 
the routing table. In [14] also the disjointness of the paths in 
the network is considered. Two paths may be either link or 
node disjoint. In the first case, it is acceptable for two paths 
to share common nodes. However, if the mutual node fails, 
both paths will become useless. The second option is much 
stricter, but at the same time it improves the reliability of the 
communication. The problem appears in small or sparse 
networks, because it may be impossible to establish node 
disjoint routes there. 

III. AAODV 

There are two main challenges for a routing protocol, i.e., 
finding the best path and loops avoiding. The “best path” can 
be defined as the path from the source to the destination that 
minimizes the end-to-end PLR, delay and jitter. One of the 
most popular protocols designed for ad-hoc networks, 
AODV, accomplishes only the second property by using 
sequence numbers in order to find loop free paths. AODV is 
relatively simple (see [2]). Every time a node wants to send a 
packet and does not know a route to the destination, it 
broadcasts a Route Request (RREQ) message. When any 
node, including the destination, receives this RREQ, it 
checks whether it has received a duplicate RREQ within a 
fixed interval of time. If such RREQ has been received, the 
node silently discards the newly received RREQ. During the 
RREQ broadcasting period, the reverse path (from the 
destination to the source) is established. When the 
destination receives a new RREQ it responds with a unicast 
message to the source – Route Reply (RREP). During the 
transmission of the RREP, the path from source to 
destination (the forward path) is established. Also, note that 
in the meantime when RREQ and RREP are sent, the 
intermediate nodes set their paths to the source and 
respectively to the destination. AODV will not always find 
the best path in the network, because for path selection it 
uses the sequence number as the first criterion and the hop 
count as the second one. More than one RREQ message can 
be sent to find a path to a given destination, what has an 
impact on the AODV control traffic overhead. 

In order to make a metric based route selection in 
AODV, it is necessary that the source node receives more 
RREPs with the same destination sequence number as the 
destination sequence number already stored in its routing 
table. Such an approach is possible if the destination node 
does not change its sequence number and sends more than 
one RREP. This simply implies that the source should send 
more than one RREQ to discover the route to every 
destination or that more copies of the same RREQ should 
reach the destination via different paths. In AODV, as long 
as the source does not have a route to the desired destination, 
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it broadcasts a RREQ with a new identifier, even if the 
packets should be routed to the same destination. Of course, 
the maximum number of RREQs that can be sent per second 
is limited. The main drawback of AODV is that it calculates 
the paths considering only the hop count metric, which is 
more appropriate for wired networks than for wireless ones, 
in which many factors should be taken into account when 
finding a path. They include path self-interferences, 
interferences between the paths (flows), the quality of links, 
etc. [11]. Considering this main drawback of AODV, we 
propose a new routing algorithm – Adaptive AODV 
(AAODV) that is an improvement of the AODV protocol. 

AAODV is able to calculate and simultaneously use 
multiple routing metrics. This process is supported by a 
Monitoring Layer (ML) that is independent on the routing 
protocol. The ML is responsible for the measurements and 
the calculations of metrics in a per link manner. The 
Monitoring Layer consists of a Metric Container (MC). The 
ML components are implemented in every node. Also, at 
each node, the metrics for every neighbor, i.e., delay, jitter 
and ETX are stored in its MC. The hop count metric is 
implicitly implemented. A new kind of HELLO messages 
(see Figure 1) is used for ML data dissemination. 

Node 1 Node 2

Monitoring Layer

Metric

Container

Metric

Container

Routing Layer

Routing

Table

Routing

Table

HELLO

RREQ

RREP

RERR

 
Figure 1 AAODV: Routing and Monitoring Layers 

Each node sends the information about metrics for its 
neighbors (from the MC) in the HELLO messages, together 
with its node ID and timestamp. The timestamp determines 
the time, at which the HELLO was sent. Therefore, when a 
neighboring node receives the HELLO, it can calculate delay 
and jitter metrics. We assume that the nodes are 
synchronized. If the MC is empty (e.g., at the initialization of 
the network) the HELLO message will contain only the 
timestamp and an IP header. When a node receives a 
HELLO, it scans the message for any information addressed 
to it. If it finds this information it updates its MC. 
Afterwards, the node calculates the metrics to the source of 
the HELLO and updates the MC once again. 

In AAODV the delay and jitter metrics are calculated 
according to the RFCs [17] and [18] using the HELLOs as 
probe messages. In our approach, the following exponential 
smoothing function (1) has been used for delay and jitter 
metrics estimation 

sampleoldnew ddd  )1(  , ]1;0[  (1) 

where dold   – the old value of delay/jitter; 
           dsample – the new sample of delay/jitter. 

The ETX metric has been implemented using PLR, in the 
same way as in [5]. In this approach, the value of ETX per 
link represents in fact the probability of successful 
transmission of a packet, considering both the forward and 
reverse link delivery ratios. The following formula (2) is 
used for calculating per link ETX 

 ,rflinklink ddPETX   

where df – forward link delivery ratio; 
           dr– reverse link delivery ratio. 

By default, the HELLO messages are generated every 2 
seconds and the df and dr are calculated by counting the 
successfully received HELLO messages at a node in the 
analyzed time window (20 s). The successful delivery per 
path must take into account the successful delivery on every 
link, therefore the path ETX is calculated as a product of link 
ETXs (3) 

 
n

i

linkpath i
ETXETX ,  

where n – number of links that constitute the path. 

The path chosen from a source to a given destination in a 
network is the one with the highest ETX. Of course, the 
maximum value of the ETX is 1. 

Note that the AAODV protocol is not limited to these 
metrics and can be implemented with any other per link 
calculated metric. As it was mentioned before, AAODV is 
based on AODV and it implements the same algorithm, 
which uses the sequence numbers in order to obtain loop-free 
paths. The main differences from AODV are as follows: 

 AAODV nodes do not flood the network with 
RREQs when they are searching for a new route; 

 AAODV nodes do not discard all the duplicate 
RREQs – this idea is also presented in [14]. 

In AAODV every time a node receives a packet, for 
which it does not have a route to the destination, it queues 
the packet and sends RREQ. If a new packet is received and 
needs to be routed to the same destination, the node checks 
two additional conditions in comparison to AODV, before it 
sends a new RREQ. First it checks whether another packet to 
the same destination exists in the queue. Then it checks if the 
RREQ for the packet already existing in the queue has 
expired or not. In the case that another packet to the same 
destination already exists in the queue and if the timer for the 
RREQ has not expired, the node does not send a new RREQ. 
This way, the RREQ flooding, evident in AODV, is inhibited 
and the overall overhead is decreased. 

Moreover, as it was stated before, when an AAODV 
node receives a duplicate RREQ, it does not discard it 
immediately. The node verifies the sequence number and 
then checks if the metric for the path advertised in the RREQ 
is better than the one already existing in its routing table. If 
this condition is met, the node will update its routing table 
with the path from the RREQ, otherwise it will discard this 
RREQ. 
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Every time an AAODV node receives a RREQ, it takes 
the actions from the flowchart presented in Figure 2. Note 
that the RT entry refers to the path (stored in the routing 
table) to the RREQ’s originator. RREQ entry refers to the 
path (indicated in the RREQ) to the RREQ’s originator. 

Check if RREQ is 

duplicate

Receive RREQ

Check if RREQ 

entry is already in 

RT

RREQ originator 

sequence number 

(<;=;>)

RT destination 

sequence number

RREQ entry metric 

(<;=;>) RT entry 

metric

END

Update RT entryUpdate RT entry

NY

NY>= <

<

>

=

 
Figure 2 Flowchart for implementing RREQ packet analysis 

The algorithm depicted above proves the easy 
extendibility of AAODV to multipath, if instead of replacing 
the entry in the routing table, we will add it. This way, we 
will obtain more than one route to the source and RREPs will 
be sent on each of these paths. Multipath routing becomes 
effective only if the paths towards the destination are either 
node or link disjoint. In order to achieve this, several 
additional conditions should be considered. 

IV. AAODV SIMULATIONS 

In this section we compare the impact of the common 
routing metrics: hop count, delay, jitter and ETX on the 
network performance using ns-3 simulator. 

The simulated nodes were equipped with 802.11b Wi-Fi 
cards. The nodes used adaptive link rate that varies link 
bitrate from 1 Mbps to 11 Mbps. The topology was 
discovered by the nodes using HELLO messages. HELLO 
messages were broadcasted every 2 seconds, at the basic rate 
of 1 Mbps. 

The simulation scenarios were based on eight randomly 
generated topologies. The nodes were distributed randomly 
in a square area. In order to be sure that the random 
topologies do not consist of isolated nodes, the possibility to 
communicate between any pair of nodes in the network was 
verified. 

We considered two network sizes: 

 Case 1: 16 nodes distributed uniformly in a square of 
250 m x 250 m. The nodes are numbered from 1 to 
16. 

 Case 2: 25 nodes distributed uniformly in a square of 
300 m x 300 m. The nodes are numbered from 1 to 
25. 

The application, which we used to measure the network 
performance, generated the Constant Bit Rate (CBR) traffic 
flow between the first node (node 1) and the last but one 
node (node 15 for Case 1 or node 24 for Case 2). The 
background traffic, Variable Bit Rate (VBR) flows, was 
generated between any two randomly chosen nodes that were 
different from the application source or the destination. The 
start time of the source traffic was fixed at 70 s and the start 
time for the background traffic was randomly chosen in the 
interval 40-50 s. The inter-packet interval deviation of the 
background traffic was equal to 1 μs. In Table 1 we 
summarized all the traffic simulation scenarios. 

Source traffic

bitrate [kbps]

No. of background

traffic flows

Background traffic

bitrate [kbps]

256

512

1024

0

2

3

3

2

0

2

3

3

2

0

2

3

3

2

N/A

64

64

256

256

N/A

64

64

256

256

N/A

64

64

256

256

 
Table 1 Traffic patterns 

For each of the eight random topologies, we monitored 
PLR, delay and jitter of the source traffic using the traffic 
patterns from Table 1. In total we run over 1200 different 
simulations. 

In Figure 3, we depicted the PLR, average delay and 
average jitter for the first five traffic patterns presented in 
Table 1 (source bitrate set to 256 kbps). We limited the delay 
and the jitter scales to 250 ms and 50 ms respectively. Note 
that the legend presented in Figure 3 is common for all the 
figures that follow. The averaged results from eight 
topologies show that AODV is outperformed by all variants 
of AAODV. Evaluating the network topology impact on 
performance, we observed that PLR, delay and jitter of 
source traffic can increase 5 to 6 times from one topology to 
another. In some cases the paths found by ETX are 2 or 3 
times longer than the ones found by hop count. Despite that 
fact, we obtained similar results of averaged PLR, delay and 
jitter, regardless of the metric used. The paths discovered 
with AAODV and ETX have fewer retransmissions, but the 
length of the path affects the throughput. This leads to the 
conclusion that a combination between ETX and hop count 
should yield better results. 
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Source traffic only

With 3 background flows (64 kbps)

With 3 background flows (256 kbps)

With 2 background flows (64 kbps)

With 2 background flows (256 kbps)
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Figure 3 PLR, average delay, average jitter for the source traffic 

(16 nodes, 250 m x 250 m, 256 kbps) 

In the next step we increased the source traffic bitrate to 
512 kbps (topologies were the same). In Figure 4, we 
depicted the PLR, which slightly increased. 

P
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%
]

aaodv_delay

aaodv_etx

aaodv_hopcount

aaodv_jitter
aodv

 
Figure 4 PLR of the source traffic 

(16 nodes, 250 m x 250 m, 512 kbps) 

We observed that in this case the delay has dramatically 
increased, especially when we generated the background 
traffic with a bitrate of 256 kbps. The detailed analysis has 
shown that the source traffic delay increased very much in 
all cases in which the background traffic shares the paths. 
Note that the packets, which we used for metric calculation, 
were much smaller than the ones generated by the source. 

In the last case, in which the source traffic was set to 1 
Mbps, PLR, delay and jitter values increased more than in 
the previous cases. In Figure 5 we present the PLR graphic 
for this case. For all metrics, the delay exceeds our imposed 
limit of 200 ms. 
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%
]

aaodv_delay

aaodv_etx

aaodv_hopcount

aaodv_jitter
aodv

 
Figure 5 PLR of the source traffic 

(16 nodes, 250 m x 250 m, 1024 kbps) 

In the second topology, in which we used 25 nodes 
distributed uniformly in a 300 m x 300 m square, the 
interferences have increased and more drastically affected 
the performance of the network. 

In Figure 6, we depicted PLR, average delay and average 
jitter for the first five traffic patterns presented in Table 1, 
i.e., when a 256 kbps source bitrate was set. As before, we 
also limited the scale for the delay and the jitter to 250 ms 
and 50 ms respectively. Further, if we increased the source 
bitrate, PLR, delay and jitter have also increased until the 
network became unusable (according to our criteria). 

The AAODV results have shown that the metrics 
calculation method and its usage (i.e., to determine the cost 
of the path) can be wrong. Firstly, the metric is used during 
path setup phase only, and it is calculated on a per link basis. 
Additionally, the metrics were calculated using HELLO 
messages transmitted at 1 Mbps. A direct consequence of 
this is that the metrics are not aware of, and do not consider 
the real throughputs available per links. This drawback is 
resolved in [19] where the HELLO messages are sent using 
adaptive bitrates. It also appears that routing metric 
estimation has to take into account the physical layer 
phenomena, and the path quality estimation cannot be 
limited to per link operations only, but should take into 
account the whole interference area of nodes, which 
constitute the path. A special care should also be given to the 
choice of measurements repetition frequency. 
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Figure 6 PLR, average delay, average jitter of the source traffic 

(25 nodes, 300 m x 300 m, 256 kbps) 

V. AAOMDV 

The previous section has shown that none of the metric 
behaves better than the other ones in case of single path 
routing. Considering this result, we propose a new routing 
protocol, named AAOMDV. It enables discovering of 
multiple paths between a source and a destination. By using 
RTM, AAOMDV is able to detect the degradation of the 
quality of the data forwarding path, and to trigger a path 
change based on algorithms presented later in this paper. 
Moreover, the functional separation of routing and 
monitoring mechanisms in AAOMDV make it more scalable 
and flexible. 

A. Paths disjointness 

As stated above, AAOMDV is able to find multiple link 
disjoint paths in the network. Please note, that the 
disjointness property refers strictly to the set of routes 
established between the same source and destination pair. 
The routes between different source and destination nodes 
can share the same links. In order to enhance the network 

performance, it is desirable for the traffic flows to follow 
paths that do not have many common links. In AAOMDV, 
this is accomplished by the usage of active path selection and 
switching algorithms described in Sections VI and VII. 

In order to be link disjoint, the paths should fulfill two 
conditions indicated in [14]: 

 For every created path the next hop must be 
different; 

 The last hop towards the destination must differ 
from path to path. 

B. Paths discovery algorithm 

The paths discovery algorithm in AAOMDV is based on 
the Route Request – Route Reply (RREQ/RREP) messages 
exchange, present also in AAODV. The only difference is 
that in AAOMDV these messages contain also the 
information about the last hop on the path in order to be able 
to achieve the disjointness property. 

Every time a node wants to send a packet and it does not 
have any available path to the destination in its routing table, 
it sends a RREQ message via the broadcast channel. Note 
that, like in AAODV and in contrast to AODV, the node 
sends only one RREQ. If no RREP has been received after a 
determined period of time, another RREQ is broadcasted. 
During the RREQ propagation, the reverse paths from the 
destination and the intermediate nodes are set up to the 
originator of this RREQ. The flowchart depicted in Figure 7 
shows how the multiple paths are established during the 
RREQ broadcasting. 

Check if RREQ is 

duplicate

Receive RREQ

Check if RREQ 

entry is already in 

RT

RREQ originator 

sequence number

(<;>)

RT destination 

sequence number

Check if RREQ last 

hop is the same as 

in RT

END

Update RT with RREQ entryAdd entry in RT

NY

NYY N

>

<

 
Figure 7 AAOMDV paths discovery algorithm – RREQ broadcasting 

The information about the last hop on the path allows 
accepting or rejecting the newly obtained path. This 
information refers to the penultimate node on the path 
towards the RREQ originator. Every established path has to 
have a unique last hop and next hop addresses, and this way 
the link disjoint paths towards the originator of the RREQ 
are established. Moreover, this approach also helps in loop 
avoidance. 
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AAOMDV can be easily adapted to support the node 
disjoint mode. The node disjointness property would be 
enabled through the rejection of the duplicated RREQ 
messages in the intermediate nodes. However, in a small 
WMN the probability of establishing multiple node disjoint 
paths between the same source and destination pair is quite 
low. For this reason, the adaptive selection of the mode can 
be a desired solution, i.e., if the network density is big 
enough and the connectivity between nodes is relatively 
high, then only the node disjoint paths should be allowed. 
This way the communication reliability would be improved. 
On the contrary, if each node has only few neighbors, then 
only the link disjoint path should be allowed. 

As in AAODV, the sequence number mechanism is used 
to prevent the nodes from keeping the obsolete information 
in their routing tables. The loops can be caused by the 
acceptance of all the duplicated RREQs and by keeping the 
stale paths in the routing table. AAOMDV avoids both these 
situations. All the paths to the particular destination must 
have the same sequence number and if the one with a higher 
number would be found, all the previously established paths 
have to be deleted. When the node receives the RREQ with 
the same sequence number, it verifies the quality of this path 
and compares it with the others in order to keep the best 
available ones. The number of additional paths is limited. In 
Figure 8 an example of setting up multiple paths is 
presented. 

S

N1

N2

N3

N5

D

N7

N4
N6

Broadcast 

RREQ

Unicast RREP 

via each path

 
Figure 8 Setting up multiple paths 

In order to establish multiple paths from the source to the 
destination and at the same time from the intermediate nodes 
to the same destination, unicast RREPs are sent on each of 
the paths established using the RREQ broadcasting. As we 
consider link disjoint paths and not node disjoint paths, an 
intermediate node can have more than one path to the 
originator of the RREQ. Hence, when an intermediate node 
receives the RREP, it should know onto which path this 
RREP message is to be forwarded. The last hop information 
helps to distinguish between all the paths. Please note that 
even if AAOMDV is implemented as a link disjoint 
multipath routing protocol, it is possible that it discovers 
only node disjoint paths. This drawback is explained in 
Section C. 

According to Figure 8, source S broadcasts RREQ every 
time it searches for paths to destination D. During the RREQ 
propagation phase, the intermediate nodes complete their 
routing tables with paths towards S. These paths have 
different last hops (N1 and N2). When D receives the RREQ, 
it has to respond with a corresponding RREP. As it can be 
seen from Figure 8, N4 has two paths to S and when the 
RREP reaches N4 through the path drawn by the dashed line, 
the RREP should be forwarded to S on the same path. This is 
accomplished using last hop information to S, which is 
represented by N1. The dotted arrows in Figure 8 show a 
possible loop due to acceptance of a duplicate RREQ. N4 
receives the RREQ, accepts it, completes its routing table 
with a path to S (drawn by a solid line) and rebroadcasts the 
RREQ. Node N6 receives it and performs the same 
operations as node N4. At the end, the RREQ will reach N4 
again from node N7. Node N4 will reject this duplicate 
RREQ as the last hop (N2) is the same. In result, the loops 
are avoided. Note that multiple paths can also be set in 
intermediate nodes. 

In Figure 9 we depicted the routing table available at 
node S after the route discovery procedure. As it can be seen, 
for every path we have more than one metric associated. The 
metrics are used to determine the quality of the paths as 
described in Section VI. Every path is associated with its 
own timeout that is updated when the path is used. Note that 
this timer will not be updated in the intermediate nodes if the 
path is not used. 
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Figure 9 The routing table structure at node S 

In fact, all the paths will have the timer updated in all the 
nodes including the intermediate ones, because the probe 
messages will be sent via the inactive paths, as it is described 
later. 

C. Link disjointness problem 

The topology shown in Figure 10 is considered. 
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Figure 10 Link disjointness problem 
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Considering Figure 10, it should be possible to find two 
link disjoint paths from source S to destination D, namely [S, 
N1, N3, N4, D] and [S, N2, N3, N5, D]. However, this is not 
possible in some situations. At the beginning, node S 
broadcasts a RREQ message. The packet processing time at 
every node may be different and because of that the RREQ 
copies arrive at different times in the intermediate nodes. The 
first copy (RREQ_1) goes through N2 and in N3 it is forked. 
RREQ_1A reaches the destination D through N5, the first 
path [S, N2, N3, N5, D] is discovered and the RREP is sent 
on it. RREQ_1B gets to D via N4, but it must be discarded, 
as the last hop N2 is common for the already added path. In 
the meantime RREQ_2 arrives to N3 through N1. N3 adds 
the second path to S in its routing table and rebroadcasts 
RREQ_2. It is received in N4 and N5 nodes, but both of 
them must reject it, while in both cases it does not create a 
new link disjoint path. This happens, because RREQ_1 is 
still buffered and the first hop to S, i.e., N3 is the same for 
both RREQ copies. The result is that only one path may be 
established. 

The described problem shows that in some cases it is 
hard to find more link disjoint paths. This is a drawback in a 
small network, as it becomes very difficult to find multiple 
paths between source and destination. One solution for this 
problem may be the reduction of the time during which the 
RREQ is buffered in nodes. We also expect that in more 
dynamic scenarios it would be possible to achieve link 
disjoint paths, e.g., when RREQ_1B copy will be lost 
between N3 and N4. 

D. Routes Limit Validation 

The wireless medium is highly unstable and the 
transmission quality changes in time. Due to the mobility of 
nodes, frequent topology changes may occur. These are the 
reasons to store a limited number of backup paths in the 
routing table. This way, the content of the routing table is 
more recent. After a new path is added to the routing table, 
AAOMDV verifies whether the number of paths does not 
exceed the maximum number permitted, defined by the 
configurable parameter – routes_limit. As mentioned before, 
it has been proven in [14] that the gain of a multipath is 
achievable with two/three paths for one destination. If the 
limit is exceeded, then the quality of all the paths is 
evaluated using the algorithm described in Section VI and 
the worst one is deleted from the routing table. 

E. Enhanced Monitoring Layer – Real Time Monitoring 

The AAOMDV nodes can have more than one path to a 
destination, but only one is used for data forwarding – in the 
routing table it has the active flag set (see Figure 9). During 
the route discovery phase, the nodes activate the first path 
that they obtain towards the destination. Note that at this step 
the nodes do not consider any kind of metric – the nodes 
start routing the data packets from the queue as soon as they 
obtain the first path to the destination. After a determined 
period, starting from the first RREP, the source sends a 
message named Route Activation (RACTV, see Figure 11) 
to activate the path to the destination that has been chosen as 
the best one using the path selection algorithm from Section 

VI (INITIAL_MODE). The mentioned period is named 
MULTIPATH_DISCOVERY_TIME and has a default value 
of 2 seconds. 

The Enhanced Monitoring Layer (EML) of AAOMDV 
incorporates all the functionality of the AAODV ML and has 
some new features. The most important feature of the EML 
is the capability to monitor in real-time regime the multiple 
end-to-end paths available between the source and the 
destination. Using the traffic packets sent from the source to 
the destination, it is possible to monitor PLR, delay and jitter 
of the active path. Probe messages are sent in order to 
evaluate delay and jitter of the inactive paths. 

Destination

IP Address

Last Node

IP Address

 
Figure 11 RACTV header 

The ETX can be used to substitute the PLR metric on the 
inactive paths. Note that the evaluation of PLR, delay and 
jitter on the active path is realistic, as it considers the real 
traffic. The delay and jitter evaluation on the inactive paths is 
done by using active probing and it does not reflect the real 
delay and jitter, which would be achieved if we routed the 
data traffic on them. The probe messages, called Route 
Probes (RPRBs), sent on the inactive paths, have the same 
payload size as the averaged payload size of the data packets 
transmitted during the last 5 seconds between the source and 
the destination through the active path. Once again, it should 
be noted that although the size of the probes is appropriately 
matched, the transmission of only two packets cannot 
emulate the real flow of packets. Therefore, the results for 
the delay and jitter are estimative. The RPRB message 
header is depicted in Figure 12. The delay and jitter are 
calculated according to [17] and [18]. 
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IP Address
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Figure 12 RPRB header 

The information about all the paths between the source 
and the destination is evaluated at the destination and sent 
back to the source using a Route Report message (RRPRT), 
shown in Figure 13. The size of this message is variable 
since the number of paths obtained between the source and 
the destination, although limited, is not fixed. 
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Figure 13 RRPRT header 
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The Active Path Counter represents the number of 
packets successfully received by the destination during the 
last 5 seconds interval. When it receives the RRPRT 
message, the source can calculate the PLR for this period as 
it knows how many packets it has sent. In fact, all the 
information known at the source about the end-to-end paths 
is 5 s old. The delay and jitter are evaluated at the destination 
and sent back in the RRPRT messages to the source. The 
sequence of the messages exchange implemented in the 
EML for the RTM is depicted in Figure 14. 

Source Destination

0 s
0 s

2 s

5 s

5 s

5 s

5 s

...

RREQ

RREP

DATA

RACTV
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Figure 14 The exchange of messages in EML 

In order to take full advantage of the multipath feature 
and of the RTM, it is necessary to determine the best path 
and to send the traffic using this path. The path selection and 
switching algorithms are protocol independent, and may be 
applied to any multipath routing protocol that does not use 
all the known paths simultaneously for data forwarding. Both 
algorithms will be described in the following sections. 

VI. ACTIVE PATH SELECTION 

The active path selection algorithm should be 
implemented in each node in the network. Two modes of the 
active path selection algorithm that can be distinguished are 
called INITIAL_MODE and NORMAL_MODE. The first 
one is used to select the best path of the available ones 
discovered during MULTIPATH_DISCOVERY_TIME. At 
the beginning of the communication, the end-to-end real 
metrics are not available, so the per link calculated metrics, 
i.e., delay, jitter, ETX and hop count are considered. The 
second mode of the algorithm is used when a new RRPRT 
message is received at the source node. In this case, the real 
metrics, i.e., the real delay, real jitter, PLR and hop count are 
considered. AAOMDV deals with multi-parametric metric 
and it needs a special algorithm to compare the quality of 
two or more paths and to select the better one. 

Let },...,3,2,1{ kmmmmM   be the set of metrics related to 

every path. },...,3,2,1{ kwwwwW   is the vector of weights, 

which express the importance of every particular metric. 
The algorithm for paths comparison utilizes all the metrics 

M  simultaneously to evaluate and confront the two paths 

with each other. At the initial stage of the algorithm all the 

metric weights are defined. These weights allow 

differentiating the importance of the metrics. This way it is 

possible, e.g., to favor the paths with a smaller packet loss 

level by assigning a higher value for the weight related with 

the PLR metric. The weights are set with respect to the 

application needs. Here we consider also the hop count 

metric. Hop count metric should be considered when 
building a metric as the throughput achievable in an 

arbitrary WMN is proportional to Θ(W∙n-1/d), where d is the 

dimension of the network, n the number of nodes and W is 

the total bandwidth. In a two dimensional network, the 

throughput can be as small as Θ(W∙n-1/2) [20]. The hop 

count metric does not cause any implementation problems, 

because it is already used by the AODV protocol. The next 

parameters that must be defined are the threshold values for 

all the metrics considered in the algorithm. A path that has a 

metric, which exceeds its threshold, is considered the worst 

path. If all the available paths to a destination are considered 

as the worst path, it is desirable to send a new RREQ to the 
destination and establish new paths (of course, if this is 

possible). Both sets of parameters, i.e., weights and 

thresholds, may be configured and adjusted according to 

operator or user requirements, e.g., in the policy based 

approach. After these steps, the algorithm is ready to 

compare the paths. For all the comparisons the Composite 

Metric is calculated. The paths are compared two by two. 

For calculating the Composite Metric formula 3 applies: 
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where: 

hpjd ,,,  – delay, jitter, PLR and hop count values; 

hpjd wwww ,,,  – weights correlated with metrics. 

Formula 3 is applicable when the algorithm is used in 
NORMAL_MODE, i.e., when real metrics can be used. In 
INITIAL_MODE per link calculated metrics are used and 
the component associated with the PLR must be replaced by 
a corresponding component calculated for the ETX metric. 
The ETX indicates the packet delivery ratio and the path 
with a higher ETX value is considered to be better, therefore 
the ETX component must be subtracted from formula 3. In 
the NORMAL_MODE, the ETX is also used instead of the 
PLR in the same way for the evaluation of the Composite 
Metric for inactive paths. In order to improve the stability of 
the network and to give a priority to the currently active path, 
the algorithm defines one more configurable parameter, i.e., 
ACTIVE_PATH_MARGIN. If the evaluated path is active, 
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then this parameter specifies how much better (in percent) 
the inactive path should be in order to replace the active one. 
The default value of this parameter is 10%. 

In the case when two paths have equal Composite 
Metrics, the first one is indicated. This way the changes in 
the network configuration are avoided, because the currently 
active path is always preferred as it is the first one, when 
compared with any other route. 

VII. ACTIVE PATH SWITCHING ALGORITHM 

The challenge appears when two paths are created 
between different pairs of source and destination nodes, but 
parts of these paths are common for both of them. It is also 
possible that the backup paths overlap. In this scenario, if 
both sources start to send the traffic via the common links, 
then the active paths performance degrades; therefore both 
nodes will switch to the second available path. The situation 
may repeat, causing the so-called flip-flop phenomena and 
will lead to oscillations in the network configuration. To 
overcome this challenge, an algorithm that controls the 
active paths switching from node to node is needed. The 
algorithm can be either centralized or distributed. In the 
centralized approach, the switching should be controlled by a 
central entity. In the second approach, the decision of path 
switching is distributed among nodes. In this paper we will 
implement a distributed algorithm for the path changing. The 
distributed approach is a more scalable solution. No central 
node is needed, so it is possible to use it regardless of the 
network size, which can be understood as the number of 
nodes, as well as the spatial extent. Nodes are able to 
autonomously adapt to the changes in the network and make 
autonomic decisions according to the results of the 
performance measurements. Their decisions are taken 
locally, but finally it should lead to the global optimization 
of the network configuration. 

The proposed algorithm works as follows. All the source 
nodes that are currently sending data to their destination 
nodes are aware of the quality of each path to the destination 
stored in their routing tables. This knowledge is obtained 
using monitoring of both active and inactive paths. As 
described previously, the active path monitoring is 
piggybacked in the data packets and the RPRB messages are 
used to evaluate the inactive ones. The source nodes take 
their decisions based on the periodically received RRPRT 
messages from the destination nodes. Every time the source 
node receives a RRPRT message, it updates its routing table 
with fresh measurement results, compares all the available 
routes with one another and chooses the best one. If it is the 
same as the currently active path, nothing happens. If another 
path is chosen, the algorithm starts working. First, a random 
number (random_number) with uniform distribution is 
chosen from a range of [0; 100]. In the algorithm a 
configurable threshold value (change_threshold) is defined 
and if the random_number is smaller than change_threshold 
nothing changes and the next RRPRT message is awaited. In 
the opposite case, the node makes the better path active, 
deactivates the previously active one, applies these changes 
in its routing table, sends a RACTV message on the new 
active path and starts to send data using it. The 

random_number and the change_threshold values have 
critical impact on the algorithm behavior. Their task is to 
avoid the continuous changes of the active path and to 
stabilize the protocol functionality. It is possible that the 
change_threshold value may be inaccurate and the 
random_number may be always smaller. In this case the 
performance of the network will be weak, although it could 
be simply improved by changing the active path. For this 
reason a new parameter (change_limit) has been defined that 
determines the limit value of the path change cancellation. 
The consecutive unsuccessful attempts to switch the path are 
calculated. If their number exceeds the change_limit value, 
the node changes the active path regardless of the 
random_number value. The election of distribution type and 
threshold values has a great impact on the network 
performance (see Section VIII). Figure 15 shows the 
structure of the distributed algorithm. 
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Figure 15 Distributed algorithm for active path switching 

VIII. AAOMDV SIMULATIONS 

In this section the performance of AAOMDV is 
compared to AODV. The comparison was made in a network 
that consisted of 16 nodes, randomly located in a square area 
of 300 m x 300 m. Each node was equipped with IEEE 
802.11b Wi-Fi card and the communication range was ca. 
175 m. We run the simulations with three different random 
number generator seed values, in order to get a different 
placement of nodes. The obtained results were averaged. In 
order to be sure that the random topologies do not consist of 
isolated nodes, the possibility to communicate between any 
pair of nodes in the network was verified. 

The source traffic was generated between a specific pair 
of nodes, while the background traffic sources and 
destinations were chosen randomly. The maximum number 
of paths in the routing table for a specific destination has 
been set to 3. 

As reference for the AAOMDV performance evaluation 
we used AODV. To check the behavior of both protocols 
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with a different network load we changed the source and the 
background traffic throughput and the number of background 
traffic flows. In AAOMDV simulations we additionally 
checked the influence of the change_threshold and the 
change_limit parameters on the performance of the network. 
The simulation scenarios of AODV/AAOMDV are presented 
in Table 2. 

Source traffic

bitrate [kbps]

128

256

512

Background traffic

bitrate [kbps]
change_threshold change_limit

0

25

50

75

100

0

1

2

3

10

100

0

64

128

256

No. Of

background 

flows

1

2

-

 
Table 2 Simulation parameters 

We performed about 2000 simulations to obtain the 
results. 

Firstly, we verified the proper behavior of AAOMDV 
using PyViz visualiser [21], which is a part of the ns-3 
simulator. Figure 16 shows an example of PyViz output. It 
can be observed that between the same source and 
destination two different paths have been established by 
AAOMDV. 
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Figure 16 PyViz output – two paths found in the network 

Figure 17 shows the influence of the AAOMDV 
change_threshold and change_limit parameters on PLR, 
average delay and average jitter, when only the source traffic 
was generated in the network. The detailed analysis of the 
mutual interdependencies between the above mentioned 
AAOMDV parameters led us to the following conclusions: 

 In order to permit nodes to change their active path 
frequently, both parameters should be set to a low 
value; 

 If both parameters have relatively high values then it 
is very hard to switch the active path; 

 A node is always restricted from path changes if the 
change_threshold is set at 100% and the 
change_limit is set much higher than 0 (e.g., 100). 
The initially chosen path will be used until it gets 
lost; 

 A node is always permitted to change the path if the 
change_threshold is set to 0% or the change_limit is 
set to 0. It means that no postponing of the path 
change is allowed. 

Therefore, both parameters are dependent on each other 
and their values must be correlated in order to obtain the 
desired configuration. 

 

 

 
Figure 17 PLR, average delay, average jitter of the source traffic 

(source traffic – 128 kbps, no background traffic) 

It can be observed that the frequent changes of the active 
path were advisable for improving the quality of the 
transmission. If switching of the active path was not 
permitted, the traffic packets started to be lost. On the other 
hand AODV, which is a single path protocol based on the 
hop count metric, yielded good overall results. This means 
that when the network load was low, the Composite Metric 
did not outperform the hop count metric. When the 
throughput of the traffic increased and the network load 
grew, the nodes started to switch the paths more frequently 
(see Figure 18). 
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Figure 18 PLR, average delay, average jitter of the source traffic 

(source traffic – 256 kbps, no background traffic) 

Figure 19 shows that in some cases the AAOMDV 
routing protocol was able to outperform the AODV 
significantly. In all simulated cases the AAOMDV PLR was 
at least three times lower than the AODV PLR. The delay 
and jitter had acceptable values in both cases. As we 
mentioned before, very high change_threshold and 
change_limit values cause that the first obtained path is used 
until it gets lost regardless of its parameters. Therefore, this 
configuration shows the impact of the routing metric used on 
the network performance. The conclusion is that when the 
network load increases, the Composite Metric provides 
better results than the hop count metric. It should be noted 
that when the traffic generated in the network increased, it 
became more viable to limit the number of active path 
changes. Similar results are also depicted in Figure 20. In 
this case, AAOMDV also outperformed AODV, although 
the PLR was a little bit higher. The obtained results have 
confirmed that the two parameters, i.e., change_threshold 
and change_limit have a great impact on the overall network 
performance, and that permanent monitoring of the paths and 

the dynamic paths switching provides better results than 
usage of AODV. 

 

 

 
Figure 19 PLR, average delay, average jitter of the source traffic 

(source traffic – 512 kbps, one background traffic – 64 kbps) 

 
Figure 20 PLR of the source traffic 

(source traffic – 256 kbps, one background traffic – 128 kbps) 
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IX. CONCLUSIONS AND FUTURE WORK 

The starting point of this paper was a comparison 
between the most popular routing metrics, i.e., hop count, 
delay, jitter and ETX, and our main goal was to determine 
the best one to be used in WMNs. To achieve that efficiently, 
we designed a new protocol AAODV, able to calculate the 
path cost based on more than one metric. AAODV, due to 
the separation of routing from paths monitoring, can use any 
per link calculated routing metric. The results of simulations 
led us to the conclusion that none of the analyzed metrics 
behaves significantly better than the others. This conclusion 
was in a sense predictable as none of the tested metrics is 
traffic aware or fully addresses the challenges that appear in 
a wireless environment, e.g., interflow and intraflow 
interferences, exposed and hidden terminal problems, etc. 
The evident problem of AAODV is that the path quality is 
only monitored during the path setup phase. This is why we 
decided to add the multipath capability to AAODV and 
enable continuous end-to-end monitoring of all the paths. In 
order to find the best path we defined the Composite Metric 
that takes into account PLR, delay and jitter weighted 
appropriately to network operator preferences. In AAOMDV 
a distributed path switching algorithm has been implemented 
and the Composite Metric is used for the active path 
selection. 

The benchmark for the AAOMDV performance 
evaluation was AODV. It has been observed that when the 
network load was low both AAOMDV and AODV yielded 
good, similar results. It cannot be affirmed that one of the 
two routing protocols outperforms the other. However, when 
the network load increased, AAOMDV outperformed 
AODV by providing about two times smaller PLR and delay 
of the analyzed traffic. 

A weak point of AAOMDV is the necessity of fine 
tuning of the change_limit and the change_threshold 
parameters in order to optimize the network performance. 
This procedure should be modified in order to have self-
tuning properties and we will focus on it in our future work. 
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