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Abstract—The neuroscientist Jaak Panksepp posits the 

existence of seven physical systems in the mammalian brain, 

that when simulated in the laboratory, result in emotions 

identical to known emotions.  These seven systems are 

SEEKING, RAGE, PANIC, FEAR, LUST, CARE, and 

PLAY.  From the perspective of mathematics, these emotions 

form the dimensions of a phase space in which every emotion 

is located and modeled as a dynamical system.  Inputs from 

outside the system interact with internal values and inform the 

dynamical system, resulting in a simulated affect that in turn 

drives observed patterns of emotion.  This paper discusses a 

framework built to explore this premise.  As a first cut it uses 

a linear seven-variable dynamical system to drive a search 

heuristic for a utility-based reflex agent.  The results indicate 

that even this simple linear model shows the basic patterns of 

emotion observed in mammals.  These patterns of emotion 

facilitate discovery and decision.  It provides an independent 

“always on, automatic” discovery and decision system capable 

of adaptive goal setting, which works without the need for 

significant additional cognitive analysis.  It offers the basis of a 

framework that is extendable to include additional sensory 

information, learning, memory/persistence, and an 
independent cognitive system.  

Keywords - patterns; affect; emotions; Panksepp; autonomous 

agent; mammalian emotion. 

I.  INTRODUCTION 

Rosalind Picard [30] used the terms affective computing 
systems and emotion-oriented computing to refer to systems 
that consider emotions.  Emotion handling is fundamentally 
important, and a significant amount of research in this area 
has been carried out in connection with real-life non-
simulated pervasive computer systems 
[4][5][12][23][27][28][33][38]. To date, in the field of 
software in general, the bulk of the work in this area has 
been to examine patterns of emotion (facial expressions, 
bodily movements, language) to infer internal emotions.  

In this paper, however, we seek to lay out the basis for a 
complementary approach—one that models neural systems 
posited to exist in mammalian brains in order to generate 
and manage affect.  We use dynamical system theory to 

model these systems and to generate internal affect states 
that together resulting in an overall “emotion” that in turn 
drives behavior.  

The premise of this paper is that “meaning” substantially 
involves an emotional evaluation of an object based on our 
interaction with the object.  We use affect values generated 
by a dynamical system as the basis of a heuristic used by a 
utility agent to navigate its environment.  The premise is that 
with this approach, it may be possible to attach affect to an 
object and, thereby, give a computer-based agent a sense of 
meaning of the objects it is working with.    

This, in turn, allows the agent the ability to perform 
adaptive goal setting.  Depending on circumstances and its 
current needs, the agent will demonstrate appropriate 
patterns of emotion and act based on these patterns, e.g., if 
FEAR is high, it will run away from the object causing the 
fear.  If, however, SEEK predominates, then it will seek and 
if hungry it will specifically seek for nourishment. 
In short, goals are adaptive and based on the current 
emotional state.  

Though this research explores a model of the 
mammalian affective system, its goal is not to explore 
emotions per se.  In addition, though it uses the framework 
of a game to explore the model, the purpose of this work is 
neither to develop better gaming theory nor to develop a 
more robust algorithm for the game.  Rather, the purpose of 
this research is to see if, using the model, a computer-based 
agent can develop affect with respect to other entities it 
encounters based on interactions with them, and based on 
this affect, generate appropriate emotion patterns that 
produce adaptive goal setting, discovery, and decision. 

 

II. BASIS OF APPROACH 

The basis of the approach is to model findings from 
neuroscience using dynamical systems and to use the 
resulting model as the search heuristic for a utility agent that 
allows the agent to develop affect for objects in its 
environment.  Subsequently, this affect generates emotional 
patterns that result in adaptive goal setting and behavior. 
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A. Neuroscience: Empirically Based Fundamental 

Emotions 

Dr. Jaak Panksepp, a neuroscientist from Washington 
State University proposed the existence of seven core 
emotional systems, because they “generate well-organized 
emotion sequences that can be evoked by localized electrical 
stimulation of the brain” [29].  We provide a very brief 
sketch of the Panksepp model (which draws directly from 
Panksepp, 1998): 

SEEKING system: a network that promtes survival 
activities, making creatures intensely interested in exploring 
their world, and to get excited when they get what they 
desire.  Neuroanatomically they correspond to the major 
self-simulation system that courses from the midbrain up to 
the cortex. 

RAGE system: works in opposition to SEEKING, and 
mediates anger.  It is aroused by frustration and attempts to 
curtail freedom of action.  It parallels the trajectory of the 
FEAR system. 

FEAR system:  probably designed during evolution to 
help reduce pain and possibility of destruction.  When 
stimulated intensely, it leads creatures to run away; when 
stimulated weakly, it causes the creature to freeze. 

PANIC system: governs social attachment emotion—
specifically related to absence of maternal care when the 
creature is a baby. 

Additionally, there are three “special-purpose” emotions.  
Panksepp calls these emotions “more sophisticated, special 
purpose, socioemotional systems that are engaged at 
appropriate times in the life of all mammals.”  Currently far 
less understood than the other four, these are: 

LUST system: involves sex and sexual desire, evolved 
for species propagation 

CARE system: maternal love and caring 
PLAY system: produces the “roughhousing play of all 

young animals and humans” at some stage in their 
development to facilitate learning.   

There is by no means universal agreement or acceptance 
of Panksepp’s model.  Rebuttals and alternate formulations 
[1][2][6][7][8] have been proposed.  Chiefly these differ in 
the number and kind of basic emotions.  This paper does not 
seek to prove the correctness of Panksepp’s particular 
formulation.  Rather it leverages the fact that one can 
implement any such model compactly and usefully as a 
dynamical system. 

A key feature of Panksepp’s model is its empirical basis 
for “fundamental” emotions, which distinguishes it from 
numerous other systems that also claim to have identified 
so-called “fundamental” emotions.  If the physical circuitry 
for any given emotion does not exist in the brain, then this 
emotion is a combination of those emotions that do have 
physical representation.   

Thus, for example, “romantic love” would be viewed as 
some combination of (perhaps) CARE, PLAY, SEEK, and 
LUST; resentment or indignation as combinations of RAGE, 
CARE, SEEK.  The SEEK response, associated with a large 
release of dopamine and a sense of well-being would cause 
emotions like “joy”, “satisfaction”, “contentment”, 
“enjoyment”, etc., variations of the theme of gratification of 

the SEEKING system and the attainment and material 
benefit of the goal being sought.   

Greene [18][19] describes his theory that the human 
brain has two modes of responding to situations.  One, a set 
of efficient automatic responses driven by emotions, the 
other a manual mode used in response to non-standard 
situations that involves significant cognitive evaluation.  
LeDeux [25] posits that the former typically operates in 
timeframes of about 10 ms, while the latter in timeframes 
closer to 500ms.  The non-cognitive bias in the Panksepp 
based dynamical system search heuristic proposed above 
allows for an “automatic, always on and very quick” 
response corresponding to that described by both Greene 
and LeDoux. 

B. Mathematics: Dynamical Systems 

At the heart of the framework is the dynamical system 
model.  See [37], for example, for additional details on 
dynamical systems.  Dynamical systems have modeled a 
wide range of systems including marriage [17] and 
emotional development [3].  In particular, Lewis [26] used it 
to bridge neurobiology and emotion theory while Scherer, 
[35] modeled emotions as emergent processes.  However, 
neither used these approaches for software agents, nor used 
a model such as the Panksepp model, whereas here, the 
dynamical system explicitly models in a software agent, the 
Panksepp systems namely: SEEKING, RAGE, FEAR, 
PANIC, LUST, CARE, and PLAY. 

As per Panksepp’s description of these basic emotions, 
agents when hungry will SEEK food; depending on age, 
they may PLAY or if they are parents, may CARE or LUST 
if they are young adults, and do all this using SEEK.  
Eventually LUST could result in progeny.  If a hostile agent 
is in the vicinity, then the agent experiences FEAR.  If 
trapped, it experiences RAGE.  If a child is at a distance 
from its parent or its parent is not available then it 
experiences PANIC.   

An agent’s current emotional state is its existing state 
modified by incoming changes in affect caused by the 
meaning of the current objects in its vicinity (defined by 
how they affect the agent’s current emotional state). 

As mentioned earlier, Panksepp’s model is qualified, and 
is currently the subject of considerable debate in the 
affective neuroscience community.  However, this paper 
takes the pragmatic approach that it does not really matter if 
eventually it is found that there are four mechanisms or ten 
mechanisms—the important finding is that there is a 
relatively small number of them and that they have both a 
physical basis and a readily understood meaning. 

We distinguish this approach from other AI approaches, 
such as neural nets where the meaning of the nodes is not 
well defined or known.  This clear definition of the variables 
and their meaning in turn allows for an intuitive 
understanding of system emotion.  In addition, we 
distinguish the model from “Braitenberg architectures” [24] 
in that here, the basis is an actual, specific, neuroscience 
model—that of the mammalian brain. 
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III. IMPLEMENTATION 

The Pacman game [9] offers a convenient framework for 
a preliminary exploration of the approach suggested in this 
paper.  Pacman used for its search heuristic, the systems 
identified by Panksepp, modeled as a dynamical system.  
The heuristic is coded to make Pacman a utility reflex agent 
[34] aiming to maximize its overall well-being with actions 
based on the current location of the ghosts and food.  We 
initialized Pacman’s dynamical system with random values 
between a minimum of 0 and a maximum of 100.  
Additionally, Pacman had other properties, such as gender, 
health, age, and strength fixed at “birth,” i.e., initialization.   

As a first cut, certain relationships are hard-coded into 
the model.  This hard coding is analogous to behavior 
Pacman was “born” with, i.e., a result of evolution.  For 
example, the model hard coded Pacman’s SEEKING 
emotion as inversely proportional to distance to food, and 
FEAR to be inversely proportional to the distance to the 
predator (ghost).  In this first cut, we arbitrarily chose the 
proportionality values to be 1/1000. 

Later models will explore if Pacman can learn these 
distance relationships instead of simply being “born” with 
them., the learning being assisted by a combination of 
persistence of emotions with respect to encountered objects 
and information shared globally across all instances of  
Pacman.   

As a first cut, Pacman used the following simple linear, 
additive, dynamical system model, with each emotion being 
described as some linear combination of existing emotions:  

 

pacman.SEEKING += 1000/foodDistance + 1000/pacman.AGE + 

pacman.HUNGER + pacman.RAGE + pacman.PANIC + pacman.FEAR + 

pacman.PLAY + pacman.LUST 

pacman.FEAR += 1000/ghostDistance + health + 1000/strength + 

pacman.RAGE + pacman.PANIC 

pacman.RAGE += 1000/ghostDistance + 1000/health + 1000/strength + 

pacman.FEAR + pacman.RAGE + pacman.PANIC 

pacman.PANIC += 1/ghostDistance + 1000/health + 1000/strength + 

pacman.FEAR + pacman.RAGE 

pacman.CARE += 1000/foodDistance + 1000/ pacman.RAGE + 

1000/pacman.FEAR + pacman.PLAY + pacman.AGE + health + gender 

pacman.PLAY += 1000/foodDistance + 1000/pacman.RAGE + 

1000/pacman.FEAR + 1000/pacman.AGE + health 

pacman.LUST += 1000/foodDistance + 1000/pacman.RAGE + 

1000/pacman.FEAR + pacman.PLAY + 1000/pacman.AGE + health 

 
The emotional state of Pacman was then calculated as 

the simple summation of the “positive” dimensions 
SEEKING, CARE, PLAY, and LUST , less the “negative” 
dimensions of FEAR, PANIC, and RAGE. i.e..: 

 

pacman.EMOTION = (pacman.SEEKING + pacman.CARE + 

pacman.PLAY + pacman.LUST) - (pacman.FEAR + pacman.PANIC + 

pacman.RAGE) 

 

A simple loop recalculated the model’s equations 
continuously.  Figure 1 shows a typical screenshot from the 
running game.  Figure 2 shows values for each of the seven 

emotions from a sample run of Pacman—the X-axis is the 
iteration number, the Y-axis the affect value. 

The ghost in the game that hunts Pacman used a random 
algorithm to determine the direction of its next step.  
Because of this, while for any given iteration number, the 
values of the dynamical system across hundreds of runs are 
different, the patterns of emotion driven by the affect states 
(shown for one run in Figure 2) is the same for all runs. 

IV. RESULTS 

The single bands shown for the emotion patterns driven 
by SEEKING, LUST and PLAY are expected; Pacman is 
generally SEEKING and has no companions to PLAY with 
or LUST after!  Likewise, the dual banding of emotion 
patterns driven by FEAR is the result of high FEAR when 
the ghosts were nearby and a switch to low FEAR when the 
ghosts were beyond a certain “threshold distance.”  The 
pattern of emotion for CARE varied inversely with that of 
FEAR and so showed a similar dual banding.  The triple 
banding of emotion driven by PANIC and RAGE reflects an 
average value with fluctuations to either side when the 
ghosts were closer or further than some threshold value. 

The last graph in Figure 2 reflects Pacman’s fluctuating 
emotion, driven by his likewise fluctuating emotional state 
as it tried to stave off death. 

It became clear that given several of the physical factors 
with which Pacman was initialized (age, fear, health, gender 
etc.), that even this simple linear model offered nearly 
infinite possibilities, implying that mathematically, one may 
not need to use anything more complex than a linear 
dynamical systems model in order to see rich behavior. 

The non-cognitive bias of the model results in a very 
lightweight decision engine analogous to findings described 
by LeDoux [25] that emotional responses are at least an 
order of magnitude quicker than conscious, cognitive 
evaluations.  Additionally, by definition, dynamical system 
models appear to closely correspond to key concepts from 
philosophy of mind including: total net affect state 
(emotion), being some combination of various magnitudes 
of basic affect states, it is “ineffable,” a requirement 
specified for qualia [10]; the principle of marginal control 
where a higher level (emotion) is both defined by and 
controls a lower level (the constitutive emotions) [31]; 
correspondence between the model’s ability to change 
values while at the same time have a definitive actionable 
value, and William James’s concept of the transitive and 
substantive [22]. 

V. DISCUSSION 

The thrust of this paper has been to use a model that 
leverages current findings from neuroscience on how the 
human brain develops affect with respect to objects or other 
living entities in its vicinity.  The premise is that if this can 
be replicated in a computer or embodied in a robot, then the 
computer or robot can develop affect for an object and 
thereby a sense of meaning of the object.  Additionally, 
expected to hold true is the reverse—previously understood 
sense of meaning for an object in turn regenerate affect 
values previously associated with the object based on 
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experience and the relative immediacy of the current 
interaction. 

The drawback in the initial version of the equations used 
above, a “catch 22” as it were, is the hard coding of the 
distance variables.  This considerably weakens the argument 
as possibly, without emotions, Pacman could do a better job 
of avoiding the ghost than with emotions.  However, the 
point of the paper is not whether Pacman will do a better job 
with a “pure distance” based heuristic, but rather whether 
Pacman can be made to develop “affect” for the ghost, i.e., 
whether, at the end, Pacman has obtained a “meaning” of the 
ghost.  Future work will aim at removing the hard coding of 
these distance variables and to see if through a combination 
of memory/persistence, using multiple instances of Pacman 
and the ghost, and observing ghosts consuming other 
instances of itself, whether Pacman can evolve similar 
distance relationships. 

Another question is whether having values on affect 
dimensions for different objects in the vicinity suffice to 
assign true affect to that object, or does affect come into play 
only when there is a “body” to feel.  Additionally, if needed, 
must a body be made of organic material such as flesh and 
blood or would a machine with hydraulics, sensors, and 
other artificial materials suffice.   

Numerous researchers have raised questions related to 
embodiment, specifically, the symbol-grounding problem 
[20][36], the frame problem, the common-sense problem 
[21], and the rule-described/expertise problem [13].  It is the 
subject of much research (see for example [11][14][15][16]). 

This paper takes the pragmatic approach that 
embodiment helps “seed” the system with meaningful 
attributes to real objects and that subsequently, this 
embodiment provides “agency” to the system; that mammals 
are, among other things, “organic implementations of 
algorithms” with senses acting as analog counters of values 
monitored to evaluate Panksepp well-being.  The reason for 
the various differences in senses (counters) is merely to 
distinguish between different input data types.  This implies 
that digital implementations of environment sensors would 
be analogous to organic implementations of the mammalian 
senses, or that both philosophically and practically, robots 
may have sufficient embodiment to support an equivalent of 
emotions.  However, robots presently lack the dexterity 
needed to interact with an environment in a rich manner and 
consequently our approach is to simulate embodiment in a 
virtual environment using visualized agents. 

Having few, specific and known, labels for the key 
variables allows for a physical feel for and an intuitive 
understanding of emotion, and contrasts against approaches 
such as neural networks.  However, the question remains—
how do we know it “works?”  No clear answer is presently 
available—only the general and vague criterion that emotion 
seems “realistic.”  Popper [32] defined a hypothesis as 
scientific only if it is falsifiable.  At present, we do not meet 
this criterion, i.e., the subject at hand does not presently 
qualify as “science.” 

Another (relatively minor) problem is related to the 
richness of the environment—it was thought that having 
only Pacmen, ghosts and food would not be sufficient and 
that additional objects would be needed in order to elicit rich 

emotions from the agents.  However, compared to the earlier 
objections, this issue is of relatively secondary importance.  
By giving ghosts their own heuristic, by giving agents 
“memory” of objects they have interacted with together with 
emotional values attributed to these objects and the ability to 
store/persist them and share this knowledge with others of 
their “species”, by allowing agents to “breed”, have varying 
“strengths” etc., a large amount of richness can be 
introduced as needed.  The hope is that by leveraging these 
additional (yet unused) options, Pacman will automatically 
evolve behaviors presently hard coded in the equations. 

Lastly, studies by Greene [18][19] suggest a dual process 
theory in the human brain with one set of brain structures 
dealing with affect based decisions and another with 
utilitarian reasoning.  In the case of strong 
competition/conflict between the two, this conflict is 
resolved in the ventromedial prefrontal cortex, resulting in a 
unified decision.  There is no reason why a robot or agent 
cannot have a similar mechanism—a parallel and 
independent, analytical engine for utilitarian reasoning, with 
the final decisions reached by weighing recommendations 
based on affect against those based on utility. 

VI. CONCLUSION 

A simple, linear, lightweight, “automatic/always on” 
dynamical systems model, capable of adaptive goal setting, 
discovery, and decision. and resting on a combination of 
basics from dynamical systems, computer science, and 
neuroscience, appears to demonstrate seemingly reasonable 
patterns of emotion. 

Four key concepts underlie the approach.  First, to 
prevent ad hoc decision models, the approach attempts to 
follow closely theories of the mammalian brain.  Second, the 
model has a strong non-cognitive bias.  Third is the use of a 
dynamical systems model, which by definition, meets key 
requirements from philosophy of mind.  Fourth, is the 
attempt to assign entities interaction dependant affect, as a 
way to approach the meaning/qualia problem. 

Future work will: Evolve the distance relationships; 
Refine the model (specifically, further reduce arbitrariness 
and determine the parameters/coefficents) using additional 
findings from neuroscience; Add learning using information 
sharing and persistence; Explore use in a visualized agent as 
a lightweight decision system able to adaptively set goals 
and with a parallel cognitive system. 
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Figure 1.  Snapshot from a sample run (Pacman is semi-circular, ghost is square, and food is oval) 
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Figure 2.  Affect values vs. iteration steps for the Panksepp variables modeled with a simple linear dynamical system   
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