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Abstract—Spatial co-location mining has been used for dis- updated, a new data point can make neighbor relationships

covering spatial event sets which show frequent association with existing data points as well as other new data points

relationships based on the spatial neighborhood. This paper on the continuous space. Thus, all neighbor relationships i

presents a problem of finding co-location pattemns on evolving  the ypdated database should be examined for the maintenance

iﬂpati?'.d?ta%f?ses Whigh arf. clonstttantly updated "I‘{ithtfrdeSh data. ot co-location patterns. The spatial pattern mining preces
aintaining discovered spatial patterns is a complicated process ; ; : :

when a large spatial database is changed because new data Irz-zxg?:m?nuéagogﬂ t(ig?-tﬂzfgr':n(t;%r-]lf)l \égtitoar?kr,nitrr:iirgef;{gmnglmpl

points make spatial relationships with existing data points on . . .
the continuous space as well as among themselves. The change Whenever the database is updated, can result in an explofion

of neighbor relations can affect co-location mining results with ~ required computational and I/O resources. This paper [sepo
invalidating existing patterns and introducing new patterns. This  an algorithm for effectively updating discovered co-looat
paper presents an algorithm for effectively updating co-location  patterns with the addition of spatial data points.

analysis results and its experimental evaluation. . . . . .
The remainder of this paper is organized as follows. Section

Keywords-Spatial association mining; Co-location pattern; In- || presents the basic concept of co-location pattern miing

cremental update the related work. Section Ill describes our algorithmiciges
concept for incremental co-location mining and the propose

. INTRODUCTION algorithm. Its experimental evaluation is presented intiSac

. - . .. IV. This paper will conclude in Section V.
As one of the spatial data mining tasks, spatial association

mining is often used for discovering spatial dependencies

among objects [1]-[4]. A spatial co-location representet s Il. BASIC CONCEPT ANDRELATED WORK

of spatial features which are frequently observed together 1o yreliminary knowledge of spatial co-location pattern
in a nearby area [3]. Examples of frequently Co'locate‘.jlmining and the related work are presented in this section.
features/events include symbiotic species such as West Ni

incidents and stagnant water sources in epidemiology, and . . ) o
interdependent events such as a car accident, traffic janf\- Basic concept of spatial co-location mining

policemen and ambulances in transportation. In business, ¢ | ot g — {e1,...,em} be a set of event types, and

location patterns can be used for finding relationships among _ {01,...,0,} be a set of their objects with geographic
services requested by mobile users in geographic proximity |ocation. ‘When the Euclidean metric is used for the neighbor

Most of the spatial association mining works [3]-[10] relationship R, two objectso; and o; are neighbors of each
assume that all data is available at the start of data analy2ther if the ordinary distance between them is not greatam th
sis. However, many application domains including location @ neighbor distance thresholtl A co-location X is a set of
based services, public safety, transportation and enviestal ~ event typesfes,...,ex} C E, whose objects are frequently
monitoring collect their data periodically or continuopsFor ~ neighbors to each other on space. Tdwelocation instance
example, a police department accumulates, on average)d0,0/ of X is defined as a set of event objecfsC S, which
crime incidents per month [11]. For Earth observation, ydail includes all types inX and makes a clique undét.
climate measurement values are collected at every 0.5 elegre
grid of the globe [12]. For keeping the analysis result ceher
with respect to the most recent database status, discover
patterns should be updated.

The prevalence strength of a co-location is often measured
%{ participation index value [3]. Thearticipation index
T(X) of X ={e1,...,er} is defined as

The problem of updating spatial co-location patterns PI(X) = g?ggl({PR(Xv e}y (1)
presents more challenges than updating frequent itemsets i i o _

a traditional transaction database. In the classical &gme Wherel < i < k, and PR(X, ¢;) is the participation ratio
analysis, the database update means the simple addition f event typee; in X, which is the fraction of objects of
new transaction records, or the deletion of existing resord €vente; in the neighborhood of instances of — {e;}, i.e.
Newly added transaction records are separately handled fro PR(X,e;) = Idistinctobi efj;{;ﬁ; S ttanees of XL if PI(X)
existing records because the database is a collectionjofrdis is greater than a given minimum prevalence threshold, we say
transaction records. In contrast, when a spatial databsmse X is aprevalent co-located event set a co-location
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B. Related work

The problem of mining association rules based on spa-
tial relationships (e.g., proximity and adjacency) wastfirs
discussed by Koperski et al. [1]. Shekhar, et al. [3] defines
the co-location pattern and proposes a join-based coitotat
mining algorithm. Morimoto [2] studies the same problem
to discover frequent neighboring service class sets. Aespac
partitioning and non-overlap grouping scheme is used for
finding neighboring objects. Yoo et al. [4], [10] proposenjoi
less algorithms to reduce the number of expensive spatial jo
operations in finding co-location instances. Celik et al. [8
extends the notion of co-location to a local zone-scalespatt
Eick et al. [13] proposes a framework for mining regional co-
location patterns and Mohan et al. [14] presents a graphdbase
approach for regional co-location discovery. Recognizing
dynamic nature of database, much effort has been devoted
to the problem of incrementally mining frequent itemsets in
classical association rule mining literature [15]-[19pwkver,
to find the problem to update co-location patterns in spatial
data mining literature is rare. The most similar work with
ours is He et al. [20] which is compared in our experimental
evaluation.

Let Syiq = {o1,...,0,} be a set of old data points in a

| NCREMENTAL CO-LOCATION MINING
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spatial database ans},, = {0 41,...,0n1n} D€ @ set of NeW  Figure 1. New, Changed and Updated Neighborhoods

data points added in the database. Bdbe all data points in

the updated database, i.85S5,,4US;,. There are two types of

co-location in the update. Thretained co-locatioris an event Let Npew = {Pnew(01), - .., nnew(0r) } be a set of all new
set prevalent in botls,,;; andS. Theemerged co-locatiois an  neighborhoods foiS,, and Neyy = {ncng(01),- .., neng(0q)}

event set not prevalent ifi,;; but prevalent inS. We propose

be a set of all changed neighborhoods whése, . .

'70(]} g

an algorithm of Effective Update of COLOCation patterns.S,,;. We call the union ofN,,, and N, to incremental
(EUCOLOC). The proposed algorithm has two update stagesieighborhood set(V;,.).

The first update stage examines only neighbor relations#fips
new data points, and finds all retained co-locations and som

emerged co-locations. If an emerged set is found from the firdne

update, the second update stage is triggered for finding oth
emerged co-location patterns in the updated databasereF3gu
shows the pseudo code of EUCOLOC algorithm.

A. Neighborhood Process

When an incremen$;,, is added as shown in Figure 1 (b),

Directly finding all co-location instances forming clique (Line 4.

neighbor relationships from spatial data is computatigne-

pensive. Instead, we process the neighbor relationshigtete  B. First update and detection

to the new data points;,,.

Definition 1: The neighborhood of a new objeatc S;,,
new neighborhoodn,,..,(0), is defined to{o, 0o, . .., 0,|0; €
S A R(o,0;)=true A o's event type< o;’s event type, where
2<1<p.

We assume there is a total ordering among the event typ
(i.e., a lexicographic ordex.). R is a neighbor relationship
function. Next, if an existing data point has a neighbor +ela
tionship with at least one new data point, its neighborhaod i
changed.

Definition 2: The changed neighborhoodof an old object
0 € Soids Nehg(0), is defined tofo, 0,...,0pl0; € S A Jo; €
Sin A R(0,05)=true A o's event type< o;’s event type},
where2 < i < p.
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EUCOLOC algorithm first finds all neighbord ) of new
&ata points inS using a geometric method or a spatial query
method Algorithm Line 3. The incremental neighborhood set
(Nine) is prepared by finding new neighborhoods frawP

and detecting changed neighborhoods from the old neighbor-
hoods N,;4 (Line 3 & Figure 1 (c)). Figure 1 (d) shows the
entire neighborhood information\) of the updated database

Let an event set be border event seif the event set’s all

proper subsets are prevalent, but not prevalent itself. bidre

der sets are used for detecting an emerging co-locatiorowith
the generation and testing of many unnecessary candidates.
The candidate event sets for the first update are previous co-

cated event setd,4) and border event set®3(;,) (Line 7).
e incremental co-location instances of the candidatateve

wheree; < es...

sets are searched from the incremental neighborhodygls.X

without examining the entire neighbor relationshipisingé 8

& Figure 1 (c)). A filter-and-refine search strategy is used
for finding co-location instances. L&l = {01,029, ..
be a set of objects of a candidate set= {ej, e, ..
< eg. If the first objecto; has neighbor
relationships with all other objects in the sétf is called a
star instanceof c¢. The start instances dfey, es, . .

'7019}
'aek}

., e} are
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/\ 1: procedure PREPROCESS
2: NP — searchneigh pairs(S;,,, Soid, R)
R F C o emen 3. Nine < gen.incr_neigh trans(V P, Ny;q)
neighborhood 4: N — gen upd neightrans(Voq, Nine)
B c cligue _ [Laroadtions 5. end procedure
q : *
‘ EE %* gf])ool;)cauon ; gé* C4
emen c BO" C1} | v |2 g7 cae 6: procedure FIRSTUPDATEDETECTION
ne|gh{10rhoo transactions star instances o 7 C «— P4 B
{AE1B-5€3| notincremental instance| 4 B'B* : old
1/A1 | B1,B7*,CLC4p1 B1. C4% 5|89 C1 8: ST — scanlncr star.inst(C, N;ne)
g Q'g* ' 5'33'38'5* 'Bcgf'g'l {AL,1B.7 C.1} instance lookup S hoo 2
5| 83,8619, C 1)) |y G 10.  while C;, # 0 do
{A-31B-3-€-4} not incremental instance 11: for all ¢ c Ck do

sta instancestAc3-18-3-€-54 ot clque instance 12: C1. «— find_incr_clique_ mst(SIc, NP

4H not clique instance

1 not clique instance 13: Pl — computelncPI(old PB_info, C1,)
, 14: if Pl > min_prev then
{ASEB-6E-6-4 not clique instance 15: P—P Uc
{A5"B9% C.1} 16: if ¢ € Boia then
17: ES —FESUc
Figure 2. Event subsets and their instance search space 18: end if
19: else
20: B+~ BUc
collected from the neighborhoods ef according to Defini- 2% end if
. 4 . : end for
tion 1 and 2. The candidate instan§€é = {01, 09, ..., 0%} Of 3. b k+1
¢ ={e1,...,er} becomes a true co-location instance:@fits 24: end while
subinstancgos, . .., ox } forms a clique. The cliqueness of the 25: end procedure
subinstance can be checked by simply querying the co-totati dure S U
instances oft's sub event sefe,, ..., e} if the subinstance 26 procedure SECONDUPDATE
. s 27 if ES # () then
has at least one new point, as shown in Figure 2. o8 L3
The participation index of a candidate is computed with its ggf VC\;’FHE ger;és(})zgs candidates;—1, ESy-1)
incremental co-location instanceS L) and previousnstance ;. Sr scan. star mstanceﬁk, N)
metadata(old_P B_info) which has the object information 32: forall ce Cy d
of its old co-location instances.ifie 13. The prevalence of a 33: fI — f'poﬁ'('g‘}e) Igstancesfelp)th
i — i i 34: IT compute main_prev then
candidatec = {ey, ..., e} is updated with 2. | P o pPUc BESZ ES O
incPI(c) = min{incPR(c,e;)}, 2 36: eseS<—BUc
incPI(c) gllélcl{lnc (c,e:)} (2) > ot
wherel < i < k, andincPR(c, e;) is the updated participation gg; an fil
ratio of event type; with the incremental co-location instances 4o: Cy < gen sizeK candidatesf,_;, E£S;_1)
lo: |J Is] 41: end while

of ¢, incPR(c,e;) = o TS0 where | S, 4> endif

number of old objects of;, |S;,,]| is the total number of new 43 P,g+ P; Byig < B; Nyig < N; So1q < Sota U Sin
objects ofe;, O; is a set of distinct objects of; in the old co- 44 return P;

location instances af and]; is a set of distinct objects ef in 45 €nd procedure

the incremental co-location instancescofif the participation g6 3. EUCOLOC algorithm

index is greater thamin_prev, the event set is a co-location

(¢ P) (Line 14-15. If this co-location is from the border set

B4, it also becomes an emerged co-locatien £S) (Line  The star instances of candidates are collected from theegnti

16-17). updated neighborhood transactio®)((Line 31). The true co-
location instances are filtered from the candidate instartee
C. Second update stage prevalence value of a candidate is calculated using thdnatig

Qartlmpatlon index (Equation (1)) because this set is a new

candidate with no previous instance metadata. If the caelid

is prevalent it becomes an emerged co-location. Otherwise

the set is included in the border set for future update. The
Lemma 1:Let X be a co-located event set that is prevalentsecond update is repeated with the increase of the patteen si

in the updated sef = S, U S, but not prevalent in the old until no more candidatel{ne 30-4).

setS,q4- Then there exists a subsgtC X such thatY is an

emerged event set.

If any emerged set is found from the first update stage, ther
is a possibility of finding other emerged event sets accagrdin .
to the following lemma.

IV. EXPERIMENTAL EVALUATION

Proof: Let Y be a minimal cardinality subset &f that is ,
prevalent inS, not in S,;4. SinceY is a prevalent event set in oth(\e/\r/ecg(ljg?:g%:)end r;?ﬁnpe;ffrgsl?ﬁﬁ]es O(];nEeU(Cc:jgrl;cgg d v;ghmt/lvg:op
S, so are all of is proper subsets. However, by the minimalltyn this paper) has an u %ategfunctmn [20]. The implementati
(;,f-y’ n(k)Jnedof thets.(iﬂsubsetzgrecn)?w prel\/e}lenaseﬁs hus, of this F;;dgorlthm is baged on our understanding F())f the work.

'S a border set Ibouq, an =4 as clalmed. " The other (denoted as GeneralColoc) does not have an update
In the second update, a candidate is an event set whidunction [4]. All the experiments were performed on a Linux
has at least one emerged event set as its subsm 9.  system with 8.0 GB memory, and 2.67 GHz CPU.

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-343-8 98



PATTERNS 2014 : The Sixth International Conferences on Pervasive Patterns and Applications

in.prev.{esald=0 05, dstance=10 010l Dot T80, 3 o e poaz, 787 prevalence threshold. In the future, we plan to exploreédhes
FueRi0E problems.

GeneralColoc --&--

500

EUCOLOC —e—
EUCOLOC-fixed inter relationship(5%) -
IMCI

400 .

REFERENCES

300

[1] K. Koperski and J. Han, “Discovery of Spatial AssociatiRules in
Geographic Information Databases,” in Proceedings of tteriational
Symposium on Large Spatial Data bases, 1995, pp. 47-66.

120 i o a0 oL b e— [2] Y. Morimoto,_ “Mining Erequent Neighboring Class Sets_ irpadial
Number of incremental data points Mimimum prevalence threshold Databases,” n Proceedmgs of the ACM SIGKDD Internatid@aihfer-
@) (b) ence on Knowledge Discovery and Data Mining, 2001, pp. 358-3

[3] Y.Huang, S. Shekhar, and H. Xiong, “Discovering Co-libca Patterns
from Spatial Datasets: A General Approach,” IEEE Transadtion
Knowledge and Data Engineering, vol. 16, no. 12, 2004, pp214
1485.

[4] J. S. Yoo and S. Shekhar., “A Join-less Approach for MiniBpatial
Co-location Patterns,” IEEE Transactions on Knowledge &ata
Engineering, vol. 18, no. 10, 2006, pp. 1323-1337.

. . [5] J. S. Yoo and S. Shekhar, “A Join-less Approach for Spaila-
In the first experiment, we compared the performance of location Mining: A Summary of Results,” in Proceedings of tEEE

Execution time
N
&
Execution time

2005

100

Figure 4. Experiment Result (a) By incremental data size (bpEyalence
threshold

EUCOLOC and IMCP by varying the incremental size of International Conference on Data Mining, 2005, pp. 813-816
synthetic data. The number of distinct event types was 56. Th [6] H. Xiong, S. Shekhar, Y. Huang, V. Kumar, X. Ma, and J. S. Yoo
number of old data points was 10,020. The first incremental “A Framework for Discovering Co-location Patterns in DatasSeith

Extended Spatial Objects,” in Proceedings of the SIAM im¢ional

set has 1,200 data points. The second incremental set is two - = = 2 °0Fs Mining. 2004, pp. 78-89.

Emes ti;?ge;;haf‘.n ihe {IrSt (‘;’et' The_l:[ﬂlrd ?ne \]:val?j t(?nt:"e “meis[ﬂ J. Yoo and M. Bow, “Finding N-Most Prevalent Colocatedel Sets,”
|g_ger antnhe '_rS Sg , an 8 S0 on. e ratio o .0 ata pOII.’1 in Proceedings of the International Conference on Data kdarsing
whlqh have relationships w_|th new points was increased with and Knowledge Discovery, 2009, pp. 415-427.
the Increase of new data (i.e., 5%, 10%, 15% and 20%). As[g] M. Celik, J. M. Kang, and S. Shekhar, “Zonal Co-locatioattrn
shown in Figure 4 (a), the execution times of both EUCOLOC Discovery with Dynamic Parameters,” in Proceedings of the BEE
and IMCP increased with the incremental data size. The  International Conference on Data Mining, 2007, pp. 433 — 438
EUCOLOC showed better performance than IMCP. When the[d] J. S. Yoo and M. Bow, “Mining Spatial Colocation PatterAsDifferent
ratio of relationships with old data points was fixed to 5% th Framework,” Data Mining and Knowledge Discovery, vol. 24, 9

. ; 2012, pp. 159-194.
execution times of EUCOLOC were stable, or very slowly

. 0] J. S. Yoo and S. Shekhar, “A Partial Join Approach for Mg Co-
increased. The performance of EUCOLOC deDends on thg location Patterns,” in Proceedings of the ACM Internatidsymposium

inter-neighbor relationship ratio. on Advances in Geographic Information Systems, 2004, pp. 249.—

We also conducted the evaluation of EUCOLOC with reallt1] “San Francisco Crime Incidents,” https://data.sfgoyl.

climate measurement data [12]. The total number of prodessd!?l ‘Earth Observation Data” http://data.giss.nasalgo
event types was 18. 7,728 event records were used for the ol&f] g'e;'oﬁ';ﬁk’cs'loiiﬂ ’iT(‘)f:‘]rvPVth-teDr'n”sg%oTr-SFéstng"(’:‘gﬁ'ﬁni”Odug-wr;}:;?i'r’]‘ds'gga
data. 7,787 new event reqords were adlded for the.mcremental tial Datasets.” in Proceedings of the ACM SIGSPATIAL Intational
data. We u_sed 6 as a ne'thor_hOOd _d|5tance= Whl(_:h means 6  Conference on Advances in Geographic Information Systen@8,3ip.
cells on latitude-longitude spherical grids, where eacti gell 1-10.

is 1 degreex 1 degree. About half of the old event objects had[14] P. M. et al., “A Neighborhood Graph based Approach toiReal Co-
neighbor relationships with the new ones. Figure 4 (b) shows  location Pattern Discovery: A Summary of Results ," in Prodegsl
the result. EUCOLOC showed SlOle increasing execution of the ACM SIGSPATIAL International Conference on Advandas

- - Geographic Information Systems, 2011, pp. 122-132.
time than other algorithms when the prevalence threshokl wa[ grap Y . Pp. .
decreased. 15] N. Ayan, A. Tansel, and E. Arkyn, “An Efficient Algorithrro Update

Large Itemsets with Early Pruning,” in Proceedings of theinational
Conference on Knowledge Discovery and Data Mining, 1999 28{F—

V. CONCLUSION 291.
) ) o [16] D. Cheung, J. Han, V. Ng, and C. Y. Wong, “Maintenance a$dov-

In this paper, we presented an algorithm for efficiently ered Association Rules in Large Databases: An Incrementahtig
mining co-location patterns in evolving spatial databa3ée Technique,” in Proceedings of the IEEE International Caeriee on
proposed algorithm has two update stages. The first update ~ Dai@ Engineering, 1996, pp. 106 — 114. N _
stage is 1) to avoid the generation and testing of many unnedt?] ié;hc??ﬂiis%’naish ggﬁfﬁ?ﬁ?ﬁ C'g‘gelr‘tiﬁ“t%m'{:‘;”%oﬁ’f %‘zmor(‘)%d
essary candidates using the border concept, 2) to seargh onl [ °237120 9 puting VoL ’
incremental neighborhoods for the u_pdate,_ and 3_) to uptiate t (18] D. Cheung, S. D. Lee, and D. Kao, “A General Incrementatifigue
Prevalence valug O_f current _co-Iocatlons with the” !nml for Maintaining Discovered Association Rules ;" in Prociegs of
instances and minimal previous co-located object inforomat the International Conference on Databases Systems for Addan
The second update stage is used for only finding new co-  Applications, 1997, pp. 185 — 194.
located event sets (emerged ones). The initial experirhent#9] S. Thomas, S. Bodagala, K. Alsabti, and S. Ranka, “An [Efiic
evaluation shows our algorithmic design decision is effiect gft‘;rt'f:;gsf?ri;hglgggeefgii”f'ogﬁgzt'zg,\‘/’lf ﬁf:?:;%?}gﬁgﬁg%i
in updating discovered co-location patterns. The proposed Knowledge Discovery anngata Mining, 1997, pp. 263-266.
algonthr_n can be easily extended to handle the case of delet%fo] J. He, Q. He, F. Qian, and Q. Chen, “Incremental Maintesaof
data points. Our approach can be adOpte(_:i for th(_:—' cases Discovered Spatial Colocation Patterns,” in Proceedirid3ata Mining
change of important parameters, such as neighbor distante a Workshop, 2008, pp. 399 — 407.

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-343-8 99



