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Abstract—Digital reputation management systems are essential
for maintaining and improving online reputations. However, cur-
rent systems like Online Social Network Interactions face critical
issues, such as limited effectiveness, high costs, and inaccuracy.
Sentiment analysis, a natural language processing technique, can
enhance digital reputation management by extracting opinions,
emotions, and attitudes from textual data. We propose developing
Sentiment Analysis of Social Media, an open-source, multi-
channel, multi-engine sentiment analysis software. SASM collects
data from Twitter, Reddit, and Tumblr, filtering and analyzing
trends using Microsoft Text Analytics, IBM Watson Natural
Language Understanding, and Google Cloud Natural Language
API. A case study on Google, Amazon, and Microsoft will
validate the system and evaluate the performance of the three
engines. SASM offers a unique approach by providing reliable
sentiment analysis, leveraging multiple engines, and sourcing
diverse social media content, enabling companies to manage their
digital reputation effectively and affordably.

Keywords-Sentiment Analysis, Natural Language Processing,
Social Media Platforms.

I. INTRODUCTION

Social media platforms serve as communication channels
between companies and customers. Companies promote their
products, and customers post reviews and ask questions.
Analyzing customer-posted content is crucial, and sentiment
analysis is effective due to the large data volume. Sentiment
analysis uses Natural Language Processing (NLP) and text
analysis tools to determine the sentiment of a text, categorized
as positive, negative, or neutral [1]. Major applications include
brand monitoring, campaign monitoring, and competitive anal-
ysis [2]. This helps companies evaluate their community
presence and make informed decisions. However, companies
struggle to collect and filter reviews effectively.

Sentiment analysis software analyzes direct reviews (web-
site, emails, surveys), limiting exposure to social media data.
Recently, Samara et al. [3] developed Online Social Network
Interactions (OSNI) Analytics to collect and analyze Tweets
about companies using Microsoft Text Analytics. The engine
categorizes Tweets as negative, mixed, neutral, or positive
and returns the results to the company. This research aims
to integrate multiple social media channels (Twitter, Reddit,
Tumblr) into a Sentiment Analysis of Social Media (SASM),
enhancing its ability to analyze social media content. Addition-
ally, the project plans to expand SASM’s sentiment analysis
capabilities by including Microsoft Text Analytics (MTA),
IBM Watson Natural Language Understanding (IWNLU), and
Google Cloud Natural Language API (GCNLA). The research

question associated with our project is the following "R1:
How do MTA, IWNLU, and GCNLA differ in their sentiment
analysis of social media content, and which engine provides
the most accurate and nuanced sentiment classification when
applied to data from various social media channels?"

The goal of this project is to investigate and confirm the
technical feasibility of integrating multiple sentiment analysis
engines with social media channels, while also comparing
their performance using a real-world case study. Data will be
collected about Google, Amazon, and Microsoft, which are
major IT contributors and recently experienced mass layoffs,
sparking social media discussions. The project will use the
Software Development Life Cycle (SDLC). Each social media
platform offers a free connector for academia and research, al-
lowing data retrieval. The data will be processed, categorized,
and evaluated using sentiment analysis engines. Future work
includes combining results from multiple engines to develop
a hybrid model for more reliable and accurate results.

The rest of the paper is organized as follows: Section
II presents sentiment analysis techniques and applications.
Section III outlines the methodology, the studied use case and
the associated data management plans. Section IV provides
a comprehensive description of SASM, including software
requirements engineering, design, and architecture. Section V
presents case study results and demonstrates SASM’s con-
tributions. Sections VI and VII discuss technical choices,
methodologies, and future work.

II. RELATED WORK

In this section, relevant studies of scholars, such as
Haruechaiyasak et al. [4], By et al. [5], Baron and Mekni [6],
who analyzed social media content and its impact on corporate
digital reputation and branding were reviewed. Moreover, their
approaches for multi-platform data collection were analyzed
to determine an effective method for the proposed study. The
rest of the literature review is organized as follows: Impact of
Social Media on Corporate Digital Reputation and Branding,
Sentiment Analysis of Content on Multiple Social Media
Channels, Advantages of Proprietary Text Analytics Engines,
and Evaluation of Multiple Sentiment Analysis Models.

A. Impact of Social Media on Corporate Digital Reputation
and Branding

Haruechaiyasak et al. [4] developed a software framework,
S-Sense, to analyze Thai content. They collect data from
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Twitter and Pantip, a Thai language forum, about mobile
services. S-Sense evaluates analysis modules and components
and studies the impact of using different lexicon sets for
model training. The authors highlight recent advancements in
software frameworks for brand monitoring, campaign moni-
toring, and competitive analysis, emphasizing the significance
of social media on corporate digital reputation and branding.

Similarly, By et al. [5] investigated over 1000 Facebook
posts to gauge public sentiment towards Rai, an Italian public
broadcasting service, compared to the private company La7.
They use the Sentiment and Knowledge Mining System, iSyn
Semantic Center, for data collection and sentiment analysis.
The study underscores the role of social media in brand
imaging and marketing, as user reviews and ratings on so-
cial platforms significantly influence purchase decisions. The
research supports analyzing social media content by showing
that Facebook posts indicate a positive sentiment towards
La7, aligning with observations from Osservatorio di Pavia
and Auditel. These institutions’ data is used to validate the
sentiment analysis results from iSyn Semantic Center.

These scholarly works relate directly to the application of
the SASM software model. To improve upon previous re-
search, the proposed study incorporates different text analytics
engines in the SASM model and evaluates their performance.
It also integrates multiple social media channels (Twitter, Red-
dit, and Tumblr) to enhance its ability to analyze social media
content, resulting in a more statistically significant dataset.
Lastly, Haruechaiyasak et al. [4] suggest expanding the S-
Sense domain, which aligns with the proposed enhancements
for the SASM model.

B. Sentiment Analysis of Content on Multiple Social Media
Channels

In several previous studies, data is collected from a sin-
gle platform, primarily Twitter and Facebook [5], [7]. This
limits companies from obtaining a holistic analysis of their
products. To address this, Ali et al.[8] collect data from four
platforms: Twitter, Reddit, Instagram, and news forums. The
research aims to identify disease outbreak locations using
social media sentiment. During emergencies, people share
information across platforms, and analyzing sentiment and
spatiotemporal data reveals people’s behavior and geographic
locations [8]. Each platform has a unique community and
information-sharing method. Collecting data from multiple
platforms provides an unbiased overview of disease outbreaks.
This aligns with the proposed study, which aims to identify
sentiment towards three major technology companies: Google,
Amazon, and Microsoft. Their research underscores the im-
portance of multi-platform data collection. Thus, this paper
suggests integrating several media channels into the SASM
software model.

C. Evaluation of Multiple Sentiment Analysis Models

Praciano et al.’s [9] research analyzes spatiotemporal trends
in the Brazilian election using NLP toolkits, TextBlob and
OpLexicon combined with Sentilex, for sentiment analysis.

They apply machine learning algorithms—Support Vector
Machine (SVM), Naïve Bayes, Decision trees, and logistic
regression—to classify text sentiment. They compare the per-
formance of these algorithms using metrics like accuracy,
precision, recall, and F1 score, validating results with 2014
Brazilian presidential election data from the Superior Elec-
toral Court database. Their model effectively predicts election
results, with SVM achieving the highest accuracy of about
90%.

This section reviewed relevant studies on the impact of
social media on corporate digital reputation and branding.
Existing works developed tools and frameworks for data
collection and sentiment analysis across various platforms,
emphasizing the importance of multi-platform analysis in un-
derstanding corporate branding. However, these studies often
rely on single platforms, limiting the breadth of insights into
brand sentiment. To address these limitations, the proposed
study aims to incorporate multiple sentiment analysis engines
and analyze data from Twitter, Reddit, and Tumblr, thus
providing a more comprehensive dataset. Our project builds
on these findings to enhance the SASM software model for
more effective sentiment analysis.

III. METHODOLOGY AND DATA

In this study, we created an open-source, multi-channel,
multi-engine sentiment analysis software for social media and
digital reputation management purposes: SASM. The appli-
cation collects data/posts from three different social media
channels, Twitter, Reddit, and Tumblr. Initially, developer ac-
counts would have to be set up, and API keys for the respective
platforms would have to be requested. This would provide the
model access to the social media platforms. These platforms’
API keys would then be added to the code for the SASM
model. Moreover, the program would need to be configured
to ensure appropriate data collection as each platform has
its own constraints regarding the length of their texts. After
configuration, the program will be able to search all these
platforms’ databases for the particular keyword inputted and
return relevant posts. The data will be collected from each
of these social media channels simultaneously to compare
and observe the trends in the opinions of people across a
defined period. The software model then filters, aggregates,
and analyzes trends in the sentiment of content posted on
social media while leveraging the three sentiment analysis
engines. The results of the analysis are then displayed on a
dashboard. The performance of each engine on each of the
social media platforms would be compared and their relative
performance would be determined using pie-charts.

The proposed case study intends to collect data about layoffs
from Google, Amazon, and Microsoft. The posts would be
collected from the three social media channels. The three pro-
prietary sentiment analysis engines would be used to determine
the sentiment of the data collected. The relative agreement
of these engines would be evaluated to determine the ideal
combination.
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A. Case Study
The technology industry has been hit hard by layoffs in

2022 and 2023, with some of the biggest names in the field,
such as Amazon, Microsoft, and Google, all experiencing
workforce reductions. Through the first week of December
2022, 219,959 people were affected by 1,405 rounds of layoffs
at tech companies worldwide, according to TrueUp’s tech
layoff tracker [10]. Several factors contributed to the layoffs,
including the COVID-19 pandemic, inflation, and increasing
interest rates [11]. With the current state of the economy, we
will likely continue to see these types of workforce reductions
in the future [12]. Due to the relevance of the layoffs and
the vast data surrounding the conversation, we collected data
on Google, Amazon, and Microsoft layoffs for our case study.
We used SASM to collect, analyze, and assess several hundred
posts from Twitter, Reddit, and Tumblr related to the above-
mentioned layoffs. In the following subsections, we will briefly
introduce each company we studied as well as the social media
platforms (Twitter, Reddit, and Tumblr) we adopted.

1) Google: In January 2023, Google announced a plan to
lay off approximately 12000 employees. The layoffs were part
of a larger restructuring effort to ensure that their product areas
and roles align with their highest priorities as a company [13].
To support people during this difficult decision, according to
a company statement, Google promised to pay United States
(U.S.) employees during the full notification period (minimum
60 days), offer a severance package starting at 16 weeks
salary plus two weeks for every additional year at Google,
and accelerate at least 16 weeks of GSU vesting. Additionally,
the company stated that they would pay all 2022 bonuses &
remaining vacation time, and offer 6 months of healthcare,
job placement services, and immigration support for those
affected. Outside the U.S., employees would be supported in
line with local practices and regulations [14].

2) Amazon: In November 2022, Amazon laid off approx-
imately 10,000 employees. The impacted employees were
working on Alexa and Amazon’s Luna cloud gaming ser-
vice. Additionally, Amazon’s hardware and services, human
resources, and retail teams were affected during the layoff [15].
According to a company memo, the job cuts were intended
“to lower their cost to serve so that they could continue
investing in the wide selection, low prices, and fast shipping
that Amazon customers love” [16]. Furthermore, the memo
stated that U.S. workers will be getting a “60-day non-working
transitional period with full pay and benefits, plus additional
several weeks of severance depending on the length of time
with the company, a separation payment, transitional benefits,
and external job placement support” [16].

3) Microsoft: In January 2023, Microsoft announced to
layoff of 10,000 employees to address the turbulent economic
times and rising interest rates. Less than 5% of the company’s
entire workforce was affected by the job cuts, which ended
in the third fiscal quarter of that year, March 2023 [17]. The
affected employees were working on HoloLens and Microsoft
Edge; moreover, two major game studios under Microsoft, 343
Industries and Bethesda, were significantly impacted by the

process [18]. Microsoft stated that they intend to be thoughtful
and transparent throughout the whole process and provide 60
days’ notice before termination, above-market severance pay,
six months of healthcare coverage, ongoing stock vesting, and
career transition support to impacted employees [19].

B. Social Media Data Source

Data was collected from three primary social media chan-
nels: Twitter, Reddit, and Tumblr.

1) Twitter: According to [1], Twitter is considered one
of the best social media platforms through which the opin-
ions/sentiments of a large group of people towards a particular
topic can be obtained. Daily, Twitter sends out approximately
500 million Tweets causing it to become one of the largest
social media platforms [20]. Due to its massive user base
and high volume of real-time, publicly available data; Twitter
is an ideal social media platform for sentiment analysis.
Furthermore, Twitter users range from all age groups, socio-
economic status, and demographics allowing the sentiment
extracted from their posts to be an accurate representation of
society [21]. The Twitter API V2 provides a recent search
endpoint that returns Tweets from the last seven days that
match a search query. In this study, the application provides
the specified search keyword in the query and pulls all recent
Tweets containing the keyword.

2) Reddit: Reddit is a popular social media platform, where
the emphasis is on community rather than a single user [22].
In 2022, there was an average of 50 million daily active
users. Recent Reddit statistics in April 2021 show that it
was the tenth most-used social networking site in the United
States [23] and the 15th most-used social platform worldwide
[24]. It comprises a large number of communities known
as subreddits. Each subreddit has a discussion board for a
certain topic. Depending on their interests, users can create or
subscribe to a variety of subreddits [22].

Social media platforms, such as Twitter, Instagram, and
Meta have API restrictions that prevent applications from
extracting data. However, using the Pushshift Reddit Dataset,
social media researchers can easily query and analyze billions
of submissions and comments on Reddit. "Pushshift is a social
media data collection, analysis, and archiving platform that
since 2015 has collected Reddit data and made it available to
researchers". The Pushshift Reddit dataset is updated in real-
time and provides an API to search, aggregate and perform
exploratory analysis on the entirety of the dataset [25]. In this
study, user comments are pulled from all subreddits within 30
days of the API call containing a specified search keyword.

3) Tumblr: Tumblr is a microblogging and social network-
ing website founded by David Karp in 2007 that is currently
owned by Automattic. The service allows users to post mul-
timedia content to form short-form blogs known as tumblogs
[26]. Tumblogging has not been used in current research and
would be beneficial in obtaining a holistic understanding of
the sentiment of people towards a particular topic.

The official Tumblr API provides a \tagged endpoint that
allows the application to retrieve posts with a specific tag
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[27]. Tags make it easier for readers to find posts about a
specific topic on a user’s blog [28]. In this study, Tumblr
posts containing tags with the specified search keyword were
retrieved.

IV. SENTIMENT ANALYSIS OF SOCIAL MEDIA (SASM)

SASM is an open-source, cloud-based digital reputation
management software solution. The application collects user
posts from social media, performs sentiment analysis, and
provides meaningful information to the end-user to aid them
in evaluating and assessing their corporation’s, product’s, or
service’s online reputation.

A. Requirements Engineering

The SASM system has been designed to meet specific
requirements that aim to support marketing, reputation and
branding management activities [29]. Figure 1 details the
system use case diagram actors and main processes. Two
key actors have been identified; (1) User and (2) Social-
Media API. While the first actor interacts with SASM to
specify the search term, the second actor interacts with SASM
providing data feeds and retrieval functionalities. The goal
behind considering the Social-Media API is to allow SASM
to integrate independently and concurrently different social
media channels.

Figure 1: Sentiment Analysis of Social Media (SASM) Use
Case Diagram

According to the software development life cycle and best
practices, Requirements describe the characteristics that a
system must have to meet the needs of the stakeholders. These
requirements are typically divided into functional and non-
functional requirements. Functional Requirements [FR] de-
scribe how software must behave and what are its features and
functions [30]. Non-Functional Requirements [NFR] describe
the general characteristics of a system [31] They are also
known as quality attributes.

The following is a selection of functional requirements:
• [FR1] The system shall allow the user to input a search

keyword (maximum 512 characters) into the search bar

and click on submit. The system will then display relevant
graphs comparing and contrasting the public sentiment
associated with the keyword on the aforementioned social
media platforms;

• [FR2] The system shall allow the user to view the results
of the searched keyword and configure the charts to
extract the necessary information;

• [FR3] The system shall allow the user to view the results
of the case study and configure the charts to extract the
necessary information;

• [FR4] The system shall allow the user to view the top 10
posts for each social media platform in a tabular format.

The above-listed functional requirements have been ana-
lyzed and validated with stakeholders and the following set
of quality attributes (non-functional requirements) has been
derived:

• [NFR1] Availability: The system shall be available
24/7/365;

• [NFR2] Operability: the system shall be capable of com-
municating and retrieving data from common and well-
established social-media platforms: Twitter [32], Reddit
[33] and Tumblr [34].

• [NFR3] Storage: The system shall store the results of
each unique searched keyword in separate data stores and
therefore create a collection of archived data;

• [NFR4] Accessibility: The system shall be integrated
into the Laboratory for Applied Software Engineering
Research (LASER) website, and it should support all
browsers. Additionally, all material presented by the sys-
tem must meet the Web Content Accessibility Guidelines.

1) Scenarios: Figure 1 illustrates the use case diagram that
outlines the necessary actions to fulfil the system requirements.
Each user can take multiple paths within this use case. A
scenario represents a specific path that a user takes while
interacting with the system. It portrays a practical example
of how the system is used by one or more users, outlining the
steps, events, and actions that occur during the interaction.
Usage scenarios can range from highly detailed, describ-
ing precisely how the user interacts with the interface, to
moderately high-level, outlining the essential actions without
specifying how they are performed. This section provides a
detailed description of the usage scenarios depicted in the
SASM system’s system’s use case diagram.

Figure 2 detail the process of inputting a search term and
triggering the Listener. Figures 3 and 4 illustrate the process of
gathering social media posts and performing data cleaning to
prepare for the sentiment analysis process, detailed in Figure 5.
Figure 6 depicts a scenario where the user inputs a previously
used search term, resulting in an archive data store containing
both the current and past searches. Lastly, Figure 7 outlines the
visualization of the sentiment analysis results for the search
term, and Figure 8 specifies the visualization of the sentiment
analysis results for the case study.
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Use case Name: Query SASM
Preconditions: The user must navigate to the Home page
Main Sequence:

1) User must input a search term/phrase
2) User must click on the submit button

Outcome:
1) Listener is triggered to Gather Social Media data

Figure 2: Query SASM Scenario

Use case Name: Gather Social Media Data
Preconditions: The user must query SASM
Main Sequence:

1) Listener retrieves the search term
2) Aggregator searches for posts related to the search term on Twitter,

Reddit, and Tumblr
3) Aggregator retrieves posts and forwards them to the Cleaning service

Outcome:
1) Data for the search term is gathered.

Figure 3: Gather Social Media Data Scenario

Use case Name: Clean Raw Posts
Preconditions: A list of raw posts from Twitter, Reddit, and Tumblr, related to
the search term, is available for processing
Main Sequence:

1) Cleaner receives a list of raw posts and removes unneeded stopwords
2) Cleaned posts is sent to Microsoft Text Analytics service, Google

Cloud Natural Language service, and IBM Watson Natural Language
Understanding service to obtain the sentiment value

Outcome:
1) Gathered Social Media Data is cleaned

Figure 4: Clean Raw Posts Scenario

Use case Name: Execute Sentiment Analysis
Preconditions: List of clean posts has been sent to the sentiment analysis engines
Main Sequence:

1) Engines produces a sentiment value for each of the posts
2) Sentiment values of each post are appended to their corresponding

documents in a MongoDB collection
Outcome:

1) Each document in the MongoDB collection consists of the full post,
cleaned post, social media platform, and the respective sentiment value
from each engine.

Figure 5: Execute Sentiment Analysis Scenario

Use case Name: Archive Results
Preconditions: User specified a search term which was previously inputted
Main Sequence:

1) Results from the current search are stored in the pre-existing collection
creating an archived data store

2) Results displayed to the user consist of the entire collection
Outcome:

1) An archived data collection is created for the specified search term

Figure 6: Archive Results Scenario

Use case Name: View Analysis Results
Preconditions: The user has navigated to the Home page, inputted a search term
and clicked on the submit button
Main Sequence:

1) User is shown all analysis result reports that pertain to their search term
2) User filters their search for specific information, i.e. social media

platforms, sentiment analysis engines, and more
3) Analysis results from the filter are displayed

Outcome:
1) User has viewed the gathered analysis results

Figure 7: View Analysis Results Scenario

Use case Name: View Case Study Results
Preconditions: User navigated to the Results page
Main Sequence:

1) User is shown all analysis result reports that pertain to the case study
2) User filters their search for specific information, i.e. information tech-

nology companies, social media platforms, sentiment analysis engines,
and more

3) Analysis results from the filter are displayed
Outcome:

1) User has viewed the case study analysis results

Figure 8: View Case Study Results Scenario

B. Software Architecture and Design

SASM is implemented using a client-server architecture.
The client and server communicate using a RESTful API. The
interactions between the client, server, and all the modules
contained in the server are depicted in Figure 9. The following
subsections detail their functionalities:

1) Dashboard: A user navigates to the Home Page in the
SASM Dashboard, provides a search keyword in the input
field, and clicks on the submit button. The search keyword is
sent to the Listener Module via a HTTP POST request.

2) Listener Module: The Listener Module is bounded to
an Azure Functions HTTP Trigger. The HTTP Trigger invokes
the Listener Module when the HTTP POST request containing
the search keyword is received. The search keyword is then
passed off to the Aggregator Module.

3) Aggregator Module: The Aggregator Module is respon-
sible for querying and retrieving data containing the search
keyword from the three social media platforms, Twitter, Red-
dit, and Tumblr using their respective APIs. The collected data
is published to an Azure Service Bus Topic: General Cleaner.

4) Cleaner Module: The Cleaner Module subscribes to the
General Cleaner topic and fetches data from the Service Bus.
The data is then cleaned as follows:

• Data Preprocessing: Process of removing usernames,
hashtags, URLs, newlines, punctuation, numbers, and
stop words [35]. Stop words are ubiquitous terms in
writing such as ’the’, ’and’, ’I’, and so on that do not give
insights into the specific topic of a document. During data
preprocessing, these stop words are removed from the text
to identify words that are more infrequent and potentially
more pertinent to the context [36]. Additionally, HTML
links (URLs), usernames, hashtags, and embedding are
removed as they do not add value to the data [35]. Data
preprocessing is an integral step in ensuring the text is
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Figure 9: SASM Software Architectural Overview

cleaned and relevant data is extracted and formatted for
analysis.

• Tokenization: Process of splitting text to individual words
[35].

• Lemmatization: Process of collecting the inflected ele-
ments of a word so that they may be identified as a single
unit, called the word’s lemma or its vocabulary form. The
algorithm converts words to their basic form or root [37].
In Python programming, these tasks can be carried out
by NLTK built-in library functions [38].

5) Sentiment Analysis Module: The Sentiment Analysis
module receives a list of clean posts. Each post is sent to
the individual sentiment analysis engines, MTA, GCNLA, and
IWNLU, using their respective APIs. The engines then return
the associated sentiment value which is converted to a number
between -1 to +1:

• Values near negative 1 have a negative sentiment.
• Values near 0 have a neutral sentiment.
• Values near positive 1 have a positive sentiment.
The results are stored in a cloud-based MongoDB Atlas

database [39], and the SASM dashboard retrieves the data and
displays it using several infographics. The results from the
dashboard can be seen in Figures 10, 11, and 12.

In Figure 10, a scatter plot displays the sentiment values
for the most recent posts that were retrieved from Twitter con-
taining the search keyword, iPhone. In the SASM dashboard,
similar scatter plots for Reddit and Tumblr are generated as
well to provide an individual and unique understanding of
each social media platform. The plots provides insight into
the overall sentiment of people on a particular social media
platform towards the search keyword. Moreover, for a specific

Figure 10: Home Page: Sentiment Analysis of Posts on Twitter

Figure 11: Frequency Distribution of the Sentiment Value for
Posts analyzed by IWNLU

post, it allows the user to compare the sentiment value detected
by each sentiment analysis engine: IWNLU, GCNLA, and
MTA.

Figure 11 displays the frequency distribution of the senti-
ment values generated by the IWNLU engine. In the SASM
dashboard, frequency distribution plots for GCNLA and MTA
are also available for users’ to view. The count of the posts is
cumulative and across all social media platforms.

Lastly, Figure 12 outlines the data collected in a tabular
form. It consists of the post ID, full text of the post, social
media platform, and the corresponding sentiment values from
each engine. The user may filter the table based on a specific
social media platform (Twitter, Reddit, and Tumblr) using the
dropdown and display those particular posts.

Figure 12: Results for All Social Media Platforms in Tabular
Form
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V. RESULTS

To compare, contrast, and evaluate the performance of the
three sentiment analysis engines, GCNLA, MTA, and IWNLU,
we used a relevant case study. Our study focused on the mass
layoffs in 2022-2023 from three major information technology
companies - Google, Amazon, and Microsoft. Using a Power-
shell Task Scheduler, posts were collected for 3 days, starting
on January 31st 2023 to February 2nd, 2023. We used SASM
to query and retrieve posts containing the following keywords:
google layoffs, amazon layoffs, and microsoft layoffs. A total of
1607 posts were collected for the above mentioned keywords,
but due to API limitations, more data could not be collected.
653 posts containing the keywords "google" and "layoffs"; 501
posts containing the keywords "amazon" and "layoffs"; and
453 posts containing the keywords "microsoft" and "layoffs"
were collected from the three social media platforms. The
collected data was then visualized using pie charts.

Each chart displays the percentage of posts that have senti-
ment values in agreement with each other (+- 0.1) for specific
combinations of sentiment analysis engines. For instance,
Figure 13 consists of 4 pie charts for the Google Layoffs
collection. The first pie chart shows the percentage of posts
collected from all social media platforms:

• 38.3% of the posts had sentiment values that were not
within +- 0.1 of each other for all combinations of
engines: MTA & GCNLA, MTA & IWNLU, IWNLU
& GCNLA;

• 33.7% of the posts had sentiment values that were within
+- 0.1 of each other for only MTA and IWNLU engines;

• 12.4% of the posts had sentiment values that were within
+- 0.1 of each other for only MTA and GCNLA engines;

• 10.6% of the posts had sentiment values that were within
+- 0.1 of each other for only GCNLA and IWNLU
engines;

• 5.03% of the posts had sentiment values that were within
+- 0.1 of each other for all combinations of engines: MTA
& GCNLA, MTA & IWNLU, IWNLU & GCNLA.

The process was repeated for each social media platform,
Twitter, Reddit, and Tumblr. Their results are displayed in the
second, third, and fourth pie charts in Figure 13, respectively.
This was done to evaluate and analyze trends across different
social media platforms and it was observed that generally for
pairs of sentiment analysis engines, MTA and IWNLU had
the greatest percentage of posts where the sentiment values
were in agreement (+-0.1 of each other). This was followed
by MTA and GCNLA, and lastly, IWNLU and GCNLA.

It was also interesting to observe that the trend was apparent
across all the search keywords. Figure 14 and Figure 15 dis-
play the corresponding pie charts for Amazon and Microsoft
layoffs. It can be seen that the decreasing order of sentiment
analysis engine pairs for the number of posts with similar
sentiment values continue to be MTA & IWNLU, MTA &
GCNLA, and IWNLU & GCNLA.

Figure 13: Google Layoffs

VI. DISCUSSION

The research project faced several limitations in the data
collection and analysis process. One major limitation was
that the MTA engine could not analyze more than 10 posts
at a time limiting the total number of posts that could be
analyzed in each iteration. Additionally, Tumblr, which was
included as a data source, was found to be an unreliable
source of information due to it being image-based and the
limitation in the number of posts that were available related
to technology and layoffs. Furthermore, we were unable to
verify the sentiment analysis engine’s results and had to trust
proprietary tools for analysis. We were only able to visually
verify the results by observing the proximity of the dots in the
scatter plots presented in the Home Page.

Another limitation was the inability to include spatiotem-
poral analysis in the scope of the project. This was due to the
fact that while Twitter returned spatiotemporal data; Tumblr
and Reddit did not. Since data was being collected from three
different channels, extracting spatiotemporal data for all three
was not feasible. Moreover, the application had a limitation in
search accuracy, as it sometimes returned posts that were not
related to the search query.

The project also encountered limitations in collecting data
from other languages due to the occurrence of Unicode errors,
which resulted in the application ignoring those posts. This
highlights the need for a better application that takes multi-
language into account for effective data collection.
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Figure 14: Amazon Layoffs Figure 15: Microsoft Layoffs

Moreover, when the data is limited, these platforms might
underperform because their models are typically trained on
large, varied corpora and require diverse inputs to generalize
well. A small data set may lack the nuance or range of
expressions needed to test the models’ abilities to handle
different tones, contexts, or subtleties in sentiment.

In addition, sentiment analysis engines also have their
limitations in analyzing data from different languages, with
some engines supporting more languages than others. The 512-
character search keyword limitation also poses a challenge
in effectively searching for relevant data, as it may not be
possible to include all relevant keywords within the character
limit.

Moreover, the amount of data that can be pulled from the
social media platform is limited by the API calls, which can
also affect the quality of the data collected. There is also a
limitation in the amount of data that can be passed to the
sentiment analysis engines, which can affect the accuracy of
the analysis.

VII. CONCLUSION AND FUTURE WORK

In this paper, we introduced Sentiment Analysis of Social
Media, an open-source, multi-channel, multi-engine sentiment
analysis software for social media and digital reputation
management purposes. SASM collects user posts from three
social media platforms, performs sentiment analysis using
three analytic engines, and provides meaningful information
to the end-user to aid them in evaluating and assessing their

corporation’s, product’s, or service’s online reputation. To ver-
ify and validate the effectiveness of SASM, a case study was
conducted to collect data about layoffs from Google, Amazon,
and Microsoft from Twitter, Reddit, and Tumblr. The goal
was to study the feasibility of developing a multi-channel &
multi-engine platform and potentially comparing, contrasting,
and evaluating the performance of the three sentiment analysis
engines: GCNLA, IWNLU, and MTA.

Future research should focus on developing better appli-
cations that can effectively collect data from multiple lan-
guages. Efforts should be made to overcome the limitations
of API calls to enhance the quality and quantity of data
collected for sentiment analysis. Moreover, additional efforts
will focus on expanding data collection to ensure a more
comprehensive dataset. Larger datasets will support more
fine-grained comparisons between different sentiment analysis
engines will be essential to evaluate their performance across
various contexts and use cases, allowing for more accurate and
nuanced insights. Furthermore, performing a spatiotemporal
analysis of the collected data would be interesting as it would
allow companies to evaluate their digital presence in different
locations and dedicate resources accordingly. Lastly, using
a different and diverse social media platform such as Meta
should be considered for data collection.
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