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Abstract—Protecting Critical Infrastructures (CIs) requires
decisions made about systems with complex dynamics, which
rarely admits accurate descriptions or precise predictions. For
this reason, simulation models are often probabilistic, embodying
known (physical) laws to the extent possible, but generally adding
a random element to account for unexpected events that security
management is primarily concerned with. One such complex
element is the interplay between different components of a CI, i.e.,
the dynamic inside a CI, which is more than just the sum of the
mutual dependencies. Another important factor is the interplay
between CIs, which might be understood between two specific CIs
but less well known when it comes to mutual impacts. Simulations
can help assessing these dependencies, but only to the extent as
they are accurately specifiable. This work addresses the practical
issues of using a probabilistic model to simulate cascading
effects in interdependent CIs by proposing methods to allow
for specifications carrying subjective uncertainty. The description
follows a running example of a fictitious water provider, where a
stochastic simulation model of incident propagation is embedded
into its existing risk management process. Our exposition runs
up to the final question of the decision maker about where to
take action and how to prioritize assets regarding their need
for protection, but also their role in impact propagation. The
final picture delivered by the method outlined here is meant
as a support for risk management decisions, containing possible
concrete scenarios in an aggregate form. The value for a decision
maker is the revelation of previously unseen influences and
impacts besides the known causes and threats being subject of
the risk management. This paper demonstrates how a stochastic
model of dependencies between CIs can be integrated in a
standard risk management process and illustrates each step for
the case of a fictitious water provider.

Keywords-critical infrastructure; dependencies; risk man-
agement; water supply

I. INTRODUCTION

Critical Infrastructures (CIs) are essential pillars of today’s
society that relies on availability of water, power, health care
and transportation but also on the availability of food. Due of
the high impact of a failure of even one of these infrastructures
on society, a lot of research focuses on investigation of CIs. Of
particular interest are the various interdependencies between
CIs as these increase in number and type. For example, a
hospital nowadays does not only depend on electricity, water
and food supply, and a well functioning transportation system

but also on information and control systems for intensive
care or surgery. Even worse, interdependencies may amplify
consequences of an reduced availability of one CI due to cas-
cading effects. Such effects need to be taken into account when
conducting a risk analysis [1]. While the local protection of
a CI is possible using respective domain knowledge, securing
the compound of several interacting CIs requires cross-domain
expertise that is hardly available to the expert(s) in charge.
Thus, to understand wide-range impacts cascading over several
interdependent CIs, simulations are an indispensable tool to
discover scenarios that require an orchestrated defence in-
volving a collaboration of security officers in several distinct
CI. Our model meets this need by letting each domain expert
describe its own local CI, and leaving the interdependencies
between two CIs as a matter of two domain experts agreeing
on how their individual CIs interact with and depend on one
another.

Since risk analysis is only one step in a more comprehensive
risk management process, we here illustrate how such an
advanced risk analysis can be integrated in an existing risk
management process with the aim of yielding more accurate
results. Our analysis uses the simulation tool described in [2].
The paper gives a step-by-step description of how to integrate
a mathematical model into risk management processes and
illustrates the procedure with an example. Practical aspects
such as the use of expert opinions are discussed.

Related Work

Interdependencies between CIs have increased during the
past decade and turned formerly loosely dependent CIs into
a complex and highly interconnected network of CIs. The
increasing complexity gave rise to numerous models of the
dynamics inside a CI and between CIs. Early methods to
describe those dynamics include Hierarchical Holographic
Modeling (HHM) [3], followed by a multi-graph model for
random failures [4] or input-output models [5]. However, most
of these methods do not pay enough attention to nowadays
interdependencies that yield to manifold effects of a single
incident. The unpredictability of consequences shifted the
focus towards stochastic models. While Markov models are
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popular due to their simple structure, the applicability is
often limited due to the exponentially growing state space.
Models trying to cope with this issue allow for memory
[6] but are challenging to put to practice due to their high
complexity. The Interdependent Markov Chain (IDMC) model
describes cascading failures in interdependent infrastructures
in power systems [7], where every infrastructure is described
by one discrete-time Markov chain where interdependencies
between these chains are represented by dependent transition
probabilities. A stochastic model allowing different degrees
of failure while still being relatively simple to implement has
been introduced in [8]. This paper extends previous work in
the filed of cascading effects in interconnected networks [8],
[9] but is also similar to approaches in IT security such as
[10].

Incidents such as the disruption of electric power in Califor-
nia in 2001 [11], a power outage in Italy in 2003 [12] or failure
of the nuclear plant in Fukushima, Japan, have demonstrated
that interdependencies between various systems exist of which
even experts were not aware. Intentional attacks such as the
hacking of the Ukrainian power grid in 2015 [13], the Stuxnet
worm [14] or the WannaCry ransomware (that hit hospitals
particularly hard [15]) demonstrated the vulnerability of CIs
due to the growing digitalization. Awareness of vulnerability
due to cyberattacks has increased after recent attacks such as
botnets [16] that nowadays also focus on critical information
infrastructures [17]. Despite these well-known events, data is
sparse and not sufficient to enable statistical analysis. Instead,
simulation of such events and discussions with experts are
needed to investigate consequences of incidents. The incidents
of interest are both natural events (such as natural disasters)
and man-made events, including unwanted interventions like
cyberattacks or human error. Especially cyberattacks have re-
cently moved into the center of attention and the EU Directive
2016/1148 on cyber security (also called the NIS-directive)
describes regulations to increase the protection of CIs [18].
Simulating the consequences of an incident only requires
knowledge about propagation dynamics and not about the type
of incident (i.e., about the trigger) but even this information
is typically difficult to get due to missing experience. Sim-
ulation methods are available to some extent, e.g., [19], and
allow comparison of different models for specific situations.
Motivated by the consequences of recent incidents, there is a
growing interest in resilience of critical infrastructures [20].
An overview on models on interdependent CIs is presented
in [21], while [22] gives an extensive review and comparison
of different models of cascading effects in power systems. A
general review on interdependencies between infrastructures
with a focus on the different types of dependencies is given
in [23]. The amount of research focusing on water supply and
water providers seems to be more limited. A study focusing on
security weaknesses of Industrial Control Systems (ICSs) and
Supervisory Control and Data Acquisition (SCADA) systems
and how to find good practices for water providers can be
found in [24]. So far, there is only limited research focusing
on incidents affecting a water provider. The impact of an

Advanced Persistent Threat (APT) on a water provider has
been investigated in [25] and [26].

In the following we demonstrate how to take interdependen-
cies into account when analysing a critical infrastructure. The
method is described for any critical infrastructure, as defined
according to the European Commission [27].

‘Critical infrastructure’ means an asset, system or
part thereof located in Member States which is
essential for the maintenance of vital societal func-
tions, health, safety, security, economic or social
well-being of people, and the disruption or destruc-
tion of which would have a significant impact in a
Member State as a result of the failure to maintain
those functions.

The approach is illustrated focussing on a water provider.

Paper Outline

Since this article aims at illustrating the use of a theoretical
model in practice, the remainder of this paper illustrates the
various steps in detail for a example CI. Section II describes
step by step how to integrate the analysis of stochastic
dependencies between CIs in a risk management process.
Section III then illustrates how the risk management process
can be implemented for a fictitious water provider. Section IV
provides concluding remarks and points out some directions
of future work.

II. INCORPORATING STOCHASTIC DEPENDENCIES IN A
RISK MANAGEMENT PROCESS

This section illustrates how stochastic interdependencies be-
tween CIs can be incorporated in a standard risk management
process. The process follows the ISO 31000 framework [28]
and provides a step by step guide whose application will be
illustrated by the analysis of a fictitious water provider in the
following section. Our focus lies on the risk analysis (Step
C below) as this is where the interdependencies between CIs
have the biggest effect.

The upcoming analysis is based on modelling a CI as a set
of interdependent assets (i.e., the relevant components of the
CI) as a directed graph whose nodes represent the assets and
edges represent the dependencies between them. Each asset
carries the following information:

• Criticality: How important is the asset for the overall
functionality of the CI?

• Dependencies: How critical is the asset for the function-
ality of other related assets?

• Status indicator: What is the level of functionality of each
asset?

As for the last question, we here use different states on
the scale {1, 2, 3} to express increasing degrees of affection,
ranging from status “working” (represented by value 1) up
to the worst case status “outage” (represented by value 3),
where the intermediate status level corresponds to limited
functionality. More granular scales are possible but these three
states are enough for illustration purposes.
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Remark 1: It is important to note that we use the general
term “asset” here, as in the standard risk management litera-
ture, when investigating risks within a CI. When interested
in dependencies between CIs, e.g., the interplay between
power providers, hospitals and water suppliers, a high-level
perspective may see each CI as an asset and apply the model
of stochastic dependencies. In this work, we focus on a single
CI’s situation and will thus hereafter use the term asset to
describe a component of a CI.

A. Establishing the context

As a very first step it is necessary to understand the situation
at hand. This includes both a description of how the water
provider works internally as well as a deeper understanding
of the overall context, i.e., dependencies to other CIs that
provide input or require input for their part to ensure smooth
operation. Dependencies between CIs are manifold and require
a thorough analysis. In particular, dependencies are in no way
limited to visible physical and known cyber connections but
the analysis should also take into account logical interdepen-
dencies between different parts, as in the case of a control
system.

A useful way to obtain an overview of the situation (and
to discover potential missing dependencies) is visualization
through a graph. To this end, a full list of components of the
infrastructure as well as a full list of providers they depend
on is represented in a network model. In a large network it
may be useful (or even necessary) to classify dependencies
according to their properties and only assign values to every
class of connection, such as assigning one of the types “water”,
“communication” or “electricity” to every connection. This
allows for distinction of different relationships but at the same
time avoids an excessive amount of assessments.

Finally, context and focus of the risk management process
are determined, defining which parts of the organization is
covered by the analysis (which assets are relevant) and which
criteria are used to evaluate the significance of risks, but also
answering organizational questions such responsibilities and
resources for the upcoming analysis.

B. Risk Identification

Next, it is important to identify the relevant risks. It is useful
to distinguish the terms “threat”, “vulnerability” and “risk”
in the following: a threat is any factor or condition that can
impact the correct functionality or security of a system. A
vulnerability is any condition or property of a system that can
lead to affection by a threat. A risk is the coincidence of threat
and vulnerability. A security incident is then the physical event
of a threat that hits some vulnerability and thereby causes an
impact on the system. Quantitatively, risk is understood as the
product of impact and the likelihood for the impact to occur.

In order to get a comprehensive overview, several sources
need to be taken into account. General technical vulnerabilities
are collected in databases such as the National Vulnerability
Database (NVD) [29] while specific vulnerabilities of software

and hardware components may be detected by use of auto-
mated vulnerability scanners such as Nessus [30] or OpenVAS
[31]. Historic data help identify threats specific to the CI and
discussions with experts form the field help understand which
of these threats are actually risks. This step yields a list of the
relevant risks that are analysed in the following.

C. Risk Analysis

This step is about getting a deeper understanding of the risks
identified in the last step. Which assets are directly affected
by each risk? What are the indirect consequences? How likely
is each risk to occur?

Reports on past incidents are a good source to enhance
understanding of risks. However, such data is not always
available, either due to the rare occurrence or due to the fact
that only necessary information is reported.

Consequences of an Incident

This step aims at estimating the consequences of an in-
cident, i.e. of a realisation of each of the risks considered.
To this end we apply the stochastic model introduced in [8]
that also allows simulation. The simulation assumes that a
certain incident has just occurred and directly affects one or
more assets by putting them from functional into affected or
even outage state. Based on the dependency information the
status of related (dependent) assets is updated accordingly,
where each asset may individually undergo different status
changes, depending on the importance of the other asset (e.g.,
a mild affection may occur if the failed asset provides only a
small part of the supply, or a severe affection may occur if an
asset vitally depends on another yet failed asset). This reveals
cascading effects, i.e., indirect impacts of a realisation of a risk
scenario that are not evident at first sight. State transitions
are supposed to happen probabilistically to cover cases of
deterministic dependencies (e.g., a pump is fully relying on
a continuous electricity supply) as well as probabilistic de-
pendencies (e.g., water shortage can temporarily be overcome
by backup water reservoirs). Application of the model [8] asks
experts to provide assessments for the identified risks and to
discuss the consequences of a realisation of each of these risks.
While the model describes the propagation mechanisms and
provides an estimate of the overall impact of an incident on a
CI it requires knowledge about the effect of a failure of one
single component on the ones directly depending on it. The
core duty of the modeling then boils down into two major
tasks:

1) Enumerate all assets and identify interdependencies be-
tween them as detailed as possible. In the following, we
use the arrow notation A→ B to denote a dependency of
asset B on asset A (cf. Figure 1, e.g., where the pump B
depends on the water A). A directed graph may be used
to illustrate the situation.

2) Based on this information, specify probabilities for state
changes in a dependent asset B, if the provider asset A
is not working properly (i.e., is in state 2 or 3).
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The first step typically collects information that is known
and available to the CI operator. The challenging part is
specification of the transition probabilities in the second step.
This is a general issue in any probabilistic model (i.e., not
specific to the one applied here), together with the occurring
costs to the CI operator in terms of human resources.

The sought transition probabilities describe how likely it
is that limited functionality or a complete shutdown of one
component affects the dependent components. While historic
data may provide some information on these transitions such
data is rarely (publicly) available so that expert knowledge is
the only remaining source. Despite the human resource cost to
the CI this source is of high value since experienced employee
often have a profound knowledge that is not available in
written form. Still, experts may find it hard to provide precise
estimates of likelihoods but rather have an idea about what
is likely to happen next (based on past incidents). Aware of
this problem, we avoid asking for precise numerical values
but rather look for an assessment on a qualitative scale,
as recommended in risk management (e.g., by the German
Federal Office for Information Security (BSI) [32]). One way
to address this problem is to ask for a qualitative prediction
combined with a statement on the confidence of this estimate
[1]. According to this approach we ask experts to answer the
following two questions for each transmission probability tij
that needs to be estimated.

If the provider is in state i, how likely is it that this
will put the dependent asset into state j?

Since this is usually hard to answer, we replace it by the
following two simpler questions.

1) “If the provider is in state i, what is the most likely state
j that the dependent asset will be in after this incident?”

2) “How certain are you about this prediction?”
The answers are to be chosen from a set of predefined values,
namely from the set of states {1, . . . , k} for 1) and a set of
possible confidence levels for 2). Even if the expert is unsure
about the consequences, he typically still has a reasonable idea
about the intensity of the consequences, i.e., if the expected
consequences will be “close” to the predicted value. Because
of this, the method assumes that in the case of uncertain
assignments similar values as the predicted one are also likely
to occur. In case an expert does not feel competent enough to
make a prediction it is assumed that all possible values occur
with the same likelihood. This intuition can be formalized and
yields a probability distribution over the set of all possible
states as shown in Table I.

TABLE I. Distribution over the CI’s possible next state based on the
expert’s assignment

prediction totally sure somewhat unsure totally unsure
1 (1,0,0) (2/3, 1/3, 0) (1/3,1/3,1/3)
2 (0,1,0) (1/4, 2/4, 1/4) (1/3,1/3,1/3)
3 (0,0,1) (0, 2/3, 1/3) (1/3,1/3,1/3)

Exact predictions may be difficult to provide even for very
experienced people working in the respective domain. In order
to capture this fact, the model can be extended to allow experts

to be mistaken with a small probability ε even when they are
sure about their prediction. We discussed this problem and a
possible solution in [1] but will not go into detail here to keep
the focus on the overall risk management process.

The input to the simulation is a network graph of connected
assets of a critical infrastructure where each of these assets
is in one specific state representing its functionality level.
This graph resembles the picture in Figure 1 but additionally
augments each node with matrices indicating the status change
probabilities for each dependency. Dependencies may change
over time, i.e., a short-term outage of a providers it typically
less severe than a lasting reduced availability. This is partic-
ularly true for power supply (that is the backbone of every
CI) where emergency power supply should prevent damage
for a limited time period. The simulation will thus need a
state transition probability matrix per dependency and per time
frame.

The simulation prototype [2] distinguishes short, medium
and long-term dependencies. For each of these time frames
the probabilities tij = Pr(B is in state j|A switches into state
i) describe the transition regimes. While the stochastic model
allows a recovery (i.e., switching back into a better status), this
is not yet implemented in the current version of the prototype.

The simulation starts when a risk scenario becomes reality,
imitating probabilistic transitions (as for a Markov chain), and
stops after a predefined time horizon (with the rationale that
far-fetching forecasts become increasingly unreliable and hop-
ing that after a decent amount of time some countermeasures
can be taken). Each simulation run yields a time series of state
transitions for all assets of the CI.

Given a number of simulations of a risk scenario (that may
contain several risk, see [1]), the final states per assets can
be averaged to get an estimate of the likelihood that this part
of the CI is affected. For visualization it is helpful to apply
color codes, ranging from green (symbolizing a working state)
to red (symbolizing an outage), alerting about the criticality
of the current condition. Numerically, the simulation results
may be summarized as a table that lists the number of
components which are on average in any of the possible states.
The OMNeT++ tool is used here to support the visualization
and execution of our simulation, as described in [2]. Various
additional outputs are possible, such as plots of time-lines
relating to a single simulation run. This would display the
times when a CI asset changes its state, and would show the
temporal development of the cascading impacts.

Remark 2: It must be kept in mind that the simulation does
not provide information about the likelihood for an incident
to occur but starts from a given scenario that is assumed to
have happened. The simulation then yields information on the
likelihood of the consequences of this scenario.

D. Risk Evaluation

Risk evaluation is concerned with prioritizing the risks
identified in Step II-B according to the criteria chosen in
Step II-A. Classical risk management approaches use a cost-
benefit analysis to decide on which risks are treated first. More
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advanced approaches based on game theory allow optimizing
several goals simultaneously, thus also take into account non-
monetary factors such as reputation or employees satisfaction
[33].

As part of the overall risk management process, risk evalua-
tion takes the results of the risk analysis step II-C into account.
Based on this, it is possible to compare the different risks in
terms of the impact they have on the CI (according to the
considered goals). Ordering risks is doable in manifold ways,
such as taking expectations (i.e., risk = impact × likelihood)
or by lexicographic order on impacts. This is our choice in
the following, based on the HyRiM stochastic ordering [34].
This approach corresponds to minimization of the likelihood
of the worst possible damage.

E. Risk Treatment

Risk Treatment classically focuses on ways to mitigate risks
by means of improving existing controls or implementing new
controls in order to either reduce the likelihood of occurrence
or the magnitude of the consequences and the selection of
the controls to be implemented is often subjective. Advanced
approaches apply game theory to find (a mix of) optimal
controls [35] by considering various defence actions and
selecting an optimal selection of these.

Based on the risk evaluation step II-D, risk treatment evalu-
ates mitigation actions tailored to the specific risk scenario. In
order to achieve that, it is necessary to have information on the
reasons for a failure (root cause analysis), which simulations
can deliver (we will illustrate this in Section III-E). Based
on this information, we can proceed to find precautions and
defence actions that provide optimal protection. Once these are
implemented, risks can be reassessed (following the same steps
but using updated assessment reflecting the new situation) to
measure the effectiveness of the treatment.

Another way to treat the analysed risks is to identify
mitigation strategies. Since resources are limited, an important
task is selecting from a set of potential strategies. A method
to solve this optimization problem is to consider the different
risks as strategies of an attacker (nature in this case) and let
the operator of the CI defend his system. At first sight, this
might be an inappropriate model for two reasons. First, game
theory assumes rational players that are able to predict the
(best) responses of the other players to their actions. Still game
theory is able to provide reasonable results when applying a
zero sum game, as this type of game assumes that the attacker
want to cause maximal damage. When the defender plays his
optimal attack for this worst case, he will only be better off
if the attacker deviates from his optimal strategy due to the
characterization of a Nash equilibrium. The identified solution
may not be as efficient as if we knew the attackers intentions
but they yield an upper bound to the expected damage. The
second issue with game theoretic models is the traditional
assumption that payoffs are real valued. This assumption can
however be generalized under very mild assumptions [36] such
payoffs may be random. Thus the impact can be estimated
through a simulation model as described above and payoffs

of the game are the estimated distributions over all possible
states. A Nash equilibrium can be computed numerically, e.g.,
in R [37]. Application of this game theoretic setting to CIs are
illustrated in [35], [38].

III. ANALYSING A WATER PROVIDER

This section demonstrates how to put the process described
in Section II into practice for a specific CI. In the following, we
analyse risks faced by a fictitious water provider following the
steps laid out above. All assessments and estimates presented
in this paper are illustrative only, since any such data is
sensitive and hence protected. However, the data used is based
on discussions with experts of the field to be as realistic as
possible. The main goal is to illustrate how to analyse the
consequences of a risk scenario affecting a CI that is part of
an entire network of interdependent CIs, i.e., depends on some
CIs and in turn provides important input to other CIs.

In the following, we consider a European water provider
of average size providing its services to a town with several
hundred thousands inhabitants as well as some municipalities
in the surrounding area. The water provider is responsible for
planning, building and maintaining the entire water network,
but his main focus is on the availability of the drinking water.
In order to ensure a sustainable water quality, the provider
supports water processing and sewage cleaning by using an
ICS. The considered use case assumes various sources for
water, namely a mountain spring, a river and a well. The
two latter use pumps to lift the water above ground level.
The water is further treated at the water plant to increase
the quality (e.g., through removal of undesired chemicals or
adding of minerals). Transportation paths are short due to
the geography of the landscape and the number of necessary
lines is correspondingly low. Several reservoirs are available to
ensure water supply in case of high demand, e.g., to extinguish
fire.

The water provider relies on the transportation system, in
particular on roads, e.g., to be able to perform maintenance and
manual checks, and as many other CI it crucially depends on
electricity. In this scenario, we consider an internal power plant
that contributes approximately 30% of the required energy
while the remaining power comes from external providers.
Redundancy in the system and an emergency power supply
help to mitigate the criticality of this dependency. In case of a
reduction or an interruption of electricity, the utility provider
is still able to guarantee supply with drinking water up to three
days due the precautionary measures.

On the other hand, the water provider is important for
numerous other CIs in the region. It supplies drinking water to
hospitals, schools and grocery stores but also cooling water for
both hospitals and industrial companies. The actual relevance
of each of these connections can only be assessed by the
CIs depending on it, which requires discussions with the
corresponding experts and thus goes beyond the scope of this
use case that focuses on the risk management for a water
utility. The remainder of this section presents an analysis
of the effects stemming from the realisation of a risk using
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a qualitative risk assessment performed by experts from the
water domain.

A. Establishing the context

The main input to context establishment is discussion with
experts. In detail, we discussed the importance of each asset
for the functionality of water supply which yielded a list as
given in Table II. Besides the elements required for production
(river and well pump), purification (water plant) and storage
(water reservoir) this list also contains essential elements of
water distribution, namely two parts of a distribution network.
Functionality of this network is essential for the delivery
of water to dependent CIs. In order to at least indicate the
complexity of this distribution network we composed it of two
different parts where the second part is located at a higher
altitude than the first part such that a pump is required for
transportation. Both the river pump and the well pump are
abstract nodes that are supposed to describe the behaviour
of all pumps of the corresponding type (if more than one
exist). This abstraction allows us to model situations where a
significant number of pumps fail so that it affects availability
of water.

TABLE II. List of Infrastructures and Providers

Number Object
1 Water Plant
2 Mountain Spring
3 Well
4 Well Pump
5 Water Reservoir
6 River
7 River Pump
8 Power Grid
9 Communication
10 SCADA server
11 Distribution network 1
12 Distribution Pump
13 Distribution network 2

Besides the assets themselves, emergency systems and back-
ups need to be accounted for in the modeling process, e.g., we
assume the existence of emergency power stations as required
by (Austrian) law. Such components are indirectly taken into
account when assessing the dependencies (in particular when
setting up the transmission regime; shortage in power supply
only affects other parts after a certain time) rather than being
assets themselves.

The situation of the fictitious water provider is displayed
in Figure 1 showing all relevant interdependencies between
the assets. Initially, we assume that the everything is working
smoothly, i.e., every asset is in states 1, until an incident
happens. In our small example, we refrain from categorising
the connections but rather assess every single connection.

B. Risk Identification

In order to identify the relevant risks we discussed potential
threats with experts. The most significant ones for a water
provider turned out to be the following ones.

Fig. 1. Visualization of water use case

• R1: flooding
• R2: extreme weather conditions
• R3: leakage of hazardous material (water contamination)
• R4: cyberattack (e.g., on SCADA server)

Risk R2 indicates the general vulnerability of water supply on
the weather. For the upcoming analysis however, we need to
be more specific in order to analyse the risk in the next step.
Short-term heavy rain is not as a severe problem for a water
provider (it certainly is for other CIs), since the main source of
the water provider is groundwater. While it may cause smaller
damage to the infrastructure, it will not interrupt water supply
which is the core interest of our fictitious water provider.
Some experts see flash floods an underestimated hazard and
raise awareness [39]. Currently, droughts are considered more
problematic for a water utility, in particular because they are
likely to become more frequent in near future. Thus, we
analyse the risk R2 to be a heat wave in the following.

C. Risk Analysis

Knowing the relevant risks, it is necessary to understand
each of these in detail. First, we identify the likelihood of each
asset to be directly affected by a realisation of each of the risks.
A flooding affects single sites (such as a well) but is typically
not critical for the overall functionality for the water supply.
Further, a realisation of risk R1 may yield a limited operation
of wells and springs as water may be contaminated by particles
(germs, bacteria and others) induced by the flood. Depending
on the degree of contamination, water may be boiled to make
it drinkable or needs to be purified technically, which is a
costly and time-consuming process. Recent floods such as the
flooding in central Europe in 2002 [40] and 2013 [41], [42]
indicate an increased likelihood of occurrence [43]. Concern-
ing a realisation of R2 we here focus on an extraordinarily
dry period. Various water sources may dry up, in particular
rivers or wells, but we assume that at least some sources
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like ground water remain available. A drought implies also an
increased need for water and thus yields a peak in consumption
which in turn challenges the infrastructure. Peaks will cause
additional costs for the provider but are not considered here
any further since this does not affect other parts of the system.
The effect of leakage of hazardous material strongly depends
on the circumstances of the leakage and to some extent on the
material. The crucial factor is the extent of the leakage as this
changes the impact significantly. A bounded contamination is
not a severe issue as long as the water network is close-meshed
(i.e., there is enough redundancy in the network). However, if
groundwater or a large number of wells are affected, water
purification may take several months. For our use case, we
assume a realisation of R3 that is a limited spreading, affecting
mainly the river and only with small likelihood also affects the
mountain spring or the well. Since contamination seriously
affects the quality of drinking water [44], the probability that
it switches to the worst possible state 3 is high. A realisation of
R4 is most challenging to investigate because data is typically
(and luckily) sparse. Recent incidents in ports [45]–[47] and
in particular prominent attacks such as Wannacry [15] or
NotPetya [48] allow a heuristic estimation of consequences.
In order to perform simulations it is necessary to make some
basic assumptions about the spreading process (e.g., does it
spread via email or not).

Understanding a risk includes identifying those assets that
are directly affected by a realisation of the risk and estimating
the expected impact. Tables III, IV, V and VI give the esti-
mated probability distributions over the various states for short,
medium and long-term of those assets that are directly affected
(those not directly affected are omitted and the corresponding
likelihoods set to zero). Note that the tables only contain the
necessary information, i.e., the chance that the asset is not
affected by the considered risk (stays in state 1) is such that
the sum of the corresponding row is one.

TABLE III. Direct Impact of R1 on Assets

Asset Impact Short Medium Long
Mountain Spring limitation 0.3 0.4 0.5

failure 0.2 0.3 0.4
Well limitation 0.2 0.3 0.4

failure 0.1 0.2 0.3

TABLE IV. Direct Impact of R2 on Assets

Asset Impact Short Medium Long
Mountain Spring limitation 0.1 0.2 0.3

failure 0.0 0.2 0.3
Well limitation 0.2 0.3 0.4

failure 0.0 0.1 0.2
River limitation 0.6 0.4 0.2

failure 0.2 0.4 0.6

Identification of indirect consequences of a risk on each
of the assets is supported by the simulation, as described in
Section II-C and will be demonstrated in detail in the next
paragraph.

TABLE V. Direct Impact of R3 on Assets

Asset Impact Short Medium Long
Mountain Spring limitation 0.0 0.0 1/3

failure 1.0 1.0 2/3
Well limitation 0.0 0.0 1/3

failure 1.0 1.0 2/3
River limitation 0.0 0.0 1/3

failure 1.0 1.0 2/3

TABLE VI. Direct Impact of R4 on Assets

Asset Impact Short Medium Long
Communication limitation 0 1/3 1/3

failure 1 2/3 2/3
SCADA limitation 1/2 1/3 1/3

failure 1/4 1/3 2/3

Finally, the likelihood of occurrence is estimated for each
risk to add to the picture. Additionally, the likelihood of failure
and impairment of the CI due to a realisation of each risk
are rated as “negligible”, “low”, “medium”, “high” or “very
high” by experts. Where available, public reports and statistics
may complement such subjective assessment and yield refined
estimates. In case of a cyberattack the estimates highly depend
on the assumptions about the attacker, e.g., whether he plans
a highly sophisticated APT or a more general malware attack.
The values for this use case are given in Table VII.

TABLE VII. Overall Likelihood Assessment for Risks

Risk Occurrence Failure Impairment
R1: flooding medium negligible negligible
R2: heat wave medium negligible medium
R3: contamination low negligible medium
R4: cyberattack medium low medium

Consequences of an Incident

The consequences of a realisation of a risk are estimated
based on a simulation model, as described in Section II-C.
The dependencies between the assets are assessed for three
different time horizons, taking into account the dynamic nature
of CIs. For example, if emergency power supply is available,
the likelihood for a pump to switch to the outage state 3 given
the electricity goes off is zero for the first couple of hours, and
changes to 1 if the emergency generator runs out of fuel, unless
the original power supply has recovered in the meantime. The
assessments given in Tables VIII, IX and X are based on
several discussion with domain experts. Impact was measured
on the three-tier scale “negligible” (state 1), “medium” (state
2) and “high” (state 3) while the experts’ confidence in the
provided prediction is described as “totally sure”, “somewhat
unsure” or “totally unsure”. Note that these assessments need
to be made for each specific connection and do neither contain
information about potential substitutes (e.g., if several pumps
are available) nor take into account the option of repair or
recovery. The assessment is solely concerned about the nature
of this specific dependency between the two assets.

The assessments from Tables VIII, IX and X are mapped to
the corresponding transition matrices as described in Table
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TABLE VIII. Short-term impact assessment

Link Problem Prediction Confidence
River Pump → limitation negligible totally sure
Water Plant failure negligible totally sure
Mountain Spring → limitation negligible totally sure
Water Plant failure negligible totally sure
Communication → limitation medium somewhat unsure
Water Plant failure negligible totally sure
Water Reservoir → limitation negligible totally sure
Water Plant failure negligible totally sure
SCADA → limitation high somewhat unsure
Water Plant failure high somewhat unsure
Well → limitation negligible totally sure
Well Pump failure negligible somewhat unsure
Communication → limitation medium somewhat unsure
Well Pump failure negligible totally sure
Power Grid → limitation negligible totally sure
Well Pump failure negligible totally sure
SCADA → limitation medium somewhat unsure
Well Pump failure high somewhat unsure
River → limitation negligible totally sure
River Pump failure negligible somewhat unsure
Communication → limitation medium somewhat unsure
River Pump failure negligible totally sure
Power Grid → limitation negligible totally sure
River Pump failure negligible totally sure
SCADA → limitation medium somewhat unsure
River Pump failure high somewhat unsure
Well Pump → limitation negligible totally sure
Water Reservoir failure negligible totally sure
Water Plant → limitation negligible totally sure
Distribution 1 failure negligible totally sure
Water Reservoir → limitation negligible totally sure
Distribution 1 failure negligible totally sure
Water Reservoir → limitation negligible totally sure
Distribution 2 failure negligible totally sure
Distribution Pump → limitation negligible totally sure
Distribution 2 failure negligible somewhat unsure
Power Grid → limitation negligible totally sure
Distribution Pump failure negligible totally sure
Distribution 1 → limitation negligible totally sure
Distribution Pump failure negligible somewhat unsure

I, e.g., yielding transition regimes as shown in Table XI
corresponding to the first few rows of Table VIII. The fact that
dependencies may change over time is here captured by the
three different time horizons ”short”, ”medium” and ”long”.
The simulation requires definitions for all three time periods
for each dependency. Table XII shows the definitions applied
in this use case. Time starts at zero and the numbers given in
each column are the upper bound of the corresponding range,
e.g., for the connection River Pump → Water Plant short-
term is a duration up to 12 hours, medium-term is between
12 an 48 hours and long is between 48 and 72 hours (when
the simulation stops). For consistency, the lower limits are
excluded and the upper ones are included, e.g., medium-term
means t ∈ (12, 48]. The time definitions for the impacts are all
equal and set to 1 hour for short-term, 12 hours for medium-
term and 48 hours for long-term.

With this information the simulation can be run to estimate
the impact of a realisation of the identified risks. Figure 2
shows the results of one run of the simulation (for a realisation
of a contamination). The colouring of the nodes represents the
state of the assets where dark grey indicates failure (state 3),

TABLE IX. Medium-term impact assessment

Link Problem Prediction Confidence
Pump → limitation negligible totally sure
Water Plant failure negligible somewhat unsure
Mountain Spring → limitation negligible totally sure
Water Plant failure negligible somewhat unsure
Communication → limitation negligible totally sure
Water Plant failure negligible totally sure
Water Reservoir → limitation negligible totally sure
Water Plant failure negligible somewhat unsure
SCADA → limitation medium somewhat unsure
Water Plant failure medium somewhat unsure
Well → limitation medium somewhat unsure
Well Pump failure high somewhat unsure
Communication → limitation negligible totally sure
Well Pump failure negligible totally sure
Power Grid → limitation negligible totally sure
Well Pump failure negligible totally sure
SCADA → limitation medium totally sure
Well Pump failure medium totally sure
River → limitation medium somewhat unsure
River Pump failure high somewhat unsure
Communication → limitation negligible totally sure
River Pump failure negligible totally sure
Power Grid → limitation negligible totally sure
River Pump failure negligible totally sure
SCADA → limitation medium totally sure
River Pump failure medium totally sure
Well Pump → limitation negligible totally sure
Water Reservoir failure negligible somewhat unsure
Water Plant → limitation negligible totally sure
Distribution 1 failure negligible somewhat unsure
Water Reservoir → limitation negligible totally sure
Distribution 1 failure negligible somewhat unsure
Water Reservoir → limitation negligible totally sure
Distribution 2 failure negligible somewhat unsure
Distribution Pump → limitation negligible somewhat unsure
Distribution 2 failure high somewhat unsure
Power Grid → limitation medium somewhat unsure
Distribution Pump failure negligible somewhat unsure
Distribution 1 → limitation medium somewhat unsure
Distribution Pump failure negligible somewhat unsure

medium grey indicates limited availability (state 2) and light
grey means normal operation (state 1). Since the simulation
contains stochastic elements, it is necessary to run a large
number of repetitions. With the parameters specified above,
we run the simulation 1000 times and estimate the probability
distribution over the possible states for each asset. For a
realisation of R1, we considered the scenario of a flooding
that lasts 4 days. The empirical probability distributions over
the possible states for each asset are shown in Table XIII.
For a realisation of R2, we considered the scenario of heat
wave lasting 7 weeks. The empirical probability distributions
over the possible states for each asset are shown in Table
XIV. For a realisation of R3, we considered the scenario of
a contamination that lasts 7 weeks. The empirical probability
distributions over the possible states for each asset are shown
in Table XV. For a realisation of R4, we considered the
scenario of a cyberattack that lasts 2 hours. The empirical
probability distributions over the possible states for each asset
are shown in Table XIII.

Note that the impact scale is influenced by the interests of
the CI provider. The degree of damage could be measured in
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TABLE X. Long-term impact assessment

Link Problem Prediction Confidence
Pump → limitation negligible totally sure
Water Plant failure medium somewhat unsure
Mountain Spring → limitation negligible totally sure
Water Plant failure medium somewhat unsure
Communication → limitation negligible totally sure
Water Plant failure negligible totally sure
Water Reservoir → limitation negligible totally sure
Water Plant failure medium somewhat unsure
SCADA → limitation medium somewhat unsure
Water Plant failure medium somewhat unsure
Well → limitation medium somewhat unsure
Well Pump failure high totally sure
Communication → limitation negligible totally sure
Well Pump failure negligible totally sure
Power Grid → limitation negligible totally sure
Well Pump failure high totally sure
SCADA → limitation medium totally sure
Well Pump failure medium totally sure
River → limitation medium somewhat unsure
River Pump failure high totally sure
Communication → limitation negligible totally sure
River Pump failure negligible totally sure
Power Grid → limitation negligible totally sure
River Pump failure high totally sure
SCADA → limitation medium totally sure
River Pump failure medium totally sure
Well Pump → limitation negligible totally sure
Water Reservoir failure medium somewhat unsure
Water Plant → limitation negligible somewhat unsure
Distribution 1 failure medium somewhat unsure
Water Reservoir → limitation negligible totally sure
Distribution 1 failure negligible somewhat unsure
Water Reservoir → limitation negligible totally sure
Distribution 2 failure negligible somewhat unsure
Distribution Pump → limitation medium somewhat unsure
Distribution 2 failure high totally sure
Power Grid → limitation medium somewhat unsure
Distribution Pump failure high somewhat unsure
Distribution 1 → limitation medium somewhat unsure
Distribution Pump failure high totally sure

TABLE XI. Short-term transition probabilities

Pshort
river pump →water plant =


swp=1 swp=2 swp=3

srp=1 1 0 0
srp=2 1 0 0
srp=3 1 0 0



Pshort
mountain spring →water plant =


swp=1 swp=2 swp=3

sms=1 1 0 0
sms=2 1 0 0
sms=3 1 0 0



Pshort
communication →water plant =


swp=1 swp=2 swp=3

scom=1 1 0 0
scom=2 1/4 2/4 1/4
scom=3 1 0 0



TABLE XII. Time assessments for short-, medium- and long-term

Link Short Medium Long
River Pump → Water Plant 12 hours 48 hours 72 hours
Mountain Spring → Water Plant 12 hours 48 hours 72 hours
Communication → Water Plant 12 hours 48 hours 72 hours
Water Reservoir → Water Plant 12 hours 48 hours 72 hours
SCADA → Water Plant 1 hour 2 hours 6 hours
Well → Well Pump 12 hours 48 hours 72 hours
Communication → Well Pump 12 hours 48 hours 72 hours
Power Grid → Well Pump 8 hours 48 hours 72 hours
SCADA → Well Pump 1 hour 2 hours 6 hours
River → River Pump 12 hours 48 hours 72 hours
Communication → River Pump 12 hours 48 hours 72 hours
Power Grid → River Pump 8 hours 48 hours 72 hours
SCADA → River Pump 1 hour 2 hours 6 hours
Well Pump → Water Reservoir 12 hours 48 hours 72 hours
Water Plant → Distribution1 12 hours 48 hours 72 hours
Water → Distribution1 12 hours 48 hours 72 hours
Water Reservoir → Distribution2 12 hours 48 hours 72 hours
Distribution Pump → Distribution2 24 hours 48 hours 72 hours
Power Grid → Distribution Pump 8 hours 48 hours 72 hours
Distribution1 → Distribution Pump 12 hours 48 hours 72 hours
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Fig. 2. Results of one run simulating scenario R3

TABLE XIII. Estimated Impact of R1

state 1 state 2 state 3
Water Plant 0.384 0.422 0.194
Mountain Spring 0.011 0.325 0.664
Well 0.099 0.380 0.521
Well Pump 0.122 0.200 0.678
Water Reservoir 0.427 0.398 0.175
River 1.000 0.000 0.000
River Pump 1.000 0.000 0.000
Power Grid 1.000 0.000 0.000
Communication 1.000 0.000 0.000
SCADA server 1.000 0.000 0.000
Distribution network 1 0.672 0.290 0.038
Distribution Pump 0.690 0.148 0.162
Distribution network 2 0.670 0.137 0.193

terms of the number of affected customers, the time needed
reassure availability of drinking water, the amount of resources
necessary to overcome a shortage (in terms of money or person

172

International Journal on Advances in Security, vol 12 no 3 & 4, year 2019, http://www.iariajournals.org/security/

2019, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



TABLE XIV. Estimated Impact of R2 on Assets

state 1 state 2 state 3
Water Plant 0.144 0.547 0.309
Mountain Spring 0.228 0.344 0.428
Well 0.191 0.547 0.262
Well Pump 0.227 0.268 0.505
Water Reservoir 0.584 0.286 0.130
River 0.013 0.188 0.799
River Pump 0.023 0.093 0.884
Power Grid 1.000 0.000 0.000
Communication 1.000 0.000 0.000
SCADA server 1.000 0.000 0.000
Distribution network 1 0.524 0.394 0.082
Distribution Pump 0.551 0.196 0.253
Distribution network 2 0.565 0.150 0.285

TABLE XV. Estimated Impact of R3 on Assets

state 1 state 2 state 3
Water Plant 0.032 0.492 0.476
Mountain Spring 0.000 0.000 1.000
Well 0.000 0.000 1.000
Well Pump 0.000 0.000 1.000
Water Reservoir 0.145 0.600 0.255
River 0.000 0.000 1.000
River Pump 0.000 0.000 1.000
Power Grid 1.000 0.000 0.000
Communication 1.000 0.000 0.000
SCADA server 1.000 0.000 0.000
Distribution network 1 0.361 0.525 0.114
Distribution Pump 0.388 0.262 0.350
Distribution network 2 0.406 0.185 0.409

TABLE XVI. Estimated Impact of R4 on Assets

state 1 state 2 state 3
Water Plant 0.070 0.305 0.625
Mountain Spring 1.000 0.000 0.000
Well 1.000 0.000 0.000
Well Pump 0.230 0.553 0.217
Water Reservoir 0.811 0.139 0.050
River 1.000 0.000 0.000
River Pump 0.230 0.565 0.205
Power Grid 1.000 0.000 0.000
Communication 0.000 0.000 1.000
SCADA server 0.230 0.487 0.283
Distribution network 1 0.346 0.507 0.147
Distribution Pump 0.385 0.250 0.365
Distribution network 2 0.432 0.149 0.419

hours), the reputation damage due to the incident (e.g., in case
of insufficient protection against cyberattacks) or many more.
Further, assessing a criticality level to each asset is possible to
represent the importance of each asset for the overall process.
Such criticality levels may also have different meaning for
individual scenarios; e.g., if a pump or water tower fails for
one day, this is more critical than a water contamination,
since in the latter case, households can be advised to boil
the water before drinking it, whereas a failure of the pump
may completely cut off the household from water supply.

D. Risk Evaluation

In order to evaluate the different risks, consequences of the
risks are compared. As we use an ordinal scale to measure

the impact of each risk, the stochastic ordering mentioned
in Section II-D simplifies to a lexicographic ordering with
following interpretation. If one risk has a lower likelihood of
worst case impact (state 3) than the other, we prefer this one; in
case these are equal, the likelihoods of the second worst impact
(state 2) are compared, and so on (and we randomly decide
on the ordering of two risks with identical distributions).

Risk evaluation focuses on an asset of special interest (e.g.,
due to its vital importance to the CI) and is here illustrated
with a focus on the water plant, comparing the impacts the all
four identified risks on this asset. Figures 3, 4, 5 and 6 show
the estimated impacts of the corresponding risks on the water
plant.
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Fig. 3. Estimated Impact of R1 on Water Plant
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Fig. 4. Estimated Impact of R2 on Water Plant

Comparing the probabilities we find that R4 has the biggest
chance of failure (62.5%), followed by R3 (47.6%), R2

(30.9%), and R1 (19.4%). Thus, we think of R4 as being
the most dangerous one and R1 as the one with the smallest
chance of causing the most severe problems, i.e., we can write

R1 ≤ R2 ≤ R3 ≤ R4.
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Fig. 5. Estimated Impact of R3 on Water Plant
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Fig. 6. Estimated Impact of R4 on Water Plant

E. Risk Treatment

As the last step of the risk management process, risk
treatment deals with the understanding of the relevant risks
and their effects on the CI can (and should) be used to identify
ways to mitigate the risks. This is what risk treatment is
about as the last step in the risk management process. Several
methods may be used here to identify controls that need to
be implemented or improved but in any case it is helpful to
know the trigger of the failure. Figure 7 shows a pie chart
illustrating which assets were responsible for failure of the
water plant during a contamination (i.e., a realisation of R3).

The most frequent cause for failure of the water plant is
clearly the mountain spring which is not surprising during a
contamination if it happens near the mountain spring. This
problem is not easily fixed (purification is an expensive and
long-lasting process). In such a case it is faster to substitute
water, e.g., through an agreement with other water providers
to help out in such a critical situation. However, the analysis
provides more information, it shows that also limited operation
of the river pump as well as the water reservoir may lead to a
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Fig. 7. Triggering factors for failure of the water plant during a
contamination

failure of the water plant. While both problems are very likely
to be also due to the contamination, it might sometimes be a
bit easier to fix these indirect issues and to reduce the overall
likelihood of failure due to a risk. Similarly, Figure 8 shows
the different triggers for a limitation of the water plant in case
of a contamination. The triggers are the same as in the case of
failure but the mountain spring is now clearly the main source
of problem while the water reservoir does not significantly
trigger a limitation of the water plant.
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Fig. 8. Triggering factors for limitation of the Water Plant during a
contamination

For a practitioner, the simulation’s outcome is like a heat
map, directly pointing out the most vulnerable spots in the
network of critical infrastructures, which each CI domain
expert can be informed about afterwards (see Figure 2 for
an example scenario, from which each CI security officer
can instantly see the degree of affection due to an incident).
Towards a more fine-grained understanding of the affection’s
extent, the domain expert can continue by asking how likely
an affection is to be medium or severe, which the pie charts
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(see Figures 3 to 6) directly tell. Given this knowledge about
the local affection, the expert may then strive for a root cause
analysis, which the pie chart in Figures 7 and 8 help with:
here, the domain expert gets the information of who is the
most relevant “neighboring” CI that has the strongest impact
on one’s own CI. That is, if some CI C has relations on two
other CIs A and B, an incident at A may be more or less
severe than an incident happening at B. For example, Figure
7 explains that a failure of the water plant in a contamination
scenario is most likely due to a problem with the mountain
spring, or possibly also due to a problem with the river pump,
but least likely, the cause is found at the water reservoir. This
can be a guidance for fixing the problem in practice. Similarly,
Figure 8 would advise the expert, upon an incident, to first look
at the mountain spring as an external trigger of the local issue,
but only in rare cases, the water reservoir will have caused the
trouble.

IV. CONCLUSION

Applying simulation is a straightforward proposal to extend
the understanding of how security incidents propagate through
and affect one or more critical infrastructures. Setting up
proper simulation models, and using the information that these
deliver is, however, a different story with its own challenges.
This work used a hypothetical water provider in the back-
ground to describe a step by step method of
(i) how to specify interdependencies between critical infras-

tructures in a way that allows domain experts to include
their subjective uncertainty,

(ii) how the data and specification for a concrete simulation
model (chosen here for illustration) could look like, and

(iii) how the simulation model’s results could be compiled
into a digestible form to ease decision making by re-
vealing previously unexpected roles of assets in incident
propagation and loss estimation.

Open issues includes accuracy assessments of such a sim-
ulation (relative to reported incidents in real life), but equally
important, a study of usability from domain experts perspec-
tives. Having an accurate model is not enough, unless people
outside the scientific realm and concerned with the practical
things feel capable of using it. The “tutorial” style of this work
shall be a step towards bridging this gap.
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