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Abstract—A new model is presented for evaluating the perfor-
mance of a Business Continuity Management System according to
BS 25999. Performance is based fundamentally on the system’s
Business Continuity Plans and Disaster Recovery Plans. Typi-
cally, the performance of these plans is inadequately evaluated
using a number of specific exercises at various intervals and, in
many cases, with a variety of targets. Consequently, it is difficult
for companies to give ex-ante statements of their survival in the
case of a disaster.

Two key performance indicators are presented that allow the
performance of a Business Continuity Management System to be
evaluated according to BS 25999. Using these key performance
indicators, the probability of survival can be estimated before
extreme events occur. However, the two key performance indica-
tors compete and their use invokes a trade-off: an alignment in
favor of one key performance indicator is necessarily done at the
expense of the other. A key performance matrix with four ranges
is presented according to the Business Continuity Management
System. The best range is the strategic balance in which both
key performance indicators support the economic strategy and
a suitable cost/benefit relationship is achieved. Moreover, if a
company is already in the range of the strategic balance, a further
improvement, which yields minimal turnover, may be possible.
This improvement can be obtained via a combinatorial optimiza-
tion between the two competing key performance indicators.

Index Terms—BS 25999; BCMS; Business Continuity Plan
(BCP); Knapsack-Problem; Branch & Bounding.

I. I

This contribution is inspired by [1] which addresses mea-
surement of performance indicators for effectiveness and
economic efficiency of a Business Continuity Management
System (BCMS). However, in this article the evolution of key
performance indicators is interpreted as a trade-off between the
conflicting goals of effectiveness and economic efficiency. This
trade-off is analogous to a 0-1 knapsack problem. Furthermore,
it is proposed that a management system (BCMS) can be
interpreted as a control loop with a steady state based on
systems theory for Discrete Event Systems (DEVS). If this
interpretation is acceptable, then DEVS knowledge can be
transferred to a management system.

The BS 25999-1:2006 standard sets out the code of practice
for a BCMS [2]. After extensive review by the British Stan-
dard Institution (BSI), specifications for Business Continuity
Management (BCM), BS 25999-2:2007, were published in
November 2007 [3]. During that review, more than 5000 indus-
trial ideas and suggestions were integrated into the standard,

thereby establishing a high level of maturity. The standard
BS 25999-2:2007 provides requirements that a management
system must meet if critical business processes (value chain)
are to remain stable in the face of acceptable levels of disasters.
The fundamental idea is that BCM aims to manage various
types of uncommon business risks that would have a huge
impact on a company. A BCMS is capable of responding
satisfactorily in extreme situations (catastrophic events) with
pre-defined plans (Business Continuity Plans; BCP). The con-
tinuation of the value chain at an acceptable level for a defined
period (∆t) is then ensured. A BCMS includes vital business
processes. Recovering only the working infrastructure, e.g.,
replacing a failed IT infrastructure by an emergency one, will
not meet a BCMS, as an IBM report clearly points out [4].

The BS 25999 standard requires implementation of a man-
agement system in accordance with the PDCA cycle (Plan–
Do–Check–Act) as well as those systems already required
in other standards, such as ISO/IEC 27001, ISO/IEC 20000,
ISO/IEC 9001, and ISO/IEC14001. However, those standards
describe only what to do rather than how to do it.

The PDCA1 cycle is based on the idea of imperfection and
thus follows a continuous improvement process. For example,
in the Check phase, managers examine whether the plan’s
objective set is still in agreement with the rest of the system.
If it is not, corrections are implemented in the Act stage.

During the initial Plan phase of a PDCA cycle, BS 25999 re-
quires identification of critical business processes and analysis
of dependencies between key stakeholders and key services.
Following this, a risk analysis must be performed. For each
risk of high impact and low probability, a response [i.e., a
Business Continuity Plan (BCP)] must be developed. The
response is aimed, on the one hand, at continuing business
processes on a defined level (BCPs) and, on the other, at
initiating those countermeasures that will restore the original
state (Disaster Recovery Plan, DRP).

As in the ISO 27001 standard, risk plays a central role in BS
25999 [5][3]. However, the measures for implementing ISO
27001 are oriented toward risk-prevention, while those for BS
25999 (BCP and DRP) are reactive. That is, BCM is a reactive
model that becomes active only after a disaster has occurred.

1The PDCA cycle was developed by W. E. Deming in the late 60s of the
last century.
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In this context, the maximum allowable downtime (Maximum
Tolerable Period of Disruption; MTPD), which starts after
a disaster occurs, increases considerably in importance. The
MTPD is determined from the length of time that critical
activities in the value chain require to begin working again
after a disaster. This period of time is an ultimate boundary
for a company and decides the company’s survival. If this
ultimate limit is exceeded, the company is irretrievably lost.
Consequently, the goal of every company must be to optimize
the performance of the restoration so that the time required
for restoration (Recovery Time of Objective; RTO) is reduced.
Thus, a company must do everything to ensure that RTO ≤
MTPD can be achieved. However, the efficiency of restoration
measures must not be ignored.

The relation between critical activities and the value chain
is determined by the Business Impact Analysis (BIA). Within
the BIA, the dependent critical resources (key stakeholders,
key products, key services) and their importance to critical
activities (core processes of the value chain) are analyzed.
Any BCMS includes those business processes that are vital.
A BCMS is capable of responding satisfactorily in extreme
situations (catastrophic events) with pre-defined plans and
emergency processes (Business Continuity Processes, BCP).
This raises the question as to how well the performance of
emergency processes are. However, performance, as in CobiT
and in ISO/IEC 9004:2009, is also understood here [6].

In the literature, three basic methods are generally available
for measuring the performance of processes.

1) It one method, performance is related to the maturity
of processes, and tools such as Spice (ISO/IEC 15504)
or CMMI, developed at Carnegie Mellon University,
are used to measure process maturity. This maturity
approach is gaining support across a wide range of tech-
nical environments, including production environments
as well as management systems such as ITIL (ISO/IEC
20000) and ISO/IEC 27001.

2) A somewhat newer method is to describe the state space
of processes using process algebra. In the development
carried out at the TU Eindhoven, classical process alge-
bra was not used, but a tool (mcrl2) has been developed
by which process algebra can be applied in a simple
manner. Then, if modal logic is applied in the form
of a µcalculus on the state-space, the process algebra
generated by state sequences and state transitions of
all processes allows safety issues and the liveness of
processes to be analyzed. Essentially, model checking
is performed based on a specification. First thoughts
were published in [7] and a study of this method
applied to a business continuity process (BCP) has been
published [8]. An extensive explanation can be found in
the Technical Report of the TU Eindhoven [9]. Note that
this method is distinct from symbolic model verification
(SMV) used in such tools as νSMV and SMV.

3) Another method is to estimate performance on the basis
of appropriate indicators (KPI). The challenge is to
define appropriate metrics, which have a corresponding

significance. Suggestions for the handling of such indi-
cators are to be found in [10] and in [11]. A performance
measurement system for a BCMS is developed in [12].
It rests upon the methodology of the BORIS, which
contains a set of different tools. In that article, traditional
security variables (integrity, availability, confidentiality)
and business indicators, appear to be necessary [12]. A
similar approach to a performance measurement system
has been applied in [1] for business continuity man-
agement (BCM) and a forerunner of this approach was
published in [13].

In a previous article by Boehmer, it was demonstrated how
the management system of ISO 27001 can be measured using
effectiveness and efficiency as indicators [13]. As mentioned
above, a measurement takes place in the Check phase. In the
present paper, this idea of measuring the quality of these two
KPIs is applied to a BCMS. Measurements of these KPIs
provide the status of a BCMS; that status maps into one of
four quadrants. The worst state is one in which a BCMS is
neither effective nor efficient; this is called a strategic dilemma
[13]. In a strategic dilemma, the probability of a catastrophe
occurring in which the company will not survive is very high.
Conversely, the survival probability increases if the ratio of
the effectiveness and efficiency of the KPI is ideal and the
majority of all the exercises carried out has RTO ≤ MT PD.

This paper is divided into seven sections. The following
section integrates relevant work from the literature. The third
section contains a discussion of the structure of a process-
oriented evaluation system based on circumstantial evidence
and key indicators. In the fourth section, the development
of two KPIs is discussed; these KPIs are used in the fifth
section to look at survival probability. Survival probability
is closely linked to a functioning BCP. In the sixth section
trade-offs between the KPIs of effectiveness and efficiency are
discussed within the context of the 0-1 knapsack problem. Our
contribution finishes with a brief summary and prospects for
future work.

II. RW

An empirical study by Knight and Pretty shows that those
companies with a BCMS are more likely to survive a disaster
than those that have taken no precautions [14]. Nevertheless,
the study also shows that, despite the use of a BCMS, a
company’s chance of survival is not guaranteed, and a small
number of such companies have been reported as failing to
survive. Conversely, the study also reports a very small number
of companies that survived a disaster even though they had no
BCMS [14]. This latter phenomenon may simply be luck.

Looking at those cases of companies that used a BCMS and
still did not survive, it appears the quality of their BCMS or
BCP and DRP needs to be taken into account. It is clear from
the study that the application of a standard is not, by itself,
enough: the standard must be applied properly.

The literature has so far focused on the topic of BCMS
primarily in practical terms, e.g., [15],[16],[17]. Nemzow dis-
cusses the need for various strategies to protect an organization
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from natural and manmade disasters [15]. He also explains the
difference between a BCP and a DRP. Quirchmayr discusses
the Business Continuity Management Lifecycle and its content
[16]. Landry and Koger discuss the lessons learned from
2005’s hurricane Katrina [17]. Again, the importance of a
DRP is stressed. Similar ideas are set out in the study by
IBM on hurricane Katrina, including claims that a BCP and
DRP must contain more than simple aspects of the company.
For example, company members remaining in the disaster area
should also be taken into account in the BCP [4]. Similarly,
Saleem et al. [18] note the importance of an adequate Busi-
ness Continuity Information Network on an effective DRP.
A similar issue is also highlighted by Shklovski et al. [19].
The importance of a Business Impact Analysis (BIA) and the
restoration point of objective after a disaster is discussed by
Quirchmayr et al. [20]. These issues are related to the MTPD.
Meanwhile, many of these aspects influenced the BS 25999-
2:2007.

However, solely from the results of Knight and Pretty, a
more detailed review can be posited [14]. This review must
relate to a BCMS as well as to the function and performance
of its BCP and DRP. Only after the quality of performance
has been measured can a statement be made concerning a
business’s survival probability.

III. B CM S (BCMS)

The fundamental idea of a BCMS is that Business Con-
tinuity Management (BCM) is meant to manage those rare
business risks that can have a huge impact on a company.
The BCMS is capable of responding adequately in extreme
situations (catastrophic events) with pre-defined plans (BCP).
In the next section, the goal of a management system is
discussed using a simple example, then this goal is transferred
to a BCMS.

A. Concrete example–a weight management system

A simple real-world example is used here to illustrate the
concept of a management system. Consider a person who
wants to manage his or her weight using a management system
that focusses on consumed and burned calories. A possible
objective could be to balance these values, as illustrated in
Figure 1. Another objective could be to reduce the weight
of a person. In this case more calories must be burned than
consumed. The measuring instrument is the weighing machine
(scales). The ideal state is maintained by burning as many
calories as are consumed. Then the system is in a dynamic
equilibrium and energetic costs are balanced. Equilibrium is a
state of a system that does not change with respect to one or
more state variables over some period of time; i.e., on average,
the weight remains constant over a long period.

In Figure 2 the weight management system is interpreted as
a feedback system. Every time the person diverges from the
ideal weight, an adjustment is made by the actuator (calories
are burned). This behavior of the weight management system
can be interpreted as a linear feedback system. This linear
feedback system can be described with a Discrete Event

loss in weight(calories)(Plan Phase) gain in weight(calories) (Check Phase)

W
eight M

anagem
ent

Act

Do

dream weight

Fig. 1: Weight management system attempts to control gains
and losses in a person’s weight

System Specification (DEVS); it is a control loop that contains
sensors (s), controller (c) and actuators (a) arranged to regulate
in discrete (k)-steps a process variable (p) with respect to a
reference signal w(k) (see Figure 2).

burning calories daily behavior

plant

consuming calories

 y(k)

process (p)actuator (a)

scales
comfortable 

weight

controller (c)

w(k)

yp(k)

 ys(k)

(-)

(+)

reference signal

process value

ua(k)
control signal

sensor (s)

 e(k)

uc(k) = w(k) - e(k)

Fig. 2: Weight management system reinterpreted as a control
loop for the weight of a person

The basic objective is to control the value of the process
variable yp(k). This is done by measuring its value y(k) and
determining e(k) its variance (+/−) relative to the desired
reference value w(k). This variance uc = w(k) − e(k) is used
by the actuator to generate an appropriate correcting control
signal ua(k) that modifies the system’s behavior and changes
the value of yp(k) appropriately. A closed loop is created by
the feedback of the controlled variable to the sensor and its
conversion to a control signal, as in Figure 2.

Inside an atomic DEVS, an arbitrary formalism can be
used. A DEVS can be viewed as a framework that unifies a
number of other formalisms in a consistent, systems theoretic,
state-centered fashion. Discrete Event System Specifications
(DEVS) are dynamic systems whose state changes serve as a
basis for discrete events.

A similar behavior is achieved through the PDCA cycle
in a Business Continuity Management System (BCMS). As
mentioned above, a PDCA cycle is based on imperfection
and follows a continuous improvement process. The controlled
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variables are the KPIs related to the effectiveness and effi-
ciency of a business continuity process (BCP). The reference
signal is the balance (equilibrium) between effectiveness and
efficiency of each business continuity process (BCP) and each
Diaster Recovery Process (DRP).

The PDCA cycle can be applied to each element of the
BCMS; this results in a PDCA cycle for the BCP and DRP
as well as for the BCMS itself. In Figure 3 a PDCA cycle is

s1

s4

s2

s3

Plan Do

CheckAct

y1 u2

y2 u3

y3 u4

y4 u1

σ0

Fig. 3: PDCA cycle as a DEVS

modeled as a discrete deterministic finite automaton (A). In
this representation, the finite automaton can be defined as a
6-tuple,

A (S ,U,Y, δ, g, s(0)) (1)

Three finite sets occur:

S = {s1, ..., sn} ; set of states (2)
U = {u1, ..., un} ; set of input alphabet (3)
Y = {y1, ..., yn} ; set of output alphabet (4)

with two functions:

δ : S × U −→ S ; transition function (5)
g : S × U −→ Y; output function (6)

Furthermore, the initial state is called s(0) ∈ S . A single state
is determined by s ∈ S , and its successor state s′ is formed
with the help of a transition function δ by s′ = δ(s, u).

The four states in Figure 3 can be identified in accordance
with BS 25999:
s1= establishing and managing
s2= implementing and operating
s3= monitoring and reviewing
s4= maintaining and improving

The state transition function is δ, k is the time independent
counter, and g is the output function2. The automaton equa-
tions are then

s(k + 1) = δ(s(k), u(k)) k = 0, 1, ... (7)
y(k) = g(s(k), u(k)) k = 0, 1, ... (8)

Therefore an automaton (A) is generated by an infinite state
sequence and modeled by the continuous improvement of the

2For more details we refer to the literature [21]

PDCA cycle. If, after a certain time, alterations in the state no
longer occur, so that a state change (k + 1) leaves the system
in the old state with s = y(s), then the state is an equilibrium
one. This equilibrium condition expresses the balance between
effectiveness and efficiency in the events of a BCMS for a
BCP and DRP. In this case δ′ is an extended state transition
function for all absorbing states3. This condition is called a
state of equilibrium [21].

Therefore, a BCMS with inherent PDCA cycles can be
described with the system theory of discrete-event systems.
States in the PDCA cycle for a BCP and DRP are measured by
two key indicators, E f k and E f z. It is important to distinguish
between an indicator and a key indicator. In the next section
we show how this approach can be mapped onto the concept
of a Business Continuity Management System.

B. Basic idea of a BCMS according BS 25999

A company that wants to safeguard its critical value chain
should focus on securing revenues by taking adequate risk
countermeasures. Since 2007, the BS 25999-2:2007 [3], pub-
lished by the British Standard Institution (BSI), is available.
It is an industry-wide recognized best-practice method that
governs the creation of a BCMS. It encompasses a BCP
and a DRP (Disaster Recovery Plan). The standard requires
implementation of a management system in accordance with
the PDCA cycle (Plan-Do-Check-Act), as well as those already
required in standards ISO 27001, ISO 20000, and others.

Figure 4 illustrates the operational view of a PDCA cycle
within an underlying BCMS. A BCMS is a framework that
helps balance risks (potential disasters and impacts on the
critical business process) against available countermeasures
(business continuity processes and business recovery pro-
cesses) while recognizing the MTPD as a real-world side
constraint.

BCP & DRParrangements(plan phase) Disaster & BIAgo bankrupt(check phase)

BCM
S

act

do

MTPD

Fig. 4: Business Continuity Management System (BCMS) with
ups and downs as a seesaw

Figure 5 shows a qualitative timeline of events following a
disaster that strikes at time t0. Immediately after occurrence
of the disaster, turnover collapses. At time t1 the processes of
the BCP (emergency operation) begin, and turnover starts to
increase. A little later, at time t2, recovery processes start, and

3Absorbing states are states that do not have successor states, and can be
considered as final states.
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at time t4 the company is back to its normal level of operation.
The dash dotted line in the figure shows the increase in costs
after the disaster. In the event that no countermeasures (BCP,
DRP) are taken, or that the countermeasures do not work, the
costs continue to increase (see curve 2). The ideal situation is
that the Business Continuity Plan and the Disaster Recovery
Plan work so well that costs remain bounded, as in curve 1.

If no action (BCP, DRP) has been taken at or before the
time t3 in Figure 5, then costs will increase until insolvency
is reached. Costs are determined by the obligations of the
company. These consist of personnel, technical expenses, and
the cost of delivery, performance, or possibly storage costs, etc.
Thus t3 identifies the maximum allowable downtime (Maxi-
mum Tolerable Period of Disruption; MTPD), ∆Tmax = t0− t3.

BC
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tin
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t
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P 
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g 
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in

t

time (t) 

m
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calculate standing charge

calculate turnover
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ta

st
ro

ph
e

t0 t1 t4

M
TP

D

ba
ck

 to
 n
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m

al
 

calculate standing 
chargeBusiness Continuity based on a BCP

Disaster Recovery based on a DRP

t2 t3

Insolvency 
(go bankrupt)

calculate advanced standing charge 

calculate turnover

(2)

(1)

Fig. 5: Illustration of aspects of a catastrophe (t0) and the
reaction (t1, ..., t4)

It is in the self interest of a company to keep the BCPs and
DRPs operational. Usually, this is tested on a regular basis
by simulating that something goes astray within the ordinary
business process. Because these tests are expensive, they are
not executed very often and generally they only address certain
aspects of the recovery plans. Such testing provides a rather
haphazard prediction of the effectiveness of recovery plans
when a true disaster strikes. To improve the quality of the
analysis of BCPs and DRPs, one should model these and the
ordinary business process such that they can be simulated. The
first ideas of how to do this have been presented in [7].

IV. P I   BCMS   BS
25999

This section shows how the key indicators of effectiveness
and economic efficiency are developed. The controlled vari-
ables are the KPIs related to the effectiveness and efficiency
of a business continuity process (BCP). The reference signal is
the balance (equilibrium) between effectiveness and efficiency
of each business continuity process (BCP) and each Diaster
Recovery Process (DRP). In Figure 6 we see how a BCMS
acts as a control loop, but to measure the performance of a
BCP and a DRP, a number of indicators are required.

A number of indicators will be formed for each key in-
dicator. An indicator and a key indicator can be defined as
follows:

BCP / DRP value chain
(business process)

plant

catastrophy
(incident)

 y(k)

process (p)actuator (a)

incident
sensorBCMS

controller (c)

w(k)

yp(k)

 ys(k)

(-)

(+)

reference signal

process value

ua(k)
control signal

sensor (s)

uc(k) = w(k) - e(k)

 e(k)

deviation
 signal

Fig. 6: BCMS Control loop for the emergency processes

Def. 1: An indicator (I) is a variable subject to a
metric.

Def. 2: A Key Performance Indicator (KPI) is a key
indicator formed from several more general
indicators and provides a significant statement
about a certain set of circumstances (see Eq.
18 and Eq. 22).

It is possible to make a significant statement using a key
indicator, but this statement is supported by several more
general indicators. The quality of a BCMS is reflected in the
preparation, handling, and testing of the BCP and DRP in the
Check phase (see Figure 4). For the system’s effectiveness,
this means that the indicator’s

• existence (Iex),
• enforcement (Iop) and
• completeness (Ico)

form a set on the system effectiveness (E f k):

E f k = {Iex, Iop(BCP,DRP) , Ico}. (9)

These indicators are derived about λ1, ..., λ4 from the pyramid-
level documents (see Figure 7). This pyramid structure was de-
rived by Alan Calder from practical experience and published
in the ISMS Toolkit [22].

For the assessment system, performance values (KPI) can
be defined for a BCMS. The documentation required by the
standard plays a crucial role. From the required documen-
tation, success measurements can be derived, and a lower
boundary can be defined for the implementation of a BCMS.
Below this boundary, a BCMS is inadequately implemented,
and the effectiveness (are we doing the right things?) cannot
be measured. Furthermore, an upper boundary is defined by
the economic efficiency of the BCMS (are we doing things
right?). This consists of a cost/benefit relationship and follows
the standard requirement (Clause 2.1.4 of the standard). This
limit postulates that no more than the value of the critical
business process should be invested in countermeasures.
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level 1 
documents

BCP, DRP
Scope

 policies
policies, controls

level 2 
documents

level 3 
documents

level 4 
docu-
ments

procedures
process of controls

who, what, when, whom, 

description and task,
what has to be done working instructions, 

check lists

objective evidenceobjective evidence for level 3 documents

(λ1)

(λ2)

(λ3)

(λ4)

Fig. 7: Pyramid-level documents of a BCP and DRP

Figure 7 shows how the volume of documents from the top
(λ1) (peak) down increase. This structure shows the natural
history based on a directive toward their technical implementa-
tion (procedures (λ2), checklists (λ3)), which provides a series
of activities for implementing the directive. At the lowest level
(λ4) is the evidence (objective evidence), as described by Alan
Calder [22]. This pyramid structure is now a condition for the
existence of a lower boundary, as recommended in [13]. Below
this boundary, the implementation of the management systems
is not measurable. If the lower limit is exceeded, the quality
of the BCMS and BRP and DRP can be measured on the basis
of indicators.

The first key performance indicator (KPI1) relates to the
effectiveness (see Eq. 9) and can be determined by three
indicators. On the one hand, the existence of the policies
per BCP (Business Continuity Plan) can be evaluated with
indicator Iex. On the other hand, the degree of enforcement
of policies is considered using indicator Iop relative to the
BCP and DRP. Completeness (coverage) will be used as the
third indicator, Ico. This indicates the coverage of the BIA as
compared with the resources in relation to the scope of the
BCMS.

The indicator Iex evaluates the existence of control points
(checkpoints; CP) or non-existent control points (NoCP) rel-
ative to a BCMS, according to BS 25999. The clauses of
BS 25999 applied in the BCMS should be proven with
control points; otherwise, no statement can be made about
implementation of the standards. This case of the existence or
non-existence of control points per document level (λ1, ..., λ4)
can be expressed as

Iex =

∑n
i=1 CPλl −

∑m
j=1 NoCP j(BCP)∑n

i=1 CPλl
(10)

Thus, the indicator of control points Iex is on the range between
0 and 1:

Iex =


1, i f NoCP = 0
0, i f ∀ CPλl = 0; l = {1, 2, 3, 4}
otherwise.

(11)

For ideal implementation of each standard in a business, the
indicator should satisfy Iex ≈ 1 for each standard. This means

that there are no deviations (NoCP ≈ 0) between the control
points (clauses) of the standards and the actual existing control
points. When Iex � 1, too few of the standard clauses have
been applied and optimization is needed.

The existence of policies says little about whether they
are actually present or whether they exist only on paper.
Thus, Eq. 11 is a necessary but insufficient condition. This
is precisely where the indicator of the degree of enforcement
(Iop(BCP) , Iop(DRP) ) is applied.

The indicator of the degree of enforcement (Iop(BCP) ) is
based on the result of BCP Assessments, practical exercises,
and deviations from the planned controls. For a BCP, the
nonexistent measures (NoC j(BCP)) are related to the necessary
measures (Cλl(BCP)) relative to the pyramid-level documents
(see Figure 7). Whether adequate controls for a particular risk
scenario are available for the continuation of critical business
processes is determined. For each identified risk to critical
business processes, there is a BCP and DRP. Here, the risk
scenarios could be completely different. For example, a BCP
and DRP for the risk of a pandemic scenario looks quite
different than a scenario for the risk that a major supplier
(key stakeholder) fails unexpectedly.

The indicator of the degree of enforcement (Iop(BCP) ) per
document level (Eq. 12) checks the extent of discrepancies
in the assessments between the action in BCP (Cλl(BCP)) and
the actual sequence (NoC j(BCP)) in an exercise,

Iop(BCP) =

∑n
i=1 Cλl(BCP) −

∑m
j=1 NoC j(BCP)∑n

i=1 Cλl(BCP)
(12)

Thus, the indicator of the control points Iop(BCP) is on the range
between 0 and 1 and is analogous to Eq. 11,

Iop(BCP) =


1, i f NoC(BCP) = 0
0, i f ∀ Cλl(BCP) = 0; l = {1, 2, 3, 4}
otherwise.

(13)

The BCP and DRP are closely linked to the standard
but must be considered separately to allow for a granular
approach. The indicator of the degree of enforcement (Iop(DRP) )
with relation to the DRP is based on the results from the
assessments or exercises and the deviations (NoC j(DRP)) of the
proposed DRP (Cλl(DRP)) controls,

Iop(DRP) =

∑n
i=1 Cλl(DRP) −

∑m
j=1 NoC j(DRP)∑n

i=1 Cλl(DRP)
(14)

Thus, the indicator of the control points Iop(DRP) is on the range
between 0 and 1 and is analogous to Eq. 11. This indicator
assesses the difference between planned activities and actual
exercises,

Iop(DRP) =


1, i f NoC(DRP) = 0
0, i f ∀ Cλl(DRP) = 0; l = {1, 2, 3, 4}
otherwise.

(15)

Equation 15 ensures that the value of the practical experience
gained during exercises for disaster recovery is recognized.
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Key to effectiveness is the question of whether in fact all
critical business processes in terms of resources have been
considered with a BIA in relation to the scope of the BCMS.
This observation is carried out using the indicator to assess
coverage. The indicator (Ico) of the coverage of a BIA in
relation to resources (key products, stakeholders, etc) within
the scope leads to

Ico =

∑n
i=1 Resi(BIA) −

∑m
j=1 Res j(NoS P)∑n

i=1 Resi(BIA)
(16)

Equation 16 places the critical resources (Res) within the BIA
that must be treated with non-existing policies (NoS P) in
relation to resources,

Ico =


1, i f Res(NoSP) = 0
0, i f ∀ Res(BIA) = 0
otherwise.

(17)

Thus, the indicator (Ico) is on the range between 0 and 1 and
is analogous to Eq. 11. The fewer the number of analyses that
are present (BIA) for the critical resources, the smaller the
coverage of the Ico � 1 critical processes, and the lower the
effectiveness.

Finally, the indicators of effectiveness can be calculated with

E f k = Iex × Iop(BCP) × Iop(DRP) × Ico (18)

This indicator (E f k) fluctuates between 0 and 1 and represents
a point in a specific space spanned by the indicators. This key
indicator says something about the effectiveness of the BCMS
and the quality of the BCP and DRP. It provides a significant
statement about a situation on the basis of the underlying
indicators. Furthermore, E f k satisfies Def. 2 and is a key
performance indicator for a company.

If the indicator is determined by numerous exercises and at
a regular time interval t0 and t3 (see Figure 5), a conclusion
may be drawn about the likelihood of survival in the event of
a disaster. This aspect is discussed in the next section.

V. E   S   B

In this section, the survival probability of a business is
discussed. It is assumed that the business has implemented
a BCMS in accordance with BS 25999 and that the indicators
of effectiveness E f k and economic efficiency E f z have been
identified. However, when economic efficiency is considered
in advance (preventive or reactive controls) of a balance
of controls, the indicator E f z is not used to consider the
likelihood of survival.

After a disaster, the likelihood of survival of an enterprise
is determined by the ratio of effectiveness. The effectiveness
(E f k) can be understood as a random variable X in the interval
(a,b) (see Figure 8). Figure 8 shows only the part between
t0 and t3 (cf. Figure 5). Here, (a) can be identified as the
entry point at the time of a disaster and then (b) is the date
defined by the MTPD. Figure 8 relates the interval (a,b) to
time (a = t0, b = t3). If the two markers (a=1, b=0) are set, the
result of (x) lies in this interval if the exercises (assessments)

of the BCP and DRP are used and an exercise gives a result
of (x). If (x = 1) in the ideal case, then (t0) and (t1) almost
coincide and the starting point of the BCP is immediately
after the occurrence of the disaster. The reverse is also true:
the smaller (x � 1) is, the longer before time (t1) occurs, and
the later the starting point of the BCP. If (t1 ≥ t3 = MT PD),
the business is irretrievable.

If there are enough exercises and assessments of the BCP
and DRP, so that the effectiveness (E f k) can be measured and
projected onto the interval (a,b), the probability P(a ≤ X ≤ b)
for the interval a ≤ X ≤ b can be given, where X takes on a
value from the interval. Then, the likelihood function of the
random variable X is known. Thus, the distribution function
F(x) = P(X ≤ x) can be determined. A distribution function
of something like F(x) = x−1 would be ideal for a business,
because then the majority of the exercise results are in the
interval (a, b) between 1 and 0.5. This is the case represented
by the curve E f kI in Figure 8.
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Fig. 8: Efk as a random variable within the interval a,b

In contrast, the curve E f kII in Figure 8 represents an un-
favorable curve for the indicator of effectiveness. In this case,
the majority of the exercises are near the MTPD, i.e., near time
t3. Businesses that have displayed such an unfavorable course
of effectiveness are not adequately equipped for a disaster and
can probably survive only because of fortunate circumstances.
This conclusion is in agreement with the empirical studies by
Knight and Pretty [14].

Therefore, the closer a business’s exercise results are to x =

1, the higher the probability that this business will survive a
catastrophic event. However, these statements are valid only
when plans such as BCP and DRP already exist when the
disaster occurs and when these plans have been enacted,
practiced, etc. Otherwise, measurements of indicators and key
indicators–if no BCP or DRP is available–are meaningless.
In that case, the cost curve is similar to curve 2 in Figure 5.
Thus, an ex-ante statement would be possible only if sufficient
information is available. Sufficient information is available if
enough exercises in the BCP and DRP have been carried out.
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The advantage to this method lies in the structured analysis
of indicators and key indicators. This can also inform a board
of management as to how a company is likely to respond to
a disaster.

A. Key performance indicator of economic efficiency

The literature discussing cost considerations with regard
to the security of information is controversial. A number
of articles classify the calculation of the expenditure for
security countermeasures in a Return of Security Investment
(ROSI), often involving (perimeter) defensive techniques [23],
[24], [25], [26]. A possible profit-loss of the organisation
is confronted with the protection of IT assets and the costs
of a successful attack are weighed against the security costs
(countermeasures).

Other considerations in the literature deal with profit-loss as
a loss of productivity; e.g., if a file server becomes unavailable,
productivity declines because a number of employees become
incapable of working [27]. Analysis of such problems are
confounded because suitable material for a benchmark still
does not exist [27].

Considerations of the profit-loss are aimed at increases in
operating expenses and at influences on business processes.
These impact economic efficiency. However, when considered
in isolation, security costs represent only part of the economic
efficiency of an BCMS.

Elsewhere it is argued that a cost consideration could not
be successful with the ROSI model [28]. Further, it has been
suggested that companies often apply a fear, uncertainty, and
doubt (FUD) strategy for investments in security countermea-
sures [29]. A good overview of different approaches to the
ROSI model is available in [25].

Note that the above approaches include neither indirect costs
nor operating expenses in cost evaluations. In addition, direct
costs are only partially taken into account. From the point of
view of critical processes of an BCMS, the above approaches
consider only partial aspects. With the efficiency of an BCMS,
the focus is on the economic aspects of the BCPs and DRPs.
For each rare risk that would have an huge impact on the
value chain there must exist a BCP and DRP as well as all
the processes and documents listed in Figure 7. Therefore,
economic efficiency is to be thought of, in principle, as a
cost/benefit relationship. To successfully plan the budget for
the critical processes of an enterprise, the costs of all BCPs
and DRPs must be considered.

A Total-Cost-of-Ownership (TCO) model provides an ad-
equate look at the costs [30]. In the TCO model, three cost
drivers are identified: direct costs (DC), indirect costs (IC), and
operating expenses (OC). At first glance, the TCO model seems
to be sufficient for the interests of an BCMS when considering
infrastructure costs. The three cost categories can be defined
as follows:
• Sum of direct costs (

∑n
i=1 DCi ): Employees, hardware,

software, external services, physical environments (build-
ings, etc.) in which data processing should take place
under secure conditions for an organisation. Moreover, in

addition to the acquisition costs of the devices (security
appliances), their depreciation also has to be calculated.

• Sum of operating expenses (
∑m

j=1 OC j ): Costs that must be
considered when calculating the maintenance, servicing,
and repair of the components listed as direct costs above.

• Sum of indirect costs (
∑p

k=1 ICk ): These expenses originate
as a result of unproductive time from the end user.

The general TCO model would have to be adapted to the scope
of an BCMS, that is, to the critical processes. In addition,
the TCO model should not be of a static nature; instead, in
the interest of increasing efficiency, it should be subject to a
Deming cycle in accordance with ISO 9001.

As a modification, the TCO model, referencing a fiscal
year, e.g., Fy0 at t0, could calculate the costs based on the
infrastructure controls of the critical business processes of an
BCMS. With this, the infrastructure costs of a BCMS in a
fiscal year can be expressed as follows:

Fy0 =

n∑
i=1

DCi +

m∑
j=1

IC j +

p∑
k=1

OCk (19)

Then we can calculate a change (Iteration) from one fiscal
year (Fy0) at time t0 to the next fiscal year (Fy1) at time t1.
Besides the infrastructure costs, the expenses for the BCPs
and DRPs need to be considered. An essential benefit of a
BCMS is that it aims to establish a connection between cost
and the recognized rare risks. In trying to define the economic
efficiency of the risk defence with a BCP and DRP, a series of
questions arise: According to Figure 7, the whole costs for all
BCPs exercises (BCPcosts) and DRPs exercises (DRPcosts) for
a BCMS can be derived from the pyramid carried out in one
fiscal year, e.g. (Fy0). This management is strictly carried out
according to economic conditions. If, in the next fiscal year,
a BCP/DRP exercise is again carried out at the time Fy1, an
optimization must have be done in between, because
• The processes for a BCP or a DRP can be optimized.
• The processes and controls, procedures, checklists can be

optimized.
• The expenses for transferring the risks have changed

(increased, decreased).
• In different (that is, in more then one) BCP and DRP the

same controls, procedures, and checklists can be used.
As a result, a possible difference arises for the whole exer-
cise cost of

∑
BCPcosts and for the whole exercise cost of∑

DRPcosts, which can be explained by a change in the cost
of dealing with the BCP and DRP exercises and the increasing
experiences. This means that the cost for a control that is used
for one BCP/DRP could differ from that for a control that is
used in more than one BCP/DRP.

So, for the KPI of the efficiency (Efzk), which can be under-
stood as the economic component with reference to an interval
(∆t), when we consider the difference (∆F ≥ 0 = Fy0 − Fy1)
between the total BCP/DRP expenses for two fiscal years, we
obtain

Efzi =

(∑n
i=1 BCPiCost + Fy0

)
−

(∑n
i=1 BCPiCost′ + Fy1

)∑n
i=1 BCPiCost + Fy0

(20)
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Efzj =

(∑n
j=1 DRP jCost + Fy0

)
−

(∑n
j=1 DRP jCost′ + Fy1

)∑n
j=1 DRP jCost + Fy0

(21)
Equations 20 and 21 show that Efzi,j ∈ R could be either
a positive or a negative indicator. Nevertheless, in Eqs. 20
and 21, it is postulated that in the fiscal year Fy1, a smaller
budget is required for rare risk defence than in fiscal year Fy0.
Therefore, the key indicator is typically positive. Otherwise,
if a larger budget is allocated than in the previous year, a
negative indicator results.

The second key performance indicator (KPI2) is related to
the efficiency (E f z) of a BCMS. As mentioned above, a BCMS
is a reactive model; in contrast, the ISO/IEC 27001 standard
requires preventive controls related to the possible risks. Both
a BCMS and an Information Security Management System
(ISMS) according to ISO 27001 have risk management as a
central component.

Bass and Robichaux discuss the different forms of handling
preventive, detective, and corrective controls in connection
with a baseline assurance [31]. If the ideas of [31] are applied,
the question arises as to which of the recognized potential
risks require preventive or reactive (corrective) actions. The
present paper posits that this is merely a question of cost:
it does not involve technical or organizational issues. Risk
management corresponds to cost management and we know
that a Business Continuity Management System (BCMS)
according to BS25999 contains risk management. A similar
result is found in [32].

In the case of a BCMS, this means that the reactive controls
of each BCP and each DRP are cheaper to use than the
value of business processes (value chain), and they are as
cost effective as potential preventive (Prev) controls. Thus, a
cost inequality arises. Over a fiscal year (Fy0), the inequality
involves these four costs: the cost of a each BCP (BCPcost)
and each DRP (DRPcost), the additional costs (Advcost), and
the cost (Prev−Controlcost ) for preventive controls,

E f z = BCPcost + DRPcost + Advcost � Prev−Controlcost � RevFy0
(22)

Here (Rev) is the business profit. The inequality (22) does not
display static behavior. It provides a boundary condition for
an ISMS in accordance with ISO 27001 and for a BCMS in
accordance with BS 25999; however, the boundary conditions
are temporal and must be periodically reviewed. It may well
be that a potential risk can be dealt with more cheaply using
a preventive action rather than a corrective/reactive one.

As an example, consider a company that is known to be
located in a flood zone or an earthquake zone (see Figure 9).
According to an ISMS, a preventive action would be to move
the company. In contrast, a BCMS (BCP, DRP) would initiate
action only after flooding or an earthquake occurred. The costs
in light of the probability of risk must be balanced against each
other, and this is precisely the inequality that is described by
Eq. 22.

The indicators of effectiveness and economic efficiency have
been determined in this section. In the next section, using the

Riskscenario
(ISO 27005)

BCMS, BS 25999ISMS, ISO 27001

preventive controls
(before  a scenario strikes)

reactive, corrective controls
 (after a rare scenario strikes )

Fig. 9: Risk scenarios and the difference between ISMS and
BCMS

indicator of effectiveness, the performance will be determined.

B. Key performance matrix of effectiveness and efficiency

To determine the quality of a BCMS, the KPI of the
effectiveness of a BCP must be placed in relation to the effi-
ciency of a BCP. This takes into equal consideration both the
efficiency (economic) and the effectiveness of a BCMS. These
key indicators are two properties that should be kept strictly
separated qualitatively and should not be aggregated into a
single key indicator. The actual security countermeasures for
critical business processes and their efficient realization can
be shown in a matrix. Within the matrix, the KPIs of the
effectiveness of the BCMS span one axis and the key indicators
of efficiency span the other. The key performance indicators
of effectiveness and of efficiency are bounded: 0 ≤ Efkk ≤ 1
and −1 ≤ Efzk ≤ 1. The following can be defined as a first
arbitrary linear approximation for effectiveness:

E f kk =

{
yes = 0.5 < 1
no = 0 ≤ 0.5 (23)

If the key indicator is above 0.5, the BCMS lies in the positive
area (yes); if it is below 0.5, a (no) is assigned. A similar
distinction can be defined for the key indicator of efficiency:

E f zk =

{
yes = 0 < 1
no = −1 ≤ 0 (24)

In principle all four possible combinations of Eq. 23 and Eq.
24 are observable; the four (a, b, c, d) are shown in Figure
10.
Case (a) can be described as an ideal state of a BCMS.

effective

efficient

yes

no

yes no

a): BCMS is effective
and efficient

b): BCMS is effective
but not efficient

d): BCMS is not
effective but efficient

c): BCMS is not
effective nor efficient

Fig. 10: Performance matrix of an BCMS
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a: BCMS is effective and efficient
This case can be defined as a strategic balance. Safe-
guarding critical business processes is in a strategic
balance such that implementations of security controls
are completely efficient. The BCMS supports the IT
strategy efficiently with the right security controls, and
the security controls are marked by an optimum cost/
benefit relationship.

In addition to the strategic balance, three kinds of imbalance
exist for an IMS4 [33]. Transferred onto a BCMS, the three
correspond to the cases b, c, and d that appear in Figure 10.

b: BCMS is effective but not efficient
This situation corresponds to a strategic waste. The
enterprise situation has high effectiveness due to the
operation of an information security management sys-
tem, but efficiency has not been achieved. In fact, in
case (b), the achievement potential of an BCMS is
effectively exhausted; however, exhaustion takes place
uneconomically.

c: BCMS is neither effective nor efficient
This situation corresponds to a strategic dilemma. The
operation of a BCMS and its achievement potential
are neither effective nor efficient. Although considerable
investments are expended in information security, the
achievement potential is barely exhausted, and effective
security countermeasures for critical business processes
are not realized. Dissipation and waste of valuable
resources exist.

d: BCMS is not effective, but it is efficient
This situation corresponds to a strategical dissipation.
The efficiency of the BCMS is high, but its effectiveness
is very low. The achievement potential of the BCMS is
not properly recognised nor exhausted. Every control in
information security is considered unique and, hence, is
often misjudged.

If a performance (E f kk; E f zk) measurement finds any im-
balance (b, c, d), the BMCS must act as in Figure 11. The
actuator initiates the check-and-act phases of the PDCA cycle
so that corrective and preventive actions are performed. This
process should continue until a balance between effectiveness
and efficiency is attained, i.e., until case (a) is realized. Figure
11 shows this operation within a control loop according to a
deterministic finite state machine.

Moreover, even if a company is already in the range of the
strategic balance, further improvements may be possible, lead-
ing to minimal turnover. This improvement can be obtained via
a combinatorial optimization between the KPI of effectiveness
and the KPI of efficiency for each BCP. We present this idea
in detail in the next section.

VI. T-    

To perform a cost benefit analysis of information security,
this article proposes two KPIs. For each KPI, suitable mea-
surable indications are defined. The KPI of effectiveness and

4IMS is the abbreviation for an information management system

 controls, process, 
procedures

emergency 
processes

plant

process (p)actuator

effectiveness
& efficiency

BIA/ ISO27005
BCPlan/DRPlan

controller (c)

w(k)

yp(k)

 ys(k)

(-)

(+)

control signal

sensor (s)

 e(k)

deviation
 signal

reference signal
(pre defined MTPD of each Business Process)

uc(k) = w(k) - e(k)
(update BCP/DRP)

u(k)a
(impovement of BCP/DRP)

d = perturbation

 y(k) = actual behavior of
the emergency processes 

s1

s2/s4

s3

Fig. 11: Control loop for a BCP

the KPI of economic efficiency compete (Fig. 12), so that
an alignment in favor of one KPI is necessarily done at the
expense of the other. In [13], a key performance matrix with
four ranges is presented according to the ISMS and in [34] a
similar trade-off approach is presented for an ISMS.

The best range of values for the KPIs is the strategic
balance in which the KPI of effectiveness and the KPI of
efficiency support the economic strategy and achieve a suitable
cost/benefit relationship. One of the main task of an BCMS
with its PDCA-Cycle is to reach the strategic balance.

To optimize the BCP/DRP, requirements must be positioned
so as to maximize effectiveness in the direction of a strategic
balance. This means, for instance, that more exercises must
be done for all working instructions, records, and policies
structured according to Figure 7 procedures (objective evi-
dence of policy enforcement). This would reduce the risk
that the BCP/DRP was not working very well. However, this
requirement would exceed the calculated budget. With regards
to economic efficiency, one attempts to minimize the cost for
each BCP/DRP with respect to investments so as to reduce
turnover as little as possible.

Figure 12 shows the two KPIs like contrasting faces. The
graphs are based on typical behaviour and we present a
first approximation. The introduced budget limit of 30% is
taken from the Ph.D. thesis from Soo Hoo on an empirically
determined limit of investment [35]. This trade-off can be
interpreted as a variation of the knapsack problem (KP). The
knapsack problem is an integer combinatorial optimization
problem and is NP−hard. This means that a ROSI calculation
has a complex solution.

This description of the 0-1 knapsack problem follows
Martello5 and Toth [36]. To use the approach from Martello
and Toth for this trade-off, it is necessary to determine an
optimum for the cost of each BCP/DRP with some certain con-
trols (x) related to some certain policies (p) within the limited
predefined investment [35]. In this 0-1 knapsack approach, we
use for the controls x j( j = 1, ...n), n ∈ N, which could reduce
one or more risks from the SoA through countermeasures

5cf. Martello & Toth, page 1–5
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very much

not much

no many

Investment

(30% of possible 
value chain damage)

cost (Efz)

Security controls (Efk)

Fig. 12: Trade-off between Efzk and Efkk

(controls, x j),

x j =

{
1 = if control j is being used;
0 = otherwise (25)

Furthermore, we use p j for policies (Pol) and w j for the cost
of each control x j. Hence, a policy that is able to reduce
more than one risk is more welcome; otherwise, it is better to
mitigate a risk than to avoid it. Like Soo Hoo, we use c to
describe the upper investment limit.

The definitions are as follows:
p j: policy in terms of benefit from each control x j,
w j: cost for each control, which considers each BCP/DRP,

c: upper investment limit from Soo Hoo.
We expect that policies reduce more than one risk, in accor-
dance with Eq. 19, so we try to optimize the function z,

maximize z =

n∑
j=1

= p jx j (26)

We interpret p j as a policy to confront risk; therefore, the
value p j for safeguarding the critical business process (cBP)
will increase when p j mitigates more than one risk under the
side condition of w j. Now, we attempt to figure out for which
controls in (x) the following is valid:

n∑
j=1

= w jx j ≤ c (27)

With Eqs. (25), (26), and (27), we can define a 0-1 knapsack
problem. To solve the complexity of this 0-1 knapsack prob-
lem, this paper proposes a heuristic procedure. In Martello
and Toth [36], different heuristic solution are discussed. In
our contribution, the Branch-and-Bound (BB) procedure of
the Horowitz-Sahni algorithm (HS) was chosen as a first ap-
proximation. The Branch and Bound procedures are essentially
based on a problem branching and a limitation by means of
lower and upper bounds for the subsets.

1) Branch: The basic principle of the Branch and Bound
procedure is based on a minimization. A forward movement
consists of inserting the largest possible set of new consecutive
items into the current solution. A branching of the problem

(P0) is performed, yielding k = 3 subproblems Pi{1 = 1...k},
so that the following is an allowable solution for the subset
(x j):

x(P0) =

k⋃
i=1

x(P j) (28)

The three sub-problems can be thought of as the controls
that are used in more than one BCP/DRP. The following sub-
problems then exist: P1(BCPa), P2(BCPb), P3(BCPc).

2) Bound: Still, for each subset there are limitations,
namely a lower bound (LB) and an upper bound (UB). If
it is valid that LB ≥ UB is a set of a solution, this set
will not be investigated further (elimination of uninteresting
subsets). The ideal value of the upper boundary for P0, like
an optimal approximation, must be found heuristically. As a
first approximation, Soo Hoo’s budget limit of 30% can be
used. During the process, the UB corresponding to the current
solution of P0 is computed and compared with the current best
solution. If LBi < UB and if the optimal solution is P

′

1 and is
valid for Pi or P0, then a new best solution has been found
for P0 and we replace UB := LBi.

Finally, an example of a Horowitz-Sahni algorithm is shown
in Figure 13. This algorithm has been used with the Fortran
program from the book [36]; an example is calculated with
the following data. The simple example is given by solving
the Horowitz-Sahni algorithm for a given set of policies (Pol)
which is a special Indicator on the first level (Iλ1 = 7), a simple
given set of n = 7 controls (x j, j = 1, ...7), a current solution
ẑ, and a current best solution z. For a given set of policies, we
can elaborate on
p= {70, 20, 39, 37, 7, 5, 10} which are useful for more than

one BCP. The scale is 1,...,100 units. To face each
BCP/DRP and control (consult Eq. 28) for a given set
of cost of controls, also in a scale of 1,...,100 units, we
use

w= {31, 10, 20, 19, 4, 3, 6}.
c= {50} is the size of the capacity of knapsack we use.

We present the results in Figure 13. In this example, u is an
upper bound and x̂ j is a current solution. The best solution
so far is x j.

Finally we can draw a short result from this trade-off

analysis. If a company is in the range of the strategic balance
between the effectiveness and the efficiency of its BCMS
according to BS25999 and, if the company needs to have
further improvement to reduce turnover to as little as possible,
then a combinatorial optimization is very useful. Such an
optimization should balance the benefit of a policy in terms
of risk, which is considered for each control, and the cost of
each control in terms of avoiding, mitigating, or transferring
the risk to a determined limit of investment.

VII. C   

The empirical studies by Knight and Pretty [14] suggest
that the quality of a BCMS, as well as the related BCP and
DRP, should be looked at more intensely: the existence of a
BCMS in accordance with BS 25999 does not necessarily say
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Fig. 13: Example with Horowitz-Sahni Algorithm

anything about survival probability in the event of a disaster.
Survival depends on the implementation of the BCMS, and
here the BCP and DRP are interpreted as reactive controls of
great importance to survival in the event of a disaster.

In this paper the importance of the output and efficiency
of a BCP and DRP have been demonstrated using indicators.
Furthermore, it has been shown that by using two indicators,
the effectiveness and economic efficiency of a BCMS can be
measured. These two indicators represent key performance in-
dicators for a company. If there are a number of measurements
for effectiveness, a forecast can be made based on a random
variable in terms of survival probability, but this can be done
only if there is sufficient experience in applying the BCP and
DRP. In addition, these key performance indicators can be used
by a company to document its performance.

However, this method of using indicators evaluates the
processes behind the BCP and DRP only approximately. The
disadvantage of the method is that there must be sufficient
experience in using the BCP and DRP; therefore, a company
is not well prepared for catastrophes that are unknown. Com-
binations of or additions to the BCP and DRP based on similar
catastrophic scenarios are only possible if the processes behind
the BCP and DRP are exercised in advance using relevant
types of simulations.

Unfortunately, there are still no appropriate methods to pur-
sue these ideas. Currently, processes are typically associated
with the layout of an event-driven Process Chain (ePC), which
is merely a snapshot of processes, not a simulation in the
sense of running a complete process. These considerations may
suggest approaches for further investigation.
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