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Abstract—Motivated by the challenges in different foren-
sic detection tasks based on machine learning, this pa-
per evaluates the training behavior, as well as the gen-
eration performance of images which are generated by
Generative Adversarial Networks (GANs) based on simple ge-
ometric shapes using the example of circles and lines. Circles,
for example, are relevant for DeepFaceFakes where eyes might
be checked for inconsistencies. Therefore, we trained several
StyleGAN3 models with different self-created training data sets
using geometrical shapes of circles and lines. We use these models
to generate fake circles and lines from a random latent vector,
which we then forensically analyzed in two different ways: a
visual, subjective evaluation based on an observation as well as
an automated Circle-Checking approach. In both experiments,
we were able to show on the example of StyleGAN3, that
generative approaches have difficulties with the generation of
geometric shapes: circles are often more comparable to eggs,
lines are mostly not linear. Our contribution is to advance the
knowledge on what kind of artifacts a Generative Adversarial
Network generates. This gives a first tendency for new detection
strategies to identify these artifacts, based on geometrical shapes
in DeepFake images.

Keywords-Media Forensic; Generative Adversarial Networks
(GAN); DeepFake; Advance and Challenges.

I. INTRODUCTION AND OUR CONCEPT

Motivated by the increasing use of Artificial Intelligence
(AI) in media creation and processing, as well as for security
incident detection in malicious cases, forensic explainability
and reproducibility of the process is necessary for understand-
ing and evaluating the results. In our paper, we propose to
use a forensic analysis by using simplified and well-defined
shapes on the example of geometric shapes of circles and lines,
available as Open Data in [2]. The goal is to train models with
a set of simplified and well-defined shape images to measure
and study the output from the generation. The well-defined
training guides the comparison and allows measuring artifacts
in the output, which were not included in the training. In the
comparison, we use a visual human-based assessment and a
first, straight forward automated analysis on the example of
4 circle data sets. The goal is to show a possible first setting
of the idea of simplified and well-defined shapes with a first
tendency of results advancing the knowledge.

In particular, we are motivated by the DeepFakes cases.
For example, recent methods are AutoEncoders (AEs) based
approaches to replace the face or voice from person with
the face or voice of another person. Further, we designate

full synthetic, non-existing faces which are generated by a
Generative Adversarial Network (GAN) also as DeepFakes.
To avoid a critical use of DeepFakes a detection of DeepFakes
is necessary in specific cases. In addition, the identification of
characteristic DeepFake traces improves the examination as an
essential part of a forensic investigation and it is required to
showcase evidence in court. Nevertheless, full synthetic GAN
based DeepFake images consist of a face in the foreground
as well as a generated background area. While the faces in
a DeepFake usually look deceptively real, the background
can often be a strong indication of a DeepFake. Here, often
the model is unable to generate geometric patterns, as it is
not considered in the original training data. In consequence,
there are several background artifacts e.g. letters consisting of
curved lines in the background.

Most approaches like [3] or [4] for the detection of Deep-
Fakes fall back to the use of AI, especially Neural Networks
(NNs). Guo et al. [5] shows that the shape of the pupils in
GAN-generated faces is irregular without giving any explana-
tions of the causes. It is unclear to us whether other shapes in
a facial image have an influence on the training behavior of a
GAN. But, the observation of Guo et al. motivated us to train
a StyleGAN3 [6] only with images of simplified shapes using
the GitHub implementation of [1]. The National Institute of
Standards and Technology (NIST) [7] suggests explanations
in purposes and styles. Our approach has to address this and
we follow the two main objectives: (A) How accurate can a
GAN be used to generate perfect shapes? and (B) In a mixed
training scenario, has a shape type an influence to another
(different) shape type?

First, we summarize the key aspects of the development
process of ProgressiveGAN [8], StyleGAN [9] and its ex-
tensions and introduce our approach in the next subsections.
After a small overview about the implementation in Section II,
we describe in Section III our observations on our training
iterations separated on general observations as well as specific
training observations. Additionally, we compare and discus
the Automated Circle-Checking with our visible observations
on all circle images. Finally, we conclude our paper in
Section V.

A. Used methods from State of the Art

Goodfellow et al. [10] create with GANs the fundamen-
tals for the work of Karras et al. [8]. This work allows
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Figure 1. Pipeline for our approach, with StyleGAN3 implementation from [1].

the generation of high-resolution digital images, especially
artificial face images. With ProgressiveGAN, they expand
the trained image size step by step over the whole training
phase. Additionally, they created a new image based high-
quality data set named CelebA-HQ. In Karras et al. [9],
the authors replaced the traditional generator network with
a mapping network followed by a synthesis network, which
allows the style transfer between latent vectors. However,
the used Adaptive Instance Normalization (AdaIN) within the
synthesis networks caused artifacts looking like water droplets
in the generated images. Instead of the Instance Normalization,
Karras et al. used a demodulation technique which results in
normalized weights within the synthesis network [11]. Further,
the technique of the progressive growing resolution in [8]
results in a strong location preference for details. Instead of
the progressive growing approach, the authors of StyleGAN2
used a skip generator and a residual discriminator architecture.
Karras et al. [12] stabilized the discriminator of StyleGAN2-
ada to avoid overfitting with different augmentation techniques
which allows training the GAN with less training data. With
StyleGAN3, Karras et al. [6] redesigned the generator network
to avoid aliasing artifacts, specific details on its configuration
are given in [6].

Those and further DeepFake generation methods like few-
shot vid2vid [13] or Collaborative Diffusion [14] are used for
the DF40 data set [15]. The aim of this data set is to combine
the different DeepFake techniques such as face-swapping,
face-reenactment and entire image synthesis. In consequence,
the challenging task to tackle the generalization problem
in DeepFake detection is opened, because most DeepFake
detection strategies are focused to detect specific DeepFake

techniques.

B. Our Approach

We divide our approach into three phases which are de-
scribed in the following sections. Additionally, we highlight
the main aspects of our approach in Figure 1.

1) Training Mode: For the Training Mode, different data
sets called ImageTrainingSet are created which are described
in Table I and some example images are visualized in Table III.
Each data set consists of 50k images which have a shape of
64× 64 pixels. Only grayscale images are created. The back-
ground color of each image is set to white (color value: 255).
All geometric objects use a black color (color value: 0). We
mainly decide between ‘single’ and ‘multi’ ImageTrainingSet
which address the amount of geometric objects within the
images. Images in a ‘single’ data set have only one geometric
object (Table I: ID 1, 3, 4 and 6) whereas images in a ‘multi’
data set have between one and ten geometric objects (Table I:
ID 2 and 5). Currently, no image has two different kinds of
geometric objects (circles and rings or lines). The position
of every geometric object is set randomly. But no object
was allowed to have connections with the image boundary
or with other objects in the same image. In all images of
every ImageTrainingSet, we define a distance of 2 pixels to
the boundary of the image. In the multi ImageTrainingSet of
circles, we define a minimum distance of 2 pixels to other
circles. The size of the circled shapes is between 3 and 60
pixels. Further, we create circled rings with a border size of
1 to 5 pixels, the ring size is the same as full circles. In case
of lines, we set the minimal size to 10 pixels, the maximum
size is calculated in combination with the boundary pixels and
their orientation within the image. Each line has a thickness of

TABLE I. OVERVIEW OF ALL CREATED TESTING DATA SETS FOR STEP 1 (COMPARE TO FIGURE 1).

ID Type Content Image Count Image
Size

Image
Color

Number and Type of Shapes per Image

1 single
circle

black circles and
circled black rings

50.000 64×64 black /
white

only one with random size and position, no connection with
border

2 multiple circle black circles and
circled black rings

50.000 64×64 black /
white

between one and ten with random size and position, no connec-
tion between other circles and with border

3 single
horizontal
line

black horizontal
line

50.000 64×64 black /
white

only one with random size and position, no connection with
border

4 single line black line 50.000 64×64 black /
white

only one with random size, line direction and position, no
connection with border

5 multiple lines black lines 50.000 64×64 black /
white

between one and ten with random size, line direction and
position, no connection with other lines and with border

6 single circle
or line

black circles rings,
and lines

circles and
rings: 25.000;
lines: 25.000

64×64 black /
white

only one with random size, direction and position, no connection
with border; sub sets are randomized reused from data set 1 and
4
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1 pixel. All other parameters for the line data sets are similar
to the circle data sets. Please note, in a multi ImageTrainingSet
the shape size is also defined from other shapes, because in
an image no connections to other shapes are allowed. For
the combined ImageTrainingSet of circles and lines, we reuse
subsets of both multi ImageTrainingSet for circles and lines.
The images of both subsets are selected randomly.

2) Generation Mode: In the Generation Mode we differ-
entiate between two generation methods. The first generation
method is done during the training process of StyleGAN3. It
creates after a defined time of training steps a snapshot of the
current training state as well as an overview image of different
generated images. This overview image is a grid of 32 × 32
images, where each image is generated from a random selected
latent vector. Separately, from selected snapshots of several
models we generate images from a latent vector defined by a
seed using the image generation script gen_images.py of [1].
The seed is chosen by randomly generated numbers between
0 and 10000 using a bash script which executes the generation
script of StyleGAN3. The script will be available at [2].

3) Test and Comparison Concept: We propose in our
concept a Visual Subjective Evaluation Approach on circles
and lines to support explainability for humans. Our criteria are
(derived from Visual Morphing Detection Assessment [16]):
(1) How homogeneous are the colors of the background
or the generated geometrical objects? (2) Are there visible
differences between the generated and the ideal geometrical
object (e.g., missing symmetry)? (3) Is the amount of objects
within the generated images similar to the specific training
set? (4) Are there intersections with other generated objects
or the border of the image?

Furthermore, we suggest to use for circles an automated
approach (Automated Circle-Checking) by using Hough
Transform. Here, we show in a first test setting for circles
an approach for their detection. The subjective and automated
results are compared for a circle test case to show possibilities
and limitations by deriving further work.

TABLE II. STYLEGAN3 TRAINING CONFIGURATION (STEP 2, FIGURE 1).

Required
outdir path to the output directory
cfg stylegan3-t
data path to the training data set
GPUs 1 (proposed values from the Readme file for

the training parameter)batch 32
gamma 8.2

Optional features
mirror 1
all other parameters are not set, either the default configurations were used
or the specific parameter was not used here

Misc hyperparameters
those parameters are not set, either the default configurations were used
or the specific parameter was not used here

Misc settings
kimg 25000 (default value)
snap 50 (default value) or 10
all other parameters are not set, either the default configurations were used
or the specific parameter was not used here

II. IMPLEMENTATION

A. Preparation for the data sets

For the creation of our data sets, we use Python and the
programming library Pillow, which is needed for the creation
of circles and rings (please note: for the creation of circles, the
function for the creation of ellipse is needed) or lines. Other
geometric shapes are not used for this work. Table I shows
the specific content of all available data sets. Note, the data
set ID 6 reused randomly 50 % of the images of the data set
with the ID 1 and 50 % of the images of the data set with
the ID 4. Some example images for each data set are given in
Table III. The data sets are available at [2].

All images are created as BMP pixel image without com-
pression. For the training, the data sets need to be pre-
processed with the dataset_tool of [1] which converts all
images into PNG images. Furthermore, this tool creates a ZIP
archive that includes all images of the specific data set.

B. Training approaches and expected outcome

Every data set was used to train two StyleGAN3 models
whereby only the snap parameter was changed to store the
models more frequently. The reason for this is on the one
hand to ensure reproducibility and on the other hand to get
a finer view how the models are changing over the training
time. Because of the color space of the images, StyleGAN3
automatically chooses the shape [1, 64, 64] where the first
value addresses the color space and the last two values
the dimensions of the images. In consequence StyleGAN3
identified automatically the correct color space of the training
image data set. All other parameters are set on the basis of
the “Training” section of the README.md file of the GitHub
repository of StyleGAN3 [1]. Compare here also the Table II.
Both models from the same data set were trained parallel on
one separate GPU card of the same type. The final trained
models are available at [2].

Table IV describes the expected results of each training
approach to imitate the given image data sets. Note, the
snapshot frequency (third column of Table IV) is calculated
from the snap parameter with the tick parameter which is
default set to the value 4.

For this paper, the evaluation was performed manually by
a human with a visual observation of randomly generated
images by the StyleGAN3 generator. For this purpose, the
automatically generated grid images as well as self generated
images are used.

III. EVALUATION

A. Subjective Evaluation Approach: Observations on Style-
GAN3 generated shapes

We randomly analyzed samples from every training ap-
proach over different training iterations. Thereby, several un-
expected not trained lines and circles (defined as errors) in all
generated images are observed. We distinguish those errors
between general and specific errors which are described in
following sections: The general observations describe errors
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TABLE III. EXAMPLE IMAGES FOR ALL DATA SETS FROM TABLE I, SEE STEP 1 OF FIGURE 1.

single circles and circled rings; ID 1 single horizontal line; ID 3 single line with random direction; ID 4

single circle and single line with random direction; ID 6 multi circle; ID 2 multi line; ID 5

TABLE IV. TRAINING INTENTIONS, EVERY MODEL IS TRAINED WITH THE CONFIGURATION OF TABLE II, ONLY THE SNAPSHOT SEQUENCE WAS
CONFIGURED WHICH IS GIVEN IN THE COLUMN “SNAPSHOTS” (SEE STEP 2 OF FIGURE 1).

ID used data set snapshots training intention / expected training behavior

1
multi: circle & rings;
data set id: 2 every 200 kimg

Size, shape and color of circles and ring should be similar to the training data set. The generator
should create between 1 and 10 objects (circles and/or rings) to emulate images from the data
set. No object should have connections with the border of the image or with other objects.2 every 40 kimg

3
single: circle & rings;
data set id: 1 every 200 kimg

Size, shape and color of circles and ring should be similar to the training data set. The generator
should create only 1 object (circle or ring) to emulate images from the data set. No object should
have connections with the border of the image.4 every 40 kimg

5
single: horizontal
lines;
data set id: 3

every 200 kimg
Size, shape, alignment and color of lines should be similar to the training data set. The generator
should create only 1 horizontal line to emulate images from the data set. No line should have
connections with the border of the image.6 every 40 kimg

7
single: lines with a
random direction; data
set id: 4

every 40 kimg
Size, shape, alignment and color of lines should be similar to the training data set. The generator
should create only 1 line with an indifferent alignment to emulate images from the data set. No
line should have connections with the border of the image.8 every 200 kimg

9
multi: lines with a ran-
dom direction; data set
id: 5

every 200 kimg
Size, shape, alignment and color of lines should be similar to the training data set. The
generator should create between 1 and 10 lines with an indifferent alignment to emulate
images from the data set. No line should have connections with the border of the image or
intersections/connections with other lines.

10 every 40 kimg

11
single: circles, rings &
lines;
data set id: 6

every 40 kimg
The behavior of this training test should be similar to the training IDs 3 and 4 in combination
to 7 and 8. The influence from specific features of one training set to the other training set is
unexpected before the training process starts.12 every 200 kimg

which are present in all images over all training approaches
and specific observations which are only present in specific
training approaches.

Figure 2. Scaled color scheme on real images using the image processing
tool Gimp (which have no effect here).

1) General observations: We noticed in every generated
image that areas of the same visible color (e.g., background as
well as geometric objects) are not homogeneous. For example,
we identified on the white background color areas of bright
gray colored pixels which are not visible at the first glance.
For visualization reasons and because of comprehensibility
aspects, we scale the color values on Figure 2 and Figure 3
using Gimp [17]. Figure 3 visualized these ‘invisible’ artifacts.
Because of the BMP input file type, these artifacts are not
explainable with our training data sets (see images in Figure 2).

Figure 3. Scaled color scheme on fake images using the image processing
tool Gimp.

In case of all training approaches which used a ‘single’
data set for the training (Table IV: ID 3 to 8, 11 and 12),
some images are generated where more than one geometric
object is created. In Table VII there are some images of
a ‘single’ approach shown where not exactly one geometric
object was generated; especially for ID 1 image 1 and 3 with
two geometric objects, for ID 3 image 2 with no geometric
object, for ID 4 image 3 and 4 with two or three geometric
objects and for ID 6 image 2 with two geometric objects.
The reason for this can be caused by the latent vector or
style vector of StyleGAN3. Because of that the influence of
the random seeds to the latent vector as well as the latent
vector to the image generation process should be analyzed.
Further, it is possible that also generated images of all multi
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training approaches are affected with a similar issue (Table IV:
ID 1, 2, 9 and 10). The network is allowed to generate up
to ten geometric objects, but it also not able to count the
geometric objects which can be result in the generation of
more than ten geometric objects. This circumstance is less
visually recognizable than on a training approach with a single
based data set, why a visual observation is here not effective.

2) Specific observations: The specific observation is di-
vided into shape type of the geometric objects: circles and
circled rings, lines and the mixed data set of lines and circles
or circled rings (Table IV: ID 11 and 12). A separated
observation of single and multi data sets is not useful because
we noticed the same errors on both approaches. Compare here
also Table V, which summarizes our observations for each
training approach, and Table VII, which shows obvious errors.

The training approaches of both circle data sets (Table IV:
ID 1 to 4), which will only address circles and circled rings,
shows that StyleGAN3 was not able to train with all training
iterations perfect circles or circled rings. Most generated
circles do not show (because of the gridded circles, even if
approximated) a specific rotational symmetry. Also, the sizes
of the generated rings are not always the same on every
position of the ring.

With respect to the line based data sets (Table IV: ID 5 to
10), only the generated horizontal lines (Table IV: ID 5 and
6) are most similar to their training data set. However, they
have the same errors which are introduced in the previous
Subsection III-A1: mostly on the line ends the color value is
not always 0 (black). Once the lines were randomly rotated
in their training data set, StyleGAN3 was not able to create
perfectly straight lines. The generated lines (Table IV: ID 7
to 10) are curved, sometimes only one time, sometimes two
times.

We also tried to train 25k single random line images with
25k single circle images at the same time (Table IV: ID 11
and 12). On this approach, we identified the same errors which
are described before for the other training approaches. Only a
transfer of features from circles or rings to lines or vice versa
was not determined. Especially small lines and small circles
seem to be mixed during the training process of StyleGAN3.

B. Objective Evaluation with the Automated Circle-Checking
and its comparison with the Subjective Approach

For the Automated Circle-Checking, we use the Hough
Circle Detection on our real- as well as fake Multi Circle data
set (Table V, ID 1-4). As this detector is still in its early stages,
it is currently unable to distinguish between genuine and fake
images. The decision whether it is a real or a fake image is
made by the examiner. We evaluate the detected position and
size of our circles.

In most cases, the position of our real circles is detectable.
Only the size was not always detected correctly. The reason
for this could be due to the parameterization of the Hough
transformation. Nevertheless, we have also tested our Auto-
mated Circle-Checking on our Multi Circle data set with fake
circles. Please note that our fake images have a different color
distribution: it is possible that the StyleGAN3 generator used
any gray value between 0 and 255, while on real images
only color values of 0 (circle color) and 255 (background)
are possible. This fact has an influence on the circle detection
using Hough transform. The circle detector was able to detect
many small circles, which are usually a part of a large circle.
Detection of the entire circle was rare. In some cases, the
detector detects circles on a position where no circle was
present. Table VI illustrates the behavior of the Automated
Circle-Checking on real images compared to fake images.

IV. DISCUSSION

Using the example of circles and lines, we could see that
GANs are not able to generate exact circles or lines from
a randomly given latent vector. This statement is further
verified by our subjective in case of circles and lines as well
as automated evaluation in case of circles. In relation to a
more complex scenario, also in real faces specific shapes are
given. Best example is the iris and the pupil of the eyes
which is shown in the image process pipeline for an iris
detection on Figure 4. Are there similar shape artifacts in
full synthetic face images given and can our findings be used
to identify other artifacts in synthetic face images? A first
assessment is given in Figure 5. It is obvious that the extracted
iris of a fake face generated by StyleGAN2 (extracted from

TABLE V. VISUAL OBSERVED ERRORS OF ALL TRAININGS (SEE 4.2A OF FIG. 1), OBJECTIVE EVALUATION PERFORMED WITH ID 1-4 AND CONFIRM
ERRORS.

ID used data set human observations
1 circle and rings (multi);

data set id: 2
no homogeneous geometric area, no given symmetry, no circle shape, objects also in area of border possible

2
3 circle and rings (single);

data set id: 1
no homogeneous geometric area, no given symmetry, no circle shape, objects also in area of border possible,
sometimes more than one object4

5 lines (horizontal);
data set id: 3

lines have mostly the same horizontal direction, pixel values of lines are mostly homogeneous, only at the
line border are different pixel values possible6

7 lines (single, random direc-
tion); data set id: 4

non straight lines, partially one to two turning points on the line, smoother transitions due to gray value
change on line segments8

9 lines (multi, random direc-
tion); data set id: 5

same visible observation like ID 7 or ID 8; line alignments are similar to the line alignments of the initial
data set (compare table I ID 5)10

11 circles, rings and lines (single);
data set id: 6

shapes have the same errors which are described for the training runs of ID 3, ID 4, ID 7 and ID 8; a feature
transfer (or error transfer) from line to circle and vice versa are not visible12
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thispersondoesnotexist.com in May 2024) does not have a
typical circular shape which was confirmed by our automated
detection approach.

Figure 4. Circle detection on an eye of a real person using the London Face
Set [18].

Figure 5. Circle detection on an eye of a fake person generated by StyleGAN2
using the web page https://thispersondoesnotexist.com/.

At the moment, we evaluate our approach mostly on small
images of real or generated geometrical shapes like circles
or lines. Against, the experiments on facial images were per-
formed only on a few images which results in new challenges
compared to our initial geometrical data sets. In this case,
it is necessary to have more pre-processing steps until the
geometrical shape evaluation is usable. Furthermore, the image
size of synthesized face images is usually larger than the
images in our data sets, which requires different parameter
settings for the Hough transform than those used for small
images.

Additionally, our approach is only tested on images with a
small size of 64× 64 pixels which limits specific attributes of
the geometric shape. Because of the rasterized pixel graphic,
circles are limited in their minimum size. If they are too small,
they are not distinguishable from squares or rhombuses. On
larger images, large rasterized circles are more comparable to
real circles than on smaller images. This allows a calculable
metric which can be used for an identification of DeepFake
images in future work.

TABLE VII. GENERATED EXAMPLE IMAGES (ONLY GRAYSCALE) FOR ALL
DATA SETS WHICH ARE SHOWN IN TABLE I (SEE STEP 4.1 OF FIGURE 1).

single circle (circles and circled rings); ID 1

single horizontal line; ID 3

single line with random direction; ID 4

single circle and single line with random direction; ID 6

multi circle; ID 2

multi line; ID 5

In difference to circles, straight lines within the facial area
are very unusual. But the detection is not limited to the
face. As introduced, especially for full synthetic DeepFake
images also the background can be used for their detection.
The probability for possible fake lines is in the background
area of DeepFake images higher. Further, the use case of
the geometrical shape detection does not need to be re-
stricted to DeepFakes. Han et al. [19] propose a GAN for

TABLE VI. COMPARISON OF AUTOMATED CIRCLE DETECTION (FIG. 1 4.2B) FOR REAL AND FAKE IMAGES, RED LINES HIGHLIGHTS THE DETECTED
CIRCLES, HUMAN BASED COMPARISON BETWEEN THE VISUAL AND AUTOMATED APPROACH CONFIRM ERRORS IN GAN IMAGE GENERATION

(FIG. 1 4.3).

automated
detection on

real circles and
circled rings);

Most circles from training are automated detected correctly in
their position and size. In General the detected center position is
identical with the given center position. The automated detection
of the circle size is not always the same compared to the visual
circle.

automated
detection on
fake circles
and circled

rings);

Automated detection of small circles from fake circle generation
was mostly correct in their position and size. On bigger circles
more than one circle were detected. Specially the detection of
big circled rings results in the detection of small circles on the
border area of those rings. The detection of the whole ring was
not successful. There are also shapes which was not detected as
circle, but visually also not identified as circle by the human.
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the generation of synthetic license plates of cars. Within the
European Union, all license plates follow a specific standard.
Our circle and line detection approach offers further applica-
tions. For example, the Germany License Plate DIN standard
DIN 74069:2022-10 [20] with specific regularities for plate
size and position as well as color, font and character size offers
an evaluation: Would a GAN be able to correctly reproduce a
German license plate and would be a GAN able to be detected
a synthetic generated plate as DeepFake?

V. CONCLUSION

In this work, we introduced a new methodology to bring
GANs to their limit by reducing the level of detail of the
training material. We follow the challenge to identify issues
which are a result of its generation process. To be specific,
we train different StyleGAN3 models with different gray
scale data sets of images with geometric shapes. On this
way, our approach shows the root cause of circle artifacts
in GAN generated data and explains therefor findings the
artifact results in Guo et al. [5]. For further investigation on
this question, we currently enhance our Automated Circle-
Checking to an Automated Circle-Line-Checking approach.
Additionally, we want to establish our approach to other
generative AI technologies such as AEs.

As our approach uses StyleGAN3 implementations from [6]
it can also be used in further decision support systems for
DeepFake detection purposes. Further, both our generator and
detector are provided as open source models and open data
[2] to allow transparency in understanding and reproducing the
inner processes of models. For future explainability, we plan to
introduce on the one hand an improved user based comparison
of potential fake and ideal circles and on the other hand a
quantitative evaluation method with the definition of scores
based on the overlapping areas of original and reproduces
circles.
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