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Abstract—The advent of Linked Open Data (LOD) gave
birth to a plethora of open datasets freely available to everyone.
Accompanied with LOD, a new research field arises focusing
on how to handle and to take advantage of this huge amount of
data. In this paper, we introduce a novel approach utilizing and
aggregating open datasets to compute the most-related entities
for a set of weighted input entities. We optimize different
algorithms for large semantic datasets enabling combining
data from different semantic open sources and providing high
quality results even if only limited resources are available.
We evaluate our approach on a large encyclopedic dataset.
The evaluation results show that our approach efficiently
supports different semantic edge types. The application build
on our framework provides highly relevant results and visual
explanations helping the user to understand the semantic
relationship between the computed entities.

Keywords-linked open data; recommendation; semantic web;
user profile enrichment; personalization

I. INTRODUCTION

With the rapidly growing number of large open datasets
following the Linked Open Data (LOD) principles [1],
semantic recommender systems and applications based on
linked datasets become an important research area. Semantic
datasets, which represent knowledge as a huge network of
nodes and labeled edges, provide the basis for the effective
deployment of (natural) language independent knowledge
processing. Thus, the approach for processing semantic
datasets abstracts from classical text processing tasks (e. g.,
handling of synonyms, homonyms, typos, multi-lingual con-
tent, ambiguous terms), but focuses on deploying the re-
lationship between unique entities. Moreover, the ontology
based semantic representation of data simplifies the reuse
of existing datasets and the integration of new information
sources.

For many domains (such as music, movies, and geo-
graphic locations), large semantic encyclopedic datasets are
available from Freebase [2] and DBpedia [3]. These ency-
clopedic datasets provide generally accepted, almost static
knowledge. The data is represented as nodes (“vertexes”)
connected by labeled edges, describing the relationship
between the nodes. The entities (such as artists, events,
locations, or points of interest) represented as nodes are

usually annotated with meta-data (such as images or labels
for different languages).

An important question, when working with semantic
datasets, is how to discover the entities (of a specific type)
most closely related to a set of input entities. The computa-
tion of related entities is used for interfering knowledge for
enriching profiles or for calculating recommendations. The
main questions that have to be answered when calculating
related entities are:

1) What types of edges should be considered for com-
puting the semantic similarity between nodes?

2) How to assign weights to labeled edges?
3) How to combine edge weights of paths between the

source node and the destination node?
4) How to efficiently compute related items based on

huge datasets? Which network models adequately re-
duce the complexity without spoiling the result qual-
ity?

In this paper we discuss and compare several algorithms
for computing the most-related entities for a weighted set
of input entities. The evaluation is based on a recommender
system for the music domain. In contrast to most existing
systems that focus on user ratings and user generated tags,
our system bases on well accepted encyclopedic data. Thus,
we concentrate on computing related entities and not on per-
sonalized recommendation (personalized recommendation
cannot be found in an encyclopedia). The computation of
related entities based on encyclopedic data has the advantage
that results are built on a reliable dataset and thus are suitable
for enriching sparse user profiles.

The paper is structured as follows: Section II gives an
overview of related work; Section III explains the dataset
used for evaluating our approach. In Section IV, we in-
troduce our approach in detail. Section V presents a rec-
ommender systems implemented based on our approach.
The experiments and the evaluation performed for proving
the properties of our approach are discussed in Section VI.
Finally, a conclusion and an outlook to future work are given
in Section VII.
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II. RELATED WORK

Most of the existing recommender systems apply col-
laborative filtering (CF) methods [4], [5], [6]. Recommen-
dations are calculated by analyzing the similarity of user
profiles (user-based CF) or the similarity of rated items,
such as artists, albums, films, books (item-based CF). Some
authors [7], [8], [9] combine user-based CF and item-based
CF approaches. These hybrid recommender systems often
deploy expert-defined, domain-specific rules for a scenario
dependent combination of different feature types.

For the entertainment domain several recommender sys-
tems exist, such as the FOAFing-the-music project [10],
combining social networks and user ratings. Another active
research area is the use of Linked Open Data [11]. Com-
prehensive ontologies have been defined for the semantic
storage of knowledge for the music domain. Well-known
ontologies are provided by the Music Ontology project [12]
and the Music Similarity Ontology project [13]. These on-
tologies focus on the aggregation of various data sources and
on providing fine-grained semantic descriptions of relevant
entities.

III. DATASET

We use an encyclopedic dataset retrieved from Freebase as
data source for testing our semantic processing framework.
For the evaluation we use a rating dataset retrieved from
LastFM (http://www.last.fm/). Freebase is a comprehensive
data source for semantic data containing information about
almost every domain. In our scenario (computing the most-
related entities in the music domain) we make use of a
subset of the data retrieved from Freebase consisting of
the four entity types Artists, Albums, Tracks, and Genres.
The relationship between Artists and Genres describes the
genre in which an artist usually works; the relationship
between Albums and Artists describes the album releases
of each artist, and finally the relationship between Albums
and Genres defines a genre assignment for each album. The
created dataset is schematically visualized in Figure 1.
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Figure 1. The semantic music dataset.

To compare an encyclopedic “recommender” with a
rating-based recommender, we interlink the encyclopedic

dataset retrieved from Freebase with a rating dataset re-
trieved from LastFM (collected in December 2010) con-
sisting of 40,000 user profiles. The linkage of the datasets
had been established based on the artist names and the
MusicBrainz ID [14]. The size of the respective entity sets
and relationship sets is shown in Table I.

Table I
THE NUMBER OF ENTITIES AND EDGES IN THE ENCYCLOPEDIC

DATASET.

# entities # edges
Artists Genre Albums Tracks

Artists 417217 - 79543 374445 -
Genre 3082 79543 - 90444 -
Albums 438180 374445 90444 - 1048565
Tracks 1048576 - - 1048565 -

IV. APPROACH

The necessary steps for computing the most-related en-
tities for a set of input items are: Assign numerical edge
weights (describing the similarity between entities) based on
the edge labels, and define rules (“an algebra”) describing
how to combine the edge weights. Additionally, models
for coping with the network complexity must be defined,
speeding up the computation process and reducing the noise
present in real-world datasets.

We discuss the challenges and solutions for each step
in detail in the following paragraphs. At first, we analyze
the task of link prediction in a semantic network. In other
words, we infer for a given node the entities strongly related
and suggest to add edges to these nodes [15], [16]. In our
application scenario, the prediction of new edges means to
compute the most-related entities for a given input entity that
are not directly connected by an edge in the semantic dataset.
We focus on algorithms allowing us to provide explanations
for each predicted entity. In many scenarios this is important
since good explanations help to increase the user’s trust
and confidence in the recommendations as wells as in the
recommender system itself [17].

How to define relatedness: For computing related items
in a large semantic network, we have to define criteria
for measuring the semantic similarity between two entities.
Criteria for defining the similarity between two nodes in a
semantic network are:
• Entities connected by a short path are more related to

each other than entities connected by a long path.
• Entities connected by several different parallel paths

are more closely related than entities connected by one
path only.

• The edge labels (and the derived edge weights) of a path
between two nodes should influence the computed node
relatedness. In general, the edge weight might depend
on the path context (in other words, on the other edges
of a path).
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Path Algebra: Based on the proposed criteria for the
relatedness of nodes of a network, an edge algebra is defined.
Well-known approaches for combining the edge weights
of a path are the shorted path distance, the resistance
distance, and the weighted path distance [18]. The rules
for calculating the path weight according to the different
combination approaches are shown in Table II.

Table II
THE TABLE SHOWS THE FORMULAS FOR CALCULATING THE PATH
WEIGHTS FOR (A) PARALLEL EDGES AND (B) FOR A SEQUENCE OF

EDGES. THE DISCOUNT FACTOR γ ENSURES THAT SHORT PATHS GET A
HIGHER WEIGHTING THAN LONG PATHS.
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Computing recommendations on semantic datasets:
Large semantic datasets usually consist of several node types
(often annotated with rdf:type) and edge sets connecting
exactly two entity sets (bipartite relationship sets). Addition-
ally, unipartite relationships, connecting nodes within one
entity set, may exist (e. g., to model hierarchies of entities).
Each relationship between the entity sets has a semantic
meaning that can be used for deriving edge weights. In
general, two entity sets can be connected by several different
relationship sets, describing different semantic associations.

For computing the most-related items for a set of input
entities, we define which relations can be combined to build
valid paths. In other words, we identify a set of valid pipes,
describing the edge types combined in a path as well as
the minimal and maximal path length. This approach allows
us to assign edge weights based on the context of an edge.
Thus, we do not use a static edge weight, but choose the edge
weight dependent on the semantic meaning of an edge in a
path. Moreover, for each relationship type specific models
can be defined allowing us to consider the special properties
of each relationship type.

Memory-based Recommender: To compute related en-
tities for a given set of input items, we determine the entities
best connected to the input entities (according to the defined
edge algebra). We implement the search based on a Branch
and Bound algorithm [19], adapted to handle parallel paths
in the search process. The search process takes into account
the different semantic edge types and ensures that only
paths consisting of valid edge sequences are considered. The
advantage of path-based recommenders is that no additional
effort is needed for building a dataset model. Thus, updates
in the dataset immediately affect the computed results.
Another advantage of calculating the most-related nodes

directly on the dataset is that the computed paths can be
used as explanations for the derived nodes. In most scenarios
the path length is limited so that the explanations are not
too complex ensuring that users understand these computed
explanations. An example for an path-based explanation
(taken from the encyclopedic recommender system for the
music domain) is shown in Figure 2. Starting from the input
node Kelis, the path recommender used five genre nodes,
to find several parallel paths to the artist Pink. Edge weights
and edge labels are not shown in the explanation graph in
order to keep the explanation simple.

Artist

Artist

Genre

Figure 2. Explanation of a path-based recommendation (used in our music
recommendation web application). The user can see the different nodes that
are relevant for recommending the artist Pink.

Model-based Recommender: While working with real-
world data, semantic relationship sets are often huge, noisy,
and sparse. Models for simplifying the semantic relationship
set are applied to cope with these problems.

Clustering: An efficient approach for reducing the
entity set size and the relationship size is aggregating similar
entities into clusters. The advantage of this approach is that
most users understand the idea of clustering and path-based
explanations can be computed (handling clusters as “virtual”
entities). Figure 3 shows an example for an explanation
containing clustered entity sets.

Artist

Artist

Genre Cluster

Figure 3. Explanation of a path-based recommendation using a clustered
entity set. By aggregating similar entities into clusters, the graph complexity
and thus the complexity of the provided explanation are reduced.

Analyzed approaches for clustering: We focus on Hier-
archical Agglomerative Clustering (HAC) [20]. The advan-
tage of HAC is that the desired number of clusters does not
need to be chosen in advance. The distance measure used
for clustering may take into account several different entity
properties. In our music recommendation scenario, we used
a similarity measure based on a weighted combination of the
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genre name similarity and user-defined genre hierarchy data
(retrieved from Freebase) for clustering the music genres.

Low Rank Approximation: An alternative approach for
reducing the complexity is to compute a low rank approx-
imation of the adjacency matrix for a relationship set. For
this purpose we calculate the singular value decomposition
(SVD) of the normalized adjacency matrix A and consider
only the first k latent dimensions.

A = USV T u UkSkV
T
k

The adjacency matrix A is decomposed into a diagonal
matrix S, containing the singular values of A in descending
order. The matrices U and V consist of the left-singular and
right-singular vectors for S. The low rank approximation of
A considers only the largest k singular values of A and the
respective eigenvectors (Uk, V T

k ).
The advantage of this approach is, that it allows us an

efficient reduction of the matrix size. Moreover, the low rank
approximation has been proven to be a good model for large
sparse matrices [21]. Disadvantages of this approach are on
the one hand that no easily understandable explanations can
be provided and on the other hand that the singular value
decompositions is resource-demanding. Dataset updates re-
quire a recalculation of the matrix decomposition.

Conclusion: In this section we discussed the problem
of computing related items for a given set of entities
considering the node and edge semantics. In contrast to
most of the existing systems which consider only one
edge type (typically “like” or “is similar to”) our system
focuses on analyzing the edge semantics. The combination
of heterogeneous edges takes into account the semantics
of respective paths. We explained different approaches for
combining edge sequences and parallel paths (edge algebra)
dependent on the respective node types and edge labels.
A promising approach consists of expert-defined rules, re-
flecting the specific properties of the respective domain,
and optimized parameter settings computed using machine
learning methods based on the available training data.

Additionally, we discussed the advantages and disad-
vantages of memory-based and model-based approaches
for efficiently computing related entities. The analysis
showed that memory-based approaches allow providing
user-understandable explanations without precomputing so-
phisticated models. Model-based approaches allow reducing
the complexity and taking into account the noise in real-
world datasets.

V. IMPLEMENTING A SYSTEM FOR ENCYCLOPEDIC
MUSIC RECOMMENDATIONS

Based on the developed framework for semantic data pro-
cessing, we implemented a web application for suggesting
entities semantically related to the entities present in the user
profile. As the knowledge base for our recommender system,

we use a semantic dataset for the music domain retrieved
from Freebase (see Table I).

User profile: The user preferences are stored as a set of
weighted entities. The entities define artists, genres, tracks
and albums the user “likes”. User preferences are collected
implicitly (by analyzing the user behavior) and explicitly
(allowing the user to enter entities she is interested in). A
disambiguation component computes potentially matching
entities to the user’s input ensuring that only valid entities
are added to the user profile. The disambiguation component
is needed due to the fact that a user-entered name may
represent different entities. For instance, the name Madonna
may stand for an American singer, her first album or the
second studio album from the American band ...And You
Will Know Us by the Trail of Dead.

The analyzed edge combinations: For computing the
recommendations based on the encyclopedic dataset, we
tested which semantic relationship sets should by combined
to provide good results. We focus on path of limited length
(maximal 4 edges) consisting of edges from only one edge
set, since the meaning of those paths is understood best
by the users. While calculating the most-related entities for
a set of user profile entities several different relationship
sets are taken into account. Figure 4 shows an example
for computing related items for the entities Dr.Dre and
50Cent. The entity Eminem is related to the input entities
because Eminem has four music genres in common with
Dr.Dre and 50Cent. Moreover, he worked together
at the albums Welcome To The Dogg House, The
Slim Shady LP and Up In Smoke Tour.

Figure 4. The figure visualizes the considered path of length 2 between
user profile entities and the derived entity Eminem. Each path consists of
edges from only one relationship set.

Since a joint album usually implies a close similarity
between two artists, in our web application the paths based
on the Artist-Album relationship have a higher weight than
paths based on the Artist-Genre relationship. Only in the
case that no related entities can be computed, neither based
on the Artist-Album relationship nor based on the Artist-
Genre relationship, more complex paths (such as Artist →
Genre → Album → Artist) are taken into account.
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Preliminary experiences: The first evaluation results of
the developed encyclopedic “recommender” system showed,
that the entities calculated to be related to the user profile
are useful to the user. The huge number of nodes enables
the system to compute results even for only locally known
artists. In contrast to systems focused on individual ratings,
the suggested entities are related to the user profile (ac-
cording to the encyclopedic knowledge base) and not based
on the user’s taste. Most users liked the idea of providing
explanations for the results, especially if a recommendation
is not obviously related to the user interest. The presentation
of explanations as a graph seems to be an acceptable solution
as long as the explanations are not too complex. Hence, we
simplify complex explanation graphs keeping only the edges
with the highest weights.

VI. EXPERIMENTS AND EVALUATION

To evaluate the implemented algorithms, we analyze dif-
ferent scenarios.

A. Link prediction on encyclopedic data

We analyze the task of predicting links on the ency-
clopedic dataset retrieved from Freebase. We focus on the
scenario of computing related artists for a given set of
artists (e. g., for the entities from a user’s preference profile).
Following the idea of cross-validation, we split the edge
set of our dataset into a training set and a test set. Entities
connected with less than two edges are not considered in
the evaluation. Based on the edges of the training set, the
recommender component predicts edges to the most-strongly
connected entities and provides a list of edges ordered by
the semantic similarity between the connected nodes. The
prediction precision is evaluated with the test set. Since the
number of entities related to the input entity set varies over
the user profiles, the Mean Average Precision (MAP) [22]
is used as performance measure. The MAP for a set of user
profiles P = {p1, p2, . . . , pn} is calculated as follows:
Let Prec@i(Lp) be the Precision of the first i items in the
predicted result list L for the profile p ∈ P , and rel@i(Rp)
be a Boolean function returning 1 if the ith item in the list
L is relevant, then

MAP(P ) =
1

|P |
∗
∑
p∈P

m∑
i=1

Prec@i(Lp) · rel@i(Lp)

Memory-based Recommenders: We analyze the task of
predicting related entities directly on the semantic graph
retrieved from Freebase (see Figure 1). For the evaluation
we performed the following steps: (1) We randomly select
a node. (2) The set of edges connected to this node is split
into a training set and a test set (50% / 50%). (3) Based on
the training set we compute the most-related nodes limiting
the maximal considered path length. (4) The predicted nodes
are evaluated with the test set. (5) We calculate the average
over all the evaluation results for 10,000 nodes. Figure 5

shows the observed prediction precision for the two baseline
strategies (predict edges to randomly chosen entities, and
predict edges to the entities having the highest number of
edges) and for the path-based recommender considering a
maximal path length of two or four respectively. The results
show that our approach provides highly relevant prediction
results. A higher search depth (4 instead of 2) leads to
slightly improved results as more nodes are taken into
account. The high prediction precision can be explained by
the fact, that in the deployed music dataset several parallel
paths for connecting two entities exist. Moreover, the artists
in the music dataset seem to form “clusters” whose nodes are
well connected but have only a small number of connections
to other entities.
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Figure 5. The evaluation of link prediction for artists based on the Freebase
dataset.

Link prediction on the clustered entity sets: Due to the
large number of music genres in the used Freebase dataset
we apply a clustering algorithm for aggregating similar
genres. We analyze how the edge prediction precision de-
pends on the number of clusters. The clusters are computed
based on a hierarchical agglomerative clustering algorithm.
For calculating the distance between two music genres
we determine the number of artists and albums directly
connected with theses genres. Additionally, we consider the
metadata from Freebase describing relations between the
music genres.

In our evaluation we compute clusters for the genre
entity set and apply a path-based search algorithm with a
search depth of two. The measured results (see Figure 6)
show that aggregation of the 15% most similar genres into
clusters leads to only a minimal decrease of the precision.
In the case of a small number of clusters the precision
decreases appreciably. For the analyzed scenario the use of
≈ 900 clusters provides reasonable results while reducing
the considered genre entity set size by ≈ 15%, and thus
reducing the complexity of the dataset.

B. Profile enrichment based on encyclopedic data

We interlink the encyclopedic music dataset from Free-
base with LastFM user profiles and analyze how our recom-
mender improves the collaborative computation of recom-
mendation results by enriching small user profiles.
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Figure 6. The evaluation of link prediction for artist based on the Freebase
dataset using clustered music genres.

For the evaluation, we use 10,000 LastFM user profiles
having at least 30 (to have enough information for a proper
evaluation) and at most 50 preferred artists. We split each
user profile into a training set containing n (1 ≤ n ≤ 10)
artists and a test set containing the remaining artists. As a
baseline for our evaluation, we use a standard collaborative
filtering (CF) algorithm, computing the similarity between
two users based on the number of common entities. CF
computes the 100 most similar users (based on the number
of common artists) and predicts the entities most frequently
present in these profiles. While determining similar users,
only the training set for the user (for which the rec-
ommendations are computed) is taken into account. The
recommendation precision is calculated based on the test
set.

We analyze how the recommendation performance
changes, if we enrich user profiles using the encyclopedic
data retrieved from Freebase. For the recommender on the
encyclopedic dataset we consider the artist-genre relation
and search depths of two and four. Figure 7 shows that
profile enrichment improves the recommendation precision
for small user profiles. For users having more than ≈ 7
profile entries the profile enhancement leads to less precise
results. Thus, encyclopedic knowledge helps to improve the
recommendation results for new user. If the user profile con-
sists of an adequate number of entities a profile enrichment
based on encyclopedic data should not be applied.

The results can be explained by the fact that similar
users cannot be reliably computed for users with a very
small profile. Thus, enriching the profile with related entities
improves the calculation of similar users and the compu-
tation of predictions. Due to the fact that encyclopedic
knowledge does not consider the individual user taste, the
profile enrichment adds fuzziness to the profile. For large
user profiles the items (added by the enrichment) adulterate
the user profiles resulting in less precise recommendation
results.
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Figure 7. The evaluation shows that profile enrichment based on ency-
clopedic knowledge improves the precision of collaborative filtering for
users with a small profile. For users with more than six entries the profile
enrichment reduces the recommendation precision.

VII. CONCLUSION AND FUTURE WORK

In this paper, we introduced a new semantic recommender
framework and discussed different algorithms for the effi-
cient processing of large semantic datasets. We explained
our graph-based recommendation approach utilizing model-
and memory-based link prediction methods. We showed how
to provide explanations to increase the trust in the computed
recommendations. With the aggregation (“clustering”) of
similar entities we could reduce the computational com-
plexity with the trade-off of a small loss of precision. The
evaluation of the link prediction approach shows that our
recommender provides precise link prediction results on the
encyclopedic dataset. The analyzed algorithms require only
limited resources and provide comprehensible explanation
for the recommendations.

We also demonstrated the application of our recommender
to enrich user profiles and explained how the enhanced
profiles can be used to improve collaborative filtering. The
results showed that encyclopedic data helps only in the case
of very small user profiles. This can be explained by the fact
that for a user having a small user profile users with similar
interests cannot be reliably computed. A profile enrichment
based on encyclopedic data improves the computation of
similar users and leads to better recommendations. Thus, the
profile enrichment helps to overcome the cold-start problem
[23]. For users with a big profile encyclopedic data does not
improve the recommendation precision. A reason for this is
that our encyclopedic data neither considers individual user
preferences nor the “quality” of albums or musicians.

Future Work: As future work, we want to analyze and
integrate additional recommender models based on matrix
decomposition [24], [25] and graph kernels [26]. Preliminary
tests with these methods show promising results in effec-
tively reducing the dataset complexity and reducing the noise
in the datasets. Furthermore, it is intended to extend the
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dataset with additional entities and meta-information. First,
we want to extend the scope of the music recommendation
scenario by adding information such as movies and actors
to test our approach in a cross-domain recommendation
scenario. Second, we want to add meta-information to the
encyclopedic dataset like “quality” of a node to extend the
recommendation approach with methods that do not only
take into account the graph structure but also the type and
quality of a node. Such quality information can be the
popularity of an artist or the commercial success. Ongoing
work is the preparation of a user study where we want
to get real user feedback about the recommendation and
explanation quality in order to validate our results based
on the automatic evaluation.
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