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Abstract— Efficient management of Resource Description 

Framework (RDF) data is one of the significant factors in 

realizing the semantic web vision.  However, current RDF data 

management systems scale poorly, having performance 

limitations. In this PhD work, a new kind of data 

fragmentation in the context of RDF data is proposed based on 

the idea of ontology modularization. The proposed approach 

indicates dividing an ontology into several modules, applying 

RDF storing methods on ontology modules rather than on the 

whole ontology. By using this approach, three contributions 

can be introduced as follows. First, it will reduce the amount of 

data to be worked on at any specific point of time in order to 

achieve less load time and higher performance. Second, it will 

provide some kind of improved locality that reduces the need 

for interaction across the nodes of a distributed system, 

resulting in less message traffic. Third, according to the nature 

of data fragmentation we will expect higher concurrency as 

well. In order to show the feasibility of the approach, the main 

components of a suitable architecture is proposed and 

discussed in detail. For the evaluation, we intend to implement 

our proposed architecture as a layer over existing prominent 

open source storage systems to support the proposed 

fragmentation and verify the contributions. The proposed 

metrics would be query-time and system throughput. The 

former is expected to decrease while the latter is expected to 

increase. 
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Data fragmentation; Ontology modularization; Concurrency; 
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I. INTRODUCTION 

In order to realize the semantic web vision, it is essential 
to provide high-performance and scalable solutions for RDF 
data storage and retrieval. On the other hand, current state-
of-the-art solutions have yet to be improved regarding the 
tremendous influx of RDF data. Current state-of-the-art 
methods that can be used for RDF storage and indexing 
could be classified into four categories: 

1- Relational Schemes, which use Relational Database 

Management Systems (RDBMS) for storing RDF data. 
2- Native Schemes, which build RDF-specific stores 

and indexes from scratch. 
3- Not Only SQL (NoSQL) database systems, which 

are not built primarily on tables, and generally do not 
use SQL for data manipulation[1]. 

4- Hybrid storage approaches, which originally are 
aimed at the integration of NoSQL systems (such as 
Hadoop) with relational database technology in order to 
make an analytical platform for Big Data [2][3][4]. 
Obviously, this approach can be used for storing RDF 
triples.  
 As for the RDF data, native schemes perform well 

because of their tailored design, which makes the reasoning 
process over the semantic data easier and more 
straightforward. This is because of eliminating the need for 
some extra processes during the query process, such as query 
rewriting and the transformation of data to a suitable 
semantic format; however, relational schemes are preferred 
yet from the perspective of maturity, generality and 
scalability [5]. On the other hand, NoSQL database systems 
are generally more scalable than the relational database 
systems while NoSQL systems have some disadvantages 
including lack of ACID (Atomicity, Consistency, Isolation, 

Durability) properties and lack of SQL support. 
Consequently, the hybrid storage approaches have emerged 
as aforementioned. This evolution shows the significance of 
relational database technology insofar as they are being 
integrated into new technologies, such as NoSQL systems. 
Consistently, in this research we are exploring new ways for 
improving both for relational schemes and hybrid storage 
approaches.  

One of the key questions in this context is the following: 
“How should we design tables for storing RDF triples?” The 
most well-known storage methods for row-oriented 
relational database systems are Horizontal Table [6], Vertical 
Table [7][8], Horizontal Class [9], Table per Property [9] and 
Hybrid Designs [9]. As for the column-oriented relational 
database systems, several prominent storage and indexing 
techniques have been proposed, including vertically 
partitioning method [10] and sextuple indexing technique 
[5][11], which beats row-oriented methods in terms of 
performance according to the recent experiments [12]. The 
common characteristic among all the above-mentioned 
methods is that they all are applied to the whole ontology 
data.  

In this study, we specifically intend to explore the effect 
of a new semantic data fragmentation approach for storing 
RDF triples, which is elementally based on ontology 
modularization. As maintaining large ontologies is a difficult 
task and reusing the whole ontology is time-consuming and 
costly, the notion of an ontology module has been proposed. 
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[13]. The assumption we consider as a basis for our 
discussion in this paper is that “a module is considered to be 
a significant and self-contained sub-part of an ontology” 
[14]. Therefore, the vocabulary of an ontology module is a 
sub-set of the whole ontology vocabulary. And a module 
would represent a smaller ontology plus inter-module links. 
Moreover, a module is considered to be self-contained 
whenever reasoning tasks over a module can be done within 
the module without having accessing to other 
modules[15][16]. 

Overall, the hypothesis we are going to verify is the 
following: we could use the ontology modules as the 
database design basis in the Relational Data base 
Management Systems or in the Hybrid Storage Systems 
instead of considering the whole ontology in order to 
decrease the amount of data to be worked on at any specific 
point of time. This will result in increasing concurrency and 
performance and reducing the message traffic on the 
network at the same time. This approach is considered as a 
new type of data fragmentation in the context of RDF data 
management systems. 

The rest of the paper is organized as follows. The second 
section is to review the background and some popular related 
works. Next, in the third section our proposed approach is 
described. Then, in the fourth section a customized 
evaluation design is proposed, and the expected results are 
discussed. Finally, the fifth section is to present the 
conclusion. 

 

II. RELATED WORK 

We categorize the related work to this PhD thesis into 
four groups: ontology modularization strategies, Criteria for 
ontology modularization, modularity and databases, and 
ontology based data access systems. A detailed discussion 
of each category comes in the sections below. 
 

A. Ontology Modularization Strategies 

According to Parent and Spaccapietra, Ontology 
modularization strategies fall into three classes: Semantics-
Driven Strategies, Structure-Driven Strategies, and Machine 
Learning Strategies [17]. There are  also another 
classifications and interpretations regarding ontology 
modularization, including logic-based approaches and 
Graph theory based approaches  
[14][15][17][18][19][20][21][22][23][24].  However, all the 
classifications fall into the categories introduced by Parent 
and Spaccapietra on which we draw mainly in our whole 
research. Semantics-Driven Strategies let the ontologies be 
driven by the semantics of the application domain. This 
method relies on human expert knowledge regarding the 
application domain while the responsibility of the machine 
is usually limited to recording the allocation of knowledge 
items to the modules. Structure-driven strategies, on the 
other hand, do not rely on the human input. These methods 
look at the ontology as a graph structure and use graph 
partitioning techniques to extract ontology modules. 
Machine learning strategies establish another category for 

ontology modularization, which is considered as an 
alternative to human-driven modularization. In this 
approach, a combination of machine learning techniques can 
be used for knowledge processing in order to extract the 
ontology modules. 

 

B. Criteria for Ontology Modularization 

According to Mathieu d’Aquin et al. [14], there are  
different criteria for modularization, including logical criteria 
and structural criteria. 

Logical criteria can be expressed in terms of local 
correctness and local completeness. Local correctness states 
that every axiom being entailed by the module should also be 
entailed by the original ontology, meaning that nothing has 
been added in the module that was not originally in the 
ontology. Local completeness, on the other hand, indicates 
the reverse property of local correctness. 

Structural criteria include some measures like the the size 
of a module and the intra-module distance. Indeed, the 
relative size of a module (number of classes, properties and 
individuals) has a strong effect on its maintainability and, 
therefore, on the robustness of the applications relying on it. 
The intera-module distance is another important structural 
measure, which computes how the terms described in a 
module move closer to each other compared to the original 
ontology, for instance, by counting the number of relations in 
the shortest path from one entity to the other. 

 

C. Modularity and Databases 

Abadi et al. propose vertically partitioned method for 
storing RDF triples in a column-oreinted relational database 
system where they have observed that the query-time have 
dropped from minutes to several seconds [12]. Accordingly, 
Booshehri et. al. propose the vertically partitioned module 
method for the column-oriented databases in order to 
achieve better performance by creating the tables based on 
ontology modules [25]. The perspective proposed by 
Booshehri et. al's approach is the most related work to this 
PhD thesis. However, the new perspective described in this 
PhD work is a thoroughly refined idea of Booshehri et. al's 
approach. In contrast to Booshehri et. al's, the new approach 
described in this paper is a more generalized approach, 
which is not limited to relational database management 
systems and can be adapted with different database systems, 
including NoSQL systems, native schemes for RDF storage, 
and hybrid storage systems as well. In this research, 
however, we focus on relational schemes and hybrid 
schemes. As further is discussed, this is going to be realized 
by implementing different ontology based data access 
systems. 

 

D. Ontology Based Data Access Systems 

Ontology based data access (OBDA) is a technology for 
mapping a relational database into an ontology so that we 
can answer queries over the target ontology. Currently, there 
are two approaches for implementing an OBDA [26]: query 

52Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6

SEMAPRO 2015 : The Ninth International Conference on Advances in Semantic Processing



rewriting and materialization. In the materialization 
approach, the input relational database is used to derive new 
facts based on an ontology and a set of mapping rules; then, 
it will be stored in a new database, which is the 
materialization of the data in the first database.  

Sequeda et. al [26] provide a new OBDA system called 
UltrawrapOBDA, which combines the query rewriting and 
materialization approach. This combinatorial approach has 
been shown to achieve better performance comparing 
against another prominent OBDA system, namely Ontop 
[27].  On the other hand, to the best of our knowledge, most 
of OBDA systems aim at mapping a relational database into 
an ontology while a question will still remain open: How 
could we design an OBDA system for a hybrid storage 
system, such as Hadapt [28], which provides the capability 
of running SQL queries over Hadoop. Therefore, we have 
proposed the notion of an OBDA system for hybrid storage 
systems, as further is discussed in the next section. 

 

III. PROPOSED APPROACH 

The main idea of the proposed approach is to make use 
of ontology modularization as a semantic data 
fragmentation. Consequently, we expect less load time and 
higher performance, higher degree of concurrency and 
system throughput, and less message traffic on the network. 
We discuss these objectives in detail in the next sections. 

We are motivated to design and implement our proposed 
approach as a layer over existing traditional RDBMSs and 
Hybrid Storage Systems. Accordingly, the main components 
of an architecture, which can show the feasibility of the 
approach is proposed and discussed in detail. First, a 
component is needed to create a partitioned schema based 
on the ontology modules instead of the whole ontology. 
Next, an OBDA system should be provided to convert the 
queries into queries over the new partitioned schema. 
Finally, a data fragmentation unit should be provided in 
order to fragment the ontology data according to the 
portioned schema. We discuss these components in more 
details in the sections below. 

 

A. Schema Partitioning Component 

The Schema Partitioning component converts the 
original schema which is based on the whole ontology into a 
partitioned schema which is based on the ontology modules. 
For the proposed system, we intend to provide two options 
for the end users. The first option is to introduce the ontology 
modules to the system manually and the second option is to 
make use of prominent approaches for automatic ontology 
modularization.  

 

B. OBDA Unit 

When the database schema is converted into a 
partitioned schema, consequently, a query rewriter should 
be provided in order to convert the original SQL queries 
into queries over the new partitioned schema. As discussed 
in the related work section, materialization is another 

approach for implementing an OBDA system, which also 
can be used in combination with the query rewriting 
techniques. We intend to design optimized OBDA systems, 
which support embedding our fragmentation approach into 
both relational database systems and hybrid storage systems. 
Moreover, we aim at implementing an OBDA system, 
which combines query rewriting and materialization in order 
to achieve better performance. 

Regarding the partitioned schema, two types of 
properties can be defined for ontologies: intra-module 
properties and inter-module properties. Intra-module 
properties refer to those which are only related to the 
concepts and individuals within an ontology module and 
inter-module properties are those which connect couples of 
concepts or individuals from different ontology modules. It 
is obvious that we may have both of these two types of 
properties within an ontology. Accordingly, considering this 
classification the queries also can be classified into two 
categories which are intra-module queries and inter-module 
queries. An intra-module query is applied only on the data 
and ontology elements within a specific module. On the 
other hand, an inter-module query is applied on the 
information and ontology elements that connect different 
ontology modules. Of course, an inter-module query could 
be a combination of some intra-module queries as well as 
some inter-module queries.  

Considering these classifications, whenever a query is 
applied to a database, the OBDA unit is responsible to 
recognize whether the query is inter-module or intra-
module. 

 

C. Data  Fragmentation Unit 

Now that we have a portioned schema, the ontology data 
should be fragmented and allocated to different workstations 
in the network.  

As for a RDBMS, we have to redesign the tables 
according to the extracted modules. Then, it would be the 
responsibility of the OBDA unit to reason over the 
fragmented database.  

In case of exploiting a hybrid storage system, the 
responsibility of the data fragmentation unit would be 
generating specialized map-reduce functions in order to 
fragment the data according to the ontology modules. Then, 
the OBDA unit will be responsible for reasoning over the 
database. 

 

IV. RESEARCH OBJECTIVES AND DISCUSSIONS 

There are three main objectives for this research: 

A. Less load time and higher performance.  

The proposed approach emphasizes on ontology modules 
as the database design basis. It is obvious that the number of 
extracted tables from an ontology module is less than the 
number of extracted tables from the whole ontology. 
Consequently, existing data in the tables of an ontology 
module is less than existing data in the corresponding tables 
of the whole ontology. It means that focusing on modules 
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instead of the whole ontology, may result in a decrease in the 
size of the information to be worked on at any specific point 
of time. Hence, we expect ontology modularization to cause 
less load time and higher performance for column-oriented 
RDBMSs, row-oriented RDBMSs and Hybrid Storage 
Systems. 

 

B. Increasing the degree of concurrency and system 

throughput. 

As previously mentioned, in this research module 
extraction is considered as a new type of data fragmentation 
in the context of RDF database systems. Therefore, the more 
precise the module extraction algorithms are the more 
suitable semantic data fragmentation we have. Naturally, 
increasing the degree of concurrency and system throughput 
are two important benefits of data fragmentation in 
distributed databases [29][30]. Therefore, module extraction 
and use of ontology modules as database design basis is 
expected to make us closer to these two benefits. 
Considering the self-contained feature of the ontology 
modules, dividing ontologies into modules is a justifiable 
data fragmentation.  

On the other hand, there are two important disadvantages 
for data fragmentation as follows: 

 If there are some requirements which are in conflict 
with data fragmentation, the performance would 
decrease. For instance it is costly to retrieve several 
different parts of data that must be joined or unioned 
from different sites [30]. 

 During data fragmentation some attributes that is 
related to an association relationship may be 
separated into several parts and located in distinct 
sites. This will cause the problem of difficulty in 
semantic control of data and difficulty in integrity 
control as well [30]. 

However, according to the self-contained feature of an 
ontology module, we can say that the problems mentioned 
above are not serious about ontology modules. 

 

C. Reducing the message traffic on the network with 

respect to intelligent allocation of data to the cluster 

nodes in distributed systems. 

As discussed before an ontology module is self-contained 

meaning that special reasoning tasks such as inclusion 
relation or query answering within a module are possible 

without need to access other modules. Concerning the self-

contained feature of an ontology module, it seems that 

allocating the data of each ontology module to a single 

cluster node in distributed database systems is an intelligent 

allocation that brings us less message traffic on the network 

over a specified period. This is because of the majority of 

intra-module queries in comparison to inter-module queries. 

The fewer inter-module queries leads to less message traffic 

between cluster nodes on the network. 

V. EVALUATION 

To formulate the evaluation methodology we will consider 
the following tasks: 

1. Design a suitable benchmark to generate large-

scale datasets based upon a big ontology like 

SWEET ontology. SWEET Ontology [31] is a 

highly modular ontology containing more than 200 

modules. 

2. Design several benchmark queries that cover all 

important RDF join patterns. 

3. Selecting a storage system. It could be an open 

source column-oriented RDBMS, an open source 

row-oriented RDBMS, or a hybrid storage system. 

4. Implementing an OBDA system so that we could 
implement our approach and reason over the 

selected ontology. 

5. Evaluation of the proposed approach in terms of 

performance (query time) and system throughput in 

several working periods of the system. 

 
After performing the above mentioned steps we expect 

to have the following outcomes: 

1. Decrease in the running time of queries 

2. Increase in the system throughput over specified 

working periods.  
In case of achieving the expected outcomes, we will 

replace the first step of the evaluation methodology with an 
alternative step in which instead of selecting an ontology 
which has specified modules at the beginning, we will 
divide an ontology into modules automatically by using 
both structure driven strategies and machine learning 
techniques in order to test the effect of ontology 
modularization algorithms on the achieved outcome.  

 

VI. CONCLUSION 

Tremendous influx of RDF data calls for highly scalable 
and high-performance storage methods which is essential for 
realizing the semantic web vision. In this proposal, we are 
investigating the answer to the following question: “Could 
we improve current state-of-the-art methods for RDF storage 
by using ontology modules as the database design basis 
instead of considering the whole ontology? “ 

We consider the process of dividing large ontologies 
into modules as a kind of semantic data fragmentation. 
Based upon this perspective, a general architecture is 
proposed in order to show the feasibility of the approach. 
The fragmentation approach is not limited to one kind of 
storage system; however, we deepen our research by 
focusing on relational schemes and hybrid storage schemes. 
Next, we will try to improve them in terms of performance, 
concurrency and data traffic on the network.  

As for the evaluation of the proposed approach, we have 
suggested an evaluation methodology in which different 
aspects of the proposed approach are verified thoroughly.  
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