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Abstract—In the recent past, word embedding techniques have
shown to capture semantic and syntactic information of natural
language which could be exploited to solve the Word Sense
Disambiguation (WSD) task. Word embeddings are generated
using words appearing in context. However, some co-occurrence
words in context have multiple meanings and are ambiguous.
Therefore, it is sometimes difficult to identify the meaning of
a target word by using word embeddings of context words. In
this paper, we propose to use word embeddings of monosemous
words for the WSD task. We consider that word embeddings of
monosemous words can contribute to determining the correct
sense of a target word. Also, by using word dependency in
a sentence, it is possible to capture the semantic relationship
between the target word and the co-occurrence word as a feature.
To evaluate the efficiency of the proposed WSD method, we show
that it is effective for the WSD task to use both monosemous word
information and dependency relation to the target word.
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I. INTRODUCTION

Typically, many words have multiple meanings, depending
on the context in which they are used. Identifying the sense
of a polysemous word within a given context is a funda-
mental problem in natural language processing. For example,
an English word “bank” have different senses, such as “a
commercial bank” or “a land along the edge of a river” etc.
Word Sense Disambiguation (WSD) is the task of deciding the
appropriate meaning of a target ambiguous word in its context
[9].

To solve the computational WSD problem, it is usually
formulated as a classification task, where the possible word
senses are the classes. In the supervised learning method,
bag-of-words features extracted from a wide context window
around the target word are used. In the recent past, word
embedding techniques (e.g., word2vec) have shown to capture
semantic and syntactic information of natural language and
improve performance of the WSD task [7].

In word2vec, word embeddings are generated using words
appearing in context. However, some co-occurrence words in
context have multiple meanings and are ambiguous. Therefore,
it is sometimes difficult to identify the meaning of a target
word by using word embeddings of context words. For exam-
ple, if the polysemous word “flow” appears in the context,
it is not possible to distinguish the meaning of the target
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word “bank”. However, if the monosemous word “financial”
appears in the context, it is easy to distinguish the meaning
of the “bank”. For the word “flow”, word2vec creates a
word embedding containing these multiple meanings. So, these
features are not effective to distinguish a target word due to
its association with polysemous words. Therefore, we would
like to focus on solving this issue and explore the effective
features for training WSD classifiers.

In this paper, we propose a new method for WSD using
word embeddings of the monosemous words in context and
word dependency. We consider that word embeddings of
monosemous words can contribute to determining the correct
sense of a target word. Also, by using word dependency in a
sentence, it is possible to capture the semantic relationship
between the target word and the co-occurrence word as a
feature. We show that word embeddings of monosemous words
in dependency relation to the target word is effective for word
sense disambiguation.

The rest of this paper is organized as follows. Section I
I is devoted to the related work in the literature. Section III
describes the proposed WSD methods using word embeddings
of the monosemous words. In Section IV, we describe an out-
line of experiments and experimental results. Finally, Section
V concludes the paper.

II. RELATED WORKS

Numerous works have recently demonstrated the effective-
ness of bag-of-words model on WSD tasks. In supervised
WSD, each occurrence of a polysemous word is converted into
a small number of local features that include co-occurrence
and part-of-speech information near the target word [14].
In this paper, we focus on supervised WSD using word
embeddings.

Word embeddings are low-dimensional vector representa-
tions of words, based on the distributional contexts in which
words appear. Word embeddings are effective at capturing
intuitive characteristics of the words and can be generally
useful in many NLP tasks [4][11]. Word embeddings as
local context features have been used in supervised learning
approaches [13].

Monosemous words can be employed to represent word
contexts. Li et al. proposed the Chinese WSD method using
monosemous words as features [6]. However, this method
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can only use limited monosemous words obtained from the
Chinese thesaurus Cilin and does not use word embeddings
based on neural networks. Moreover, the effectiveness of
monosemous words was not verified in the Japanese WSD
task. Li et al. point out that the WSD system tends to have low
precision when the usage of a polysemous word is inconsistent
with the monosemous words in the same class.

To obtain precise usage information, syntactic information,
such as dependency relations of words has been employed.
Some works exploited the dependency relations represented
by the linguistic unit called bunsetsu [5][8]. These researches
report that the syntactic relations are effective for WSD and
document retrieval tasks. In our WSD method, we employ
word embeddings of the monosemous words in context and
word dependency as features and evaluate the efficiency of
this WSD method.

III. WSD METHODS
A. Task Description

A WSD system is used to select the appropriate sense for
a target polysemous word in context. WSD can be viewed as
a classification task in which each target word should be clas-
sified into one of the predefined existing senses. Word senses
were annotated in a corpus in accordance with “Iwanami’s
Japanese Dictionary (The Iwanami Kokugo Jiten)”. It has three
levels for sense IDs and the middle-level sense is used in this
task.

In this paper, supervised classification is employed for
this WSD task. This supervised method requires a corpus of
manually labeled training data to construct classifiers for every
polysemous word. Then, each obtained classifier is applied to
a set of unlabeled examples.

B. Supervised WSD methods

In this section, we briefly describe the baseline WSD
method and our three WSD method using word embeddings of
the monosemous words in context and word dependency. The
first method is the WSD method using word embeddings of
the only monosemous words in context. The second one is the
WSD method using word embeddings of the words that have
direct dependency relations with the target word. The third
one is the WSD method using word embeddings of both the
monosemous words and the words that have direct dependency
relations with the target word.

In our experiments, we use the supervised learning approach
to obtain the WSD models. The training set used to learn the
models contains a set of examples in which a given target word
is manually tagged with a sense. Each sentence is segmented
into words by a morphological analyzer. Part-of-speech tags
are assigned to the obtained words that are lemmatized.

1) The Baseline System: The baseline system uses word
embeddings of the words in a sentence. In this baseline system,
we calculate the average of word embeddings of all words
except the target word in a sentence. Then, a supervised WSD
classifier for the target word is constructed from a training set
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of the average vectors of input sentences and their appropriate
sense label (Figure 1).
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Fig. 1. Baseline System.

2) WSD using word embeddings of the only monosemous
words: This WSD system employs word embeddings of the
only monosemous words in context. A monosemous word
is defined as as a word that has only one meaning in
the “Iwanami’s Japanese Dictionary (The Iwanami Kokugo
Jiten)”. In this system, we extract monosemous words in the
two words either side of the target word and represent their
word embeddings. Then, a WSD classifier for the target word
is constructed from a training set of their word embeddings
and their appropriate sense label (Figure 2).
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WSD Using Word Embeddings of the Only Monosemous Words.

Fig. 2.

3) WSD using dependency relations with the target word:
In this WSD system, we employ word embeddings of the
words that have direct dependency relations with the target
word. We extract co-occurrence words that have dependency
relations with the target word and represent their word embed-
dings. We calculate the average of word embeddings of their
co-occurrence words. Then, a WSD classifier for the target
word is constructed from a training set of the average vectors
of input sentences and their appropriate sense label (Figure 3).
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Fig. 3. WSD Using Dependency Relations with the Target word.
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Fig. 4.  'WSD Using Both of Two Methods.

TABLE I
EXPERIENTIALE RESULTS OF APPLYING THE FOUR METHODS

Methods Ave. Precision
Baseline (3.3.1) 70.16%
Monosemous (3.3.2) 68.40%
Dependency (3.3.3) 70.56%
Mono+Dep (3.3.4) 72.08%

4) WSD using both of the above two methods: In this WSD
method, we use both of the above two methods. According to
the part-of-speech of the target word, we select which method
to use from the above methods. If the part of speech of the
target word is “verb”, “adjective”, “noun-affix-adverbial” or
“noun-affix-adjective”, we use the WSD method that men-
tioned in the Section III-B2. If the part of speech of the
target word is the other nouns, we use the WSD method that
mentioned in the Section III-B3 (Figure 4).

IV. EXPERIMENTS

To evaluate the efficiency of the proposed WSD method
using word embeddings of the monosemous words in context
and word dependency, we conduct some experiments to com-
pare with the result of the baseline system. In this section, we
describe an outline of the experiments.

A. Data Set

We use the Semeval-2010 Japanese WSD task data set,
which includes 50 target words comprising 22 nouns, 23 verbs,
and 5 adjectives [10]. In this data set, there are 50 training and
50 test instances for each target word.

B. Word Vector Representations

In these experiments, we use the two available pre-trained
Japanese word embeddings. The first set of word vectors
is “nwjc2vec” [12]. The nwjc2vec is pre-trained word em-
beddings constructed from NINJAL Web Japanese Corpus
using word2vec. The second set is “Asahi Shimbun Word
Vectors”[1]. This set is constructed from about 8 millions
newspaper articles from Asahi Shimbun, which is a Japanese
newspaper.

C. Preprocessing

Semantic and Syntactic features are extracted from the
context of the target word (two words to the right and left)
as described in the previous section. Each sentence of training
data and test data is segmented into words by a morphological
analyzer. As a morphological analyzer, we use MeCab[3] to
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TABLE I
EXPERIENTIAL RESULTS OF APPLYING THE THREE TYPES OF
WORD EMBEDDINGS.

Vectors Baseline | Mono+Dep(3.3.4)
asahi(skip-gram) | 69.52% 70.04%
asahi(cbow) 69.16% 69.96%
asahi(glove) 69.20% 70.60%
nwjc2vec 70.16% 72.08%

obtain words and their part-of-speech. To obtain dependency
relations for all words in a sentence, we use Cabocha[2] as
a syntactic analyzer. Moreover, to improve performance, we
remove words used as noun suffix and affix, and Japanese
stop words from context words, such as ”Z & (thing)” and ”
kk (like)”, etc.

For the obtained feature set of training data, we construct
classification model using Support Vector Machine (SVM).
When the classification model is obtained, we predict one
sense for each test example using this model. To employ the
SVM for distinguishing more than two senses, we use one-
versus-rest binary classication approach for each sense. As a
result of the classification, we obtain precision value of each
method to analyze the average performance of systems.

D. Experimental Results

Table I shows the results of the experiments of applying the
four methods in the previous section. According this table,
the proposed methods using word embeddings of the only
monosemous words and using dependency relations with the
target word achieve better results than the baseline system.
However, the WSD method using word embeddings of the
only monosemous words does not achieve improvement over
the baseline system. As the results of these experiments,
word embeddings of the monosemous words are effective
for noun word sense disambiguation task except for noun-
common-adverb and noun-adjective-base form. If the target
word is verb, adjective and noun (noun-common-adverb and
noun-adjective-base form), word embedding features of co-
occurrence words are not so effective to capture the charac-
teristics of context.

Regardless of the part-of-speech of the target word, word
embeddings of the words that have direct dependency relations
with the target word are effective to obtain context informa-
tion. In this way, by selecting the WSD method according to
the part-of-speech of the target word, we consider that the
average precision of the all target words can be increased.

Moreover, we now show that the proposed method can
be applied to other word embeddings. To do so, we use a
word embedding based on the ”Asahi Shimbun Word Vectors”.
Table II shows the results of the experiments of applying
the three types of word embeddings in the ”Asahi Shimbun
Word Vectors” (skip-gram, CBOW and GloVe). The proposed
methods using these word embeddings achieve better results
than the baseline system. However, the average precision of the
WSD system slightly decreased in compared with the method
using nwjc2vec.
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V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a new method for WSD using
word embeddings of the monosemous words in context and
word dependency. The efficiency of the proposed method was
evaluated on the Semeval-2010 Japanese WSD task dataset.
The results showed that the proposed methods using word
embeddings of the only monosemous words and using de-
pendency relations with the target word achieve better results
than the baseline system.

In the future, we will analyze the dependency relation
and the co-occurrence relation between monosemous words
and polysemous words to investigate the effectiveness of
monosemous words for word sense disambiguation. Moreover,
for providing more useful sense information, we will construct
a lexical semantic resource which is useful for expressing the
target relation of monosemous words.
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