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Abstract—This paper describes an approach to detect and 

classify human posture in an individual context, more precisely 

in a classroom ambience. The posture can be divided into two 

main groups: “Confident/Not Confident”, aiming for the 

teacher’s posture evaluation, and “Interested/Not Interested”, 

targeted for the students. We present some relevant concepts 

about these postures and how can they be effectively detected 

using the OpenPose library. The library returns the main key 

points of a human posture. Next, with TensorFlow, an open-

source software library for machine learning, a deep learning 

algorithm has been developed and trained to classify a given 

posture. Lastly, the neural network is put to the test, classifying 

the human posture from a video input, labeling each frame. The 

experimental results presented in this paper confirm the 

effectiveness of the proposed approach. 

Keywords - Body language; Human Postures; Computer 

Vision; Digital Camera; Machine Learning. 

I.  INTRODUCTION 

The advancement of computers and new technologies 
plays a key role in creating systems capable of better 
interacting with humans, which leads to an increasing number 
of systems that can analyze, classify and predict human 
behavior. Emotions are at the core of most of our overt 
behavior and plays a key role in socio-communicative 
interactions [1]. Facial expressions are exceptionally 
powerful nonverbal means to convey information about 
emotions [2] and have been the focus of an enormous amount 
of research for several decades. 

More recently, studies have also been devoting a great 
deal of attention to human body postures, as they also express 
emotions, while adding important cues on behavioral 
intentions, which is critical for functional social interactions 
[3]. For instance, one may infer from Figure 1 that the person 
on the left seems to be more insecure/less confident than the 
person on the right.     

 
Figure 1.  Body language differences: insecure to the left and confident to 

the right [4]. 

The possibility to assess emotional and motivational 
dimensions in educational contexts, by means of machine 
learning techniques, was the main motivation of the current 
work. More specifically, within a classroom context, our goal 
was to test the feasibility of categorizing the speaker, either 
as confident or non-confident (see Figure 1), and the 
audience, with either interested or non-interested postures (as 
depicted in Figure 2). An effective two-way interaction 
between the audience and the speaker is deemed as crucial to 
engage the audience, which is why implementing non-
invasive technological tools may provide meaningful 
improvements in educational settings. 

 
Figure 2.  Body language differences: Not Interested to the left and 

Interested to the right [5]. 
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For the development of the proposed classifier, we used a 

state-of-the-art algorithm to calculate human postures: the 
OpenPose library [6][7]. Using a common RGB camera, it is 
possible to obtain the main key points of an individual on the 
scene. Then, after obtaining this information, we use a deep 
learning image classifier to train the neural network based on 
the TensorFlow library [8][9]. Later, we use the trained 
model to classify each frame of a given video, frame by 
frame, and label the posture of the individual. These 
procedures will be described in more detail in the next 
section. Finally, Section III presents the experimental results 
obtained, followed by a conclusion in Section IV. 
 

II. PROPOSED APPROACH 

This work was developed in well-defined gradual stages. 
In this section, we describe all the phases and technologies in 
detail. We begin with a brief description of the OpenPose 
library [6][7], how it was used to extract the key points, and 
the results obtained. Next, TensorFlow [8][9] machine 
learning library is described, as well as another library, Keras 
[10][11], which runs on top of TensorFlow and speeds up the 
development of deep learning models. Finally, we discuss 
how the generated models of deep learning were used to 
classify postures. 

A. OpenPose 

OpenPose is an open-source C++ library for detecting key 
points in human postures [6][7]. It was recently launched 
(2017) and, due to its potential, has been widely used for 
different purposes. In this work, in order to provide clear 
images about the human posture to the deep learning 
algorithm - that is, without noise or other elements that might 
compromise the efficiency of the algorithm - this library was 
used in order to obtain the best learning degree possible. 

The library can detect 15 or 18 body key points, 21 key 
points per hand and 70 face key points. It can detect multiple 
individuals in one scene. However, with more than one 
person in the scene, the speed of detection is greatly reduced. 
It uses deep learning algorithms for better detection of the 
person's key points, using the Caffe framework [12]. 

It can be used with command-line demo, C ++ wrapper or 
C ++ API, and can receive as input images, videos, webcam 
images or IP cameras. The output of this library can be varied 
due to the number of flags that can be used, for example: 
include hands / face detection, just represent the key points 
(no background), save results to images (video frames), save 
various key points identified in files, etc. 
Consequently, this library and its features require a computer 
with large computational and parallel processing capabilities, 
as well as the installation of specific software. The computer 
used for the development and test of the proposed approach 
has the following characteristics: 

Software: 

 OpenCV (version 3.3.1); 

 Caffe (version custom); 

 CUDA (version 8.0); 

 CuDNN (version 5.1). 

 

    Hardware: 

 Nvidia 1080 TI (11GB frame buffer); 

 32Gb RAM; 

 Intel i7 with 8 cores. 

B. OpenPose Results 

The first step was to build the database of "Confident" 
postures. For this, several videos were recorded in which the 
subject showed himself with a positive and strong attitude 
(see Figure 3). Quickly, and with the naked eye, it was 
possible to detect some characteristics about the key points 
that a posture of the type "Confident" returns, for example: 

 The level of the shoulders forms a line perpendicular 
to the line of the spine. 

 The subject's head is always with a degree of 90°, or 
greater, in relation to the spine. 

 The arms are slightly further away from the body. 

Figure 3.  Schematic representation of key points provided by the 

OpenPose library. 

 Three individuals participated in the video samples, 
where each one recorded at least one video enhancing one of 
the 4 labels. In total, 1002 pictures tagged "Confident" were 
created. The same steps were repeated for a "Not Confident" 
posture where 1220 images were generated. 

 The next step was to construct the "Interested / Not 
Interested" type database. Several videos were recorded in 
which the subject enhanced positions that showed interest - 
like a more advanced posture, arms on the table or the head 
in the alignment of the body. 

 In this type of posture, the key points of the face and 
hands are quite expressive and quite strong indicators of the 
subject's posture. Hence, with the use of --hand and --head 
functionalities, the OpenPose returns the key points of the 
face and hands. The main goal was to obtain the best accuracy 
possible in the deep learning algorithm (see Figure 4). 
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Figure 4.  Representation of the key points: “Interested” above, “Not 

Interested” below. 

In many generated frames, the position of the hands was 
not correctly determined. Therefore, to obtain the best 
possible precision in TensorFlow, images with only the --
head functionality were also extracted. In addition, it was 
decided to do another extraction but only with the basic (18) 
key points. This way, we studied 3 different cases for the type 
“Interested / Not Interested" posture: basic points, face and 
hands; basic points and face and only basic points. These 
results were stored in different databases. The objective was 
to study which case obtained the better precision values in the 
classification model. 1270 images labeled "Interested” and 
1335 "Not Interested" images were obtained, for each type, 
one of the three cases that are about to be analyzed. 

C. TensorFlow 

TensorFlow is an open-source library for machine 

learning, more specifically for deep learning, developed by 

Google in 2015 [8][9]. This library was chosen because it 

allows the development of classifiers in an easier way than 

the other options considered, not compromising the quality of 

the results. The Keras library [10][11] was also used since it 

eases the workflow of creating a neural network.  

Because our training set are digital images, we decided to 

use the neural network class, i.e., Convolutional Neural 

Network (CNN). The great advantage of using CNN is that it 

does not require pre-processing when compared to other 

image classification algorithms. Thus, it was possible to train 

a network without prior knowledge. 
The TensorFlow library is available in Python and C++, 

whereas Keras is only available in Python. We developed our 
solution in Python programming language to do image 
classification. 

The first step was to develop the classifier training 

software, obtaining the model that would classify the images. 

The biggest challenge was to find the most accurate 

parameters that would lead to good classifier accuracy. Better 

results were experimentally obtained when using 25 epochs 

and a batch size of 100 images. 

When training the "Confident / Not Confident" model, the 

precision results obtained were about 93% for validation and 

87% for the test phase, which were quite satisfactory. Figure 

5 shows the performance of the classifier when trained. 

 

Figure 5.  Results obtained when training the "Confident / Not Confident" 

classifier. 

Then, the models of "Interested / Not Interested" were 
trained, for the three different cases, in search of the best 
results. 

For the case with face and hands, the results are presented 
in Figure 6. 

 
Figure 6.  Results obtained when training the "Interested / Not Interested" 

classifier, for the head and hands case. 

As shown in Figure 6, the precision values were steadily 

increasing, reaching a maximum validation value of 94%.  

For the case that only considers the hands, the results 

obtained are presented in Figure 7.  
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Figure 7.  Results obtained when training the "Interested / Not Interested" 

classifier, for the hands only case. 

Finally, for the database of images with only the basic points, 

the obtained results are presented in Figure 8. 

 
 

Figure 8.  Results obtained when training the "Interested / Not Interested" 

classifier, for basic key points case. 

It is possible to conclude that the model with face and hands 

obtained a better precision when compared with the others, 

obtaining a final precision of, approximately, 94%. Thus, this 

will be the model used for the classification phase. 

 The next step was to develop the classifier that allows us to 

obtain a label - “Confident / Not Confident” or "Interested/ 

Not Interested", with the input of a video and a previously 

trained model. This program is described in the following 

subsection. 

D. Classifier 

The developed classifier loads the classification model 
and opens the provided video. Then, frame by frame, the 
program questions the model and gets the posture label for 

that frame. The program returns the subject's posture 
classification, not only based on the current frame, but also 
with the previous frames. 

Since the posture of an individual does not change 
frequently in a short period of time, and to eliminate false 
positives, we decided to create a filter that rules out false 
positives. First, we implemented a sliding window that 
follows the behavior of the subject in the last seconds. For the 
attribution of the final label, we considered the average of all 
postures analyzed in this time window. Then, to eliminate 
cases in which the model does not have a high degree of 
certainty about the analyzed frame, a threshold was created 
that only considered frames that contained a reliable degree 
of certainty. After some tests, we decided that the certainty 
percentage of a given label should be greater than 65% to be 
considered. 

III. EXPERIMENTAL RESULTS 

To verify the effectiveness of the developed classifier for 
the "Confident / Not Confident" postures, a new video was 
recorded in which the subject initially presented himself with 
a more contracted posture. This video was not used during 
the training phase for the deep learning algorithm. Any 
assigned ratings were based on already existing databases. 

Throughout the video, the subject changed his posture to 
a more expansive posture, reflecting a more confident 
attitude. Finally, it changed again to a more contracted 
posture. It was expected that the label assigned to each 
change was the correct one. 
Observing the obtained output (see Figure 9, 10), we 
conclude that the developed classifier properly labeled the 
subject's posture. In the first seconds (2-3s), while the sliding 
window is not filled - and there are no certainties of about the 
posture - no label is assigned.  

 

 

Figure 9.  Results obtained for a "Not Confident" posture. In image to the 

right, the label assigned is at the upper left corner.  
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Figure 10.  Results obtained for a "Confident" posture. 

Due to decisions taken to prevent false positives, the 
classifier became quite robust. It took some testing to adjust 
the correct size of the sliding window so that the program did 
not become too strict and did not require a lot of time to 
obtain the posture confirmation. At the moment of this 
writing, the sliding window had a size of 25 frames. 

To test the detection of sitting postures, i.e., "Interested / 
Not Interested", the same procedure as the previous classifier 
were followed. A video was recorded in which the subject 
enhanced a less interested posture (looks at the sides, up, has 
the head rested in one hand) (see Figure 11). As the video 
continued, the subject's posture changed to an "Interested" 
posture (see Figure 12) and after some time this posture was 
changed back to "Not Interested". In this test case, the 
classifier also labeled correctly the posture presented 
throughout the video. 

 

Figure 11.  Results obtained for a "Not Interested" posture. 

 

Figure 12.  Results obtained for an "Interested" posture. 

 

IV. CONCLUSION AND FUTURE WORK 

The comprehension of body language is an area that is in 
great development. However, despite the positive results 
obtained in this work, this is a very complex research domain, 
mostly because human emotions and their body language 
can’t be classified in a binary way. It is not certain that a 
person who is speaking to an audience with a "bad" posture 
is less confident or less relaxed. There are other indicators 
that are important to this classification. This work can be used 
as a small increment to this theme. In future work, this type 
of posture classification can be used simultaneously with 
other parameters of a person’s behavior (ex: voice placement, 
movement in space, etc.), in order to provide more effective 
emotional categorization from postures. 
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