
Classifying Vessels in Inland Waters Using Live Video Streams 

Tomasz Hyla 

Marine Technology Ltd. 

Szczecin, Poland 

e-mail: t.hyla@marinetechnology.pl 

Natalia Wawrzyniak 

Maritime University of Szczecin 

Szczecin, Poland 

e-mail: n.wawrzyniak@am.szczecin.pl

 

 
Abstract— Video surveillance systems used in vessels’ traffic 

monitoring are being improved to eliminate the need for 

operator supervision. One desirable feature of such systems is 

the ability to count the number of passing vessels and 

determine their types. The paper presents straightforward 

algorithms that can determine the category of a vessel based on 

partial results of classification. The algorithms take as an input 

a series of vessel images acquired directly from the video 

stream by the detection module. Some of the images contain an 

inaccurately cropped ship or a part of it, and there are also 

occasions when ships or other objects in the background are 

erroneously cropped. The algorithms were implemented and 

experimental results from 100 video samples in four different 

qualities are presented. The results show that the method is 

suitable for a practical application. 

Keywords-vessel; classification; video surveillance; traffic 

monitoring; inland waters.  

I.  INTRODUCTION 

Vessels’ traffic is monitored on inland waters using video 
surveillance systems. These systems are being improved to 
eliminate the need for operator supervision. One desirable 
feature of such systems is the ability to count the number of 
passing vessels and determine their types. With the ability to 
assess the type of incoming vessel it is also possible to 
implement additional actions that can be undertaken 
depending on the detected type of a unit. For example, the 
movement of barges can be monitored to better plan the 
opening of bridges and locks, and recreational boats can be 
sent proper notifications. 

This work is a part of the Ship Recognition (SHREC) 
project [1]. Its objective is to develop a system for vessel 
detection, identification, and tracking. Additionally, 
classifiers based on deep learning techniques have been 
developed that allow the vessels to be categorized into a 
series of types. These classifiers learned from images of 
vessels that were clipped out from previously recorded video 
streams. As the detection system returns a series of images of 
a ship with the same ID [2], the following question arises: 
what would be the quality of the classification if one tried to 
select a single class for the series of images? Additionally, 
the detection method sometimes inaccurately cuts the ship 
from the video frame and various artifacts appear in the 
background. There were no such images in the learning sets. 
Figure 1 shows how a picture with a vessel can be cut out of 
a video frame in such cases. 

Together with the latest advances in computer vision for 
object detection and recognition, based closely on the 

development of deep learning techniques, massive progress 
was done in the field of ships identification and tracking in 
recent years. Traditional methods of classification focused on 
choosing key vessel's features, e.g., as in [3] or [4]. They 
obtained good results, however with small hull differences 
between vessels types and complex background of the 
environment, the practical use of these methods was limited. 
Then, with the development of Convolutional Neural 
Networks, such as Visual Geometry Group (VGG) [5], 
GoogLeNet [6], ResNet [7] and their wider accessibility, 
new methods were developed. The research works presented 
in [8] and [9] emphasize the latest focus on detection and 
classification methods using Convolutional Neural Networks 
(CNNs) for the purpose of ship recognition. One of the major 
problems in this field is building a large training sample set, 
because obtaining enough different images of different units 
is problematic. There is also no publicly available test dataset 
containing a wide variety of vessels, especially inland and 
recreational. This issue was raised in [10]-[12]. The latest 
research works use mainly end-to-end solution based on 
regression deep convolution networks, such as You Only 
Look Once (YOLO) [13][14]. 

 

Figure 1.  The problem of determining the class of a vessel on the basis of 

a series of images. 

This paper presents straightforward algorithms that can 
determine the category of a vessel based on partial results. 
The algorithms take as an input a series of images of the 
vessel acquired directly by the detection module from the 
video stream. The category of a vessel for each image is 
determined by the classification module and, based on these 
results, the final category is computed. Some of the images 
contain an inaccurately cropped ship or part of it, and there 
are also occasions when ships or other objects in the 
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background are erroneously cropped. We present 
experimental results from 100 video samples in four different 
qualities, which show that the method is suitable for practical 
use. 

The rest of this paper is organized as follows. In Section 
2, the algorithms for determining vessel category are 
described. Section 3 describes the experiments and their 
results. Section 4 concludes by presenting the results in the 
context of their practical application. 

II. METHOD 

The SHREC system contains a detection and tracking 
method that returns a series of images for each vessel passing 
in front of the camera. To classify a vessel into one of the 
categories, we have used a pretrained, 22-layer convolutional 
neural network GoogLeNet that can classify images into 
1000 object categories (with none related to vessel 
classification). During two years of video registration, we 
obtained thousands of images of different vessels (both 
conventional and recreational) and initially divided the set 
into 21 categories of ships. As much as possible, attempts 
were made to collect photos representing each vessel 
category from different angles. However, it appeared that the 
agreed categories were too detailed, as we could not cover 
each category with enough image representation and some 
categories were almost impossible to distinguish from each 
other. Finally, the categories were reduced first to 11 and 
then to 7 (inland barge, port services ship, kayak, motor 
yacht, passenger ship, sail yacht, other). The reduction was 
made in consultation with monitoring centers operators. The 
transfer training was used to retrain the GoogLeNet CNN for 
chosen set of the images. The full research on this matter was 
presented in [15]. The quality of the obtained classification 
varied between 67% and 99%, depending on the similarities 
between classes. Nevertheless, in practice we do not need a 
correct classification for each image of a unit, but an 
accurate recognition from a series of images representing the 
detected vessel while it passes in from of camera. Two 
straightforward algorithms to determine one category for a 
series of images were designed: 

1. Algorithm v1: compute the category for each 
image, then return the one that occurs most often. If 
two categories occur the same number of times, 
return the one that was computed first. 

2. Algorithm v2: as above, but rejects small images, 
i.e., with width or height below 224 pixels. If all 
images are reject, proceed as in algorithm v1. 

Such algorithms should allow to reject erroneous 
classifications based on vessel images that have a lot of 
objects in their background or contain incorrectly clipped 
vessels from a frame. A simple metric was defined: correct 
vessel classification ratio that is the ratio of the number of 
vessels correctly categorized over the sum of all vessels 
categorized. The metric is used to determine the quality of 
the proposed algorithms. 

III. EXPERIMENTAL RESULTS 

The classification based on a series of vessel images was 
tested using the prototype version of the SHREC system. 

The classification module was implemented using C# and 
OpenCvSharp3-AnyCPU (OpenCV wrapper for C#). In our 
experiments, the following computers were used: 

1. Detection service and system core module: Intel 
Core i7-8750H, 16 GB RAM, SSD 256 GB, 
NVIDIA GeForce GTX 1050Ti, Windows 10 Pro 
(laptop). 

2. Classification service: Intel Core i7-8700K, 32 GB 
RAM, SSD 1 TB, NVIDIA Quadro P4000, 
Windows 10 Pro (workstation). 

We have used batch processing to play in real time all 
video files in each data set. Each data set contains 100 video 
samples. Each video sample shows one passing vessel in 
front of the camera. Figure 2 shows a series of images of the 
vessel that were captured from one of the video samples and 
the partial classification results. The data sets do not include 
video samples used to train the CNN classification network. 
The video samples were recorded in high 4K quality and 
then transcoded to lower quality and full high definition 
resolution, which resulted in four data sets: 

1. Set A: 4K 3840 × 2160, 30 frames/s, bitrate 66 
Mb/s, H.264 Advanced Video Coding (AVC) 
High@L5.1 

2. Set B: 4K 3840 × 2160, 30 frames/s, bitrate 10 
Mb/s, H.264 AVC High@L5.1 

3. Set C: Full High Definition (FHD) 1920x1080, 30 
frames/s, bitrate 8 Mb/s, H.264 AVC High@L4.2 

4. Set D: FHD 1920x1080, 30 frames/s, bitrate 3 
Mb/s, H.264 AVC High@L4.2 

TABLE I.  TEST RESULTS 

Algorithm Set A Set B  Set C Set D 

Version 1 
81% 80% 85% 81% 

Version 2 
80% 75% 81% 80% 

 
Table 1 contains classification results for algorithm v1 

and algorithm v2 for each data set. Algorithm v1 provided 
slightly better results. The correct vessel classification ratio 
for algorithm v1 and set C was 85% and it was the best 
result. Algorithm v2 for set B returned the worst result of 
75%. The correct classification ratio for other tests was 80% 
or 81%. On average, a series of images for one vessel 
contains 20 elements. 

IV. CONCLUSION 

The classification quality depends on the detection 
quality. The detection method returns a series of images 
containing vessel’s images that are clipped from a video 
frame based on motion detection. The background of the 
images is not cleared from other objects. It would be best to 
use camera views with scenes, where the ships background is 
only water. However, the system is intended for inland 
waters where cameras are located mainly on bridges and in 
narrow passages. Therefore, it is practically impossible to 
provide a homogeneous background. Additionally, some of 
the images in the series are clipped (when a vessel enters or 
leaves a camera view). 
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Figure 2.  Example series of images with partial classification results. 
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In the case of heavy vessel traffic, there may be a 
situation where an additional vessel or vessels appear in the 
image. However, there will be one or several such images in 
a series, and in most cases the algorithms will reject the 
faulty classification results caused by them, as there will be 
more correct results remaining. In addition, the system 
requires that the cameras are located in narrow passages or 
on bridges, which limits the cases of passing ships. 

During the preliminary works, three pre-trained neural 
networks were tested: AlexNet, SqueezNet, and GoogLeNet. 
Those networks are available in Matlab 2020b with Deep 
Learning Toolbox. The networks were trained with the same 
data sets and the best results were returned by GoogLeNet. 
In the future, our image database (the training dataset) will 
be periodically updated. The available pre-trained networks 
will be tested again. Replacing the classification module in 
our system is straightforward. If some new network returns 
better results, it can be used instead of the current one.  

Discarding small images did not improve the quality of 
the classification and worsened it by a few percentage points. 
That was a result different from what was expected. On the 
other hand, as expected, increasing the compression ratio 
within a given resolution has caused a loss of qualification 
quality as compressed images have less details. However, the 
difference is not significant, therefore more compressed 
video streams can be used. 

One of the most surprising results is the better 
performance for test set C (FHD resolution) than for set A 
(4K resolution). This is probably influenced by the detection 
method. The detection algorithm internally compresses 
frames to 1280x720 resolution. However, the result for both 
sets will not be exactly the same, as the compression for 
FHD is done differently (4k->FHD->720p instead of 4K-
>720p). We will investigate the exact cause of this in further 
works. Additionally, we are planning to test algorithms for 
background removal to increase the classification accuracy. 
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