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Abstract—With the help of Semantic Web technologies,
which ensure machine processability and interchangeability,
we are able to apply semantic knowledge models to organize
and describe heterogeneous multimedia items and their context.
However, an ontology-based document management system has
to meet a number of challenges regarding flexibility, soundness,
and controllability of the semantic data model. This paper
presents an integrated approach for ontology-based multimedia
document management which covers the process of automated
modeling of semantic descriptions for multimedia objects
and their long-term maintenance, allowing for the domain-
specific customization of the used ontology. Furthermore, the
proposed approach addresses the problems of data validation
and consolidation to ensure semantic descriptions of proper
quality. We demonstrate the practicability of our concept by a
prototypical implementation of a service platform for personal
information management applications.

Keywords-personal multimedia document management; se-
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I. INTRODUCTION

As digital devices have found their way into nearly all
domains of every-day life, the amount of digital multime-
dia content is increasing and becomes more valuable and
important. Managing a considerable quantity of multimedia
documents involves administration efforts and certain strate-
gies for ordering and arrangement to keep track of content
and structure of the collection – esp. over a long period [1].
The problem is intensified by the complex and partly high-
dimensional characteristics of multimedia objects. Problems
which appear when users deal with search and retrieval
tasks within personal document collections mainly result
from lacking expressiveness and flexibility of the structure
of traditional file systems. Another problem users are facing
today is an increasing information fragmentation [2]. A
large number of desktop applications for personal document
management exists, typically applying individual storage
and indexing structures for specific document types (e. g.,
photo management software) and providing different access
to the content. The reuse of metadata across personal desktop
applications is rather restricted.

With the help of Semantic Web technologies, which
ensure machine processability and interchangeability, we are

able to apply semantic knowledge models and paths to orga-
nize and describe heterogeneous multimedia items and their
context. A document collection is no longer an aggregation
of separate items, but forms an individual knowledge base
providing rich and valuable data for innovative PIM (per-
sonal information management) applications which present
an aggregated view of the relations and links between
personal documents, dates, contacts, e-mails, etc. To avoid
the information fragmentation mentioned above, such PIM
applications should be lightweight solutions, accessing a
central ontology-based document management system. Such
an ontology-based personal multimedia document manage-
ment system has to meet several challenges:

• Diverse file and metadata formats are in use today and
even more will evolve in the near future. Thus, it is
of utmost importance that suitable document analysis,
metadata and feature extraction modules can be added
to the system without any difficulty. Extensibility of
supported schemas or standards also means that knowl-
edge modeling and processing modules must be flexible
and configurable enough to allow for media or format
specific knowledge instantiation.

• The ontology model used as a foundation of the in-
stantiated document and context descriptions must be
expressive and efficient. In the context of personal
document and information management, the design of
a suitable ontology model is non-trivial, only few pro-
posals exist, and standards are still missing. Thus, the
design of modules for knowledge processing, storing
and provision should take into account that ontology
models need to be replaced or changed. This must not
result in substantial re-engineering work.

• As semantic data about documents and their relations
to other resources tends to become very complex over
time and therefore difficult to handle, it is necessary to
integrate and apply control facilities, to enable the user
to take corrective action and prevent him from being
overstrained. Another result of the growing complexity
of a knowledge base can be a loss of confidence –
if the users are no longer able to check its correctness
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themselves. Thus, appropriate support must be provided
to make sure that the content of the knowledge base is
sound and reliable at any time.

In this paper we present an integrated approach for
ontology-based personal multimedia document management
which addresses these issues, developed within the K-IMM
(Knowledge through Intelligent Media Management) project
[3]. After a discussion of related work in Section II, we
present the process of generating semantic descriptions
for personal multimedia documents in Section III and our
approach for data consolidation and document life cycle
management in Section IV. The architecture of the K-IMM
system, including a prototypical example application for per-
sonal document and information management, is presented
in Section V. Section VI concludes the paper and suggests
future research directions and open issues.

II. RELATED WORK

Existing projects with comparable goals (ontology-based
document management) can be classified according to their
focus on either manual ontology-based annotation or (semi-)
automatic semantic data modeling. A comprehensive survey
of the state of the art of semantic annotation for knowledge
management is presented in [4]. Manual annotation systems
mostly emerged in the context of Web document annotation,
e. g., Annotea [5], SMORE [6] and CREAM [7]. Later,
dedicated multimedia document annotation solutions like,
e. g., Caliph&Emir [8] and AKTiveMedia [9], evolved. Most
of the work on ontology-based annotation proceeds from
the assumption that, before annotation starts, an appropriate
ontology has to be created or assigned as a description
schema (top-down approach). If this is left to the users,
modality and sense of annotations depend on their intention
which is even more difficult for non-ontology engineers.

Projects concerned with the problem of automatic gen-
eration and maintenance of semantic metadata are either
targeting the automatic extraction and modeling of knowl-
edge from documents (Ontology Population or Ontology
Instantiation) based on NLP-techniques (e. g., KIM [10],
ArtEquAKT [11], MediaCampaign [12]) or at the develop-
ment of a so-called “Semantic Desktop”. The NEPOMUK
project [13] dealt with the development of a standardized,
conceptual framework for “Semantic Desktops” which in-
cludes information extraction and wrapping from hetero-
geneous data sources, based on the Open Source project
Aperture [14] (a reference implementation is Gnowsis [15]).
Other projects that can be named in relation to “Semantic
Desktop” are e. g., D-BIN [16], IRIS [17] and Haystack [18].
The latter turned out to be too non-restrictive to prevent data
from being corrupted by the user.

At present, ontology-based solutions for multimedia doc-
ument management are results of projects like aceMedia,
BOEMIE or X-Media. They are either focused on automated
annotation of image and video content [19], multimedia

information extraction for ontology evolution [20] or large
scale methodologies and techniques for knowledge man-
agement [21]. Adequate support for private users often
means that a well-balanced compromise between manual
and automatic annotation must be found. Presently, there
is no integrated approach for ontology-based personal mul-
timedia document management – from the content analysis
to valid semantic metadata – accounting for existing context
information and so-called “world knowledge”. In particular,
most of the existing approaches do not explicitly focus on
controllability and long-term maintenance regarding data
integrity and consistency, as well as document life cycle
management. Furthermore, from a developer’s point of view,
the domain-specific customization and configuration (i. e.,
substitution of the used ontology model) is not explicitly
supported.

III. AUTOMATIC GENERATION OF SEMANTIC
DESCRIPTIONS FOR MULTIMEDIA DOCUMENTS

The prevalent uncertainty and ambiguity of interpretation
and interrelation of information sources and the various
application scenarios led us to the concept of a stepwise
information instantiation process [22]. Figure 1 broadly
depicts the generation process, showing a sequence of dis-
tinguishable stages of data modeling which will be described
in more detail in the following.

A. Document Analysis

A multimedia document is processed and analyzed by a
specific Analyzer component, depending on its media type
and file format. Available Analyzers register dynamically
at runtime and are thereupon considered as providers of
specific information about a certain document type. They
perform the task of document pre-processing, i. e., the file
format specific processing and extraction of embedded meta-
data and raw data (content), and the format-independent
analysis of the extracted (multimedia) content. Irrespective
of the type of document, each analyzing process starts with
the following steps: (a) identification of the file format, (b)
extraction of embedded metadata, and (c) extraction of the
raw data.

The correct identification of the file format is most
important for the further processing and interpretation of
the content. Even if the file has an appropriate filename
extension, it can not be assured that it really complies
with the corresponding format (e. g., because of multiple
use of filename extensions). The primary decision criterion
(whether the file can be processed and analyzed by the
component) must be provided by the component itself to
guarantee that the content can be analyzed correctly. Of
course, embedded metadata can only be extracted and ana-
lyzed if the way it is stored (or embedded) complies with a
certain standard or de facto standard. The same applies to
the actual raw data of the document.
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Figure 1. Data Modeling Process

The content-based exploitation and analysis of the raw
data mainly comprises two subtasks: the segmentation or
decomposition of the content to obtain logical parts (which
can be further processed), and the determination of low- and
high-level features. Following the principle of “divide-and-
conquer”, certain tasks of the content-based analysis of mul-
timedia content are delegated to specialized subcomponents,
allowing for reuse and substitution of particular solutions.
Thus, an image which is part of a text document is extracted
(by decomposition within a Text Analyzer) and passed to
an appropriate Image Analyzer. Depending on the media
type and file format, different techniques must be applied
to extract low- and high-level features. Deducing high-
level information from low-level features requires certain
background information and user participation (e.g., to train
classifiers for pattern recognition). For rather general fields
of application, automated techniques are still missing and
will hardly ever be on-hand without tight relationship to a
user’s context and conceptualization. Extent and complexity
of the extracted data depends on how much background
knowledge (rules and facts, or training data for the classifica-
tion of low-level features) is available. The capabilities of an
Analyzer component might be limited to the mere extraction
of certain embedded metadata. Thus, it is possible to apply a
combination of multiple Analyzers of different specialization
to one document type.

B. Information Instantiation
As we can not predict the extent and quality of available

information about multimedia documents, we need a flexible
and extensible schema for the input data of the instantia-
tion process. The most efficient way to specify descriptive
information is in the form of attribute-value pairs (name
and value of features or properties, like creator, modification
date, but also color layout, sound intensity, etc.). A reduc-
tion to minimum structure allows a compact and uniform
presentation of different sources and schemes. Furthermore,
the list of attribute-value-pairs can grow dynamically. Thus,
using this simple schema, an arbitrary number of Analyzer
components can act as data providers. However, as the
schema itself offers no validation ability, the passed input
data might be incomplete or faulty, or contains redundancies
or inconsistencies. To achieve an adequate level of data
quality, the input data is evaluated within this process of
instantiation (depicted in Figure 2) as follows:

1) Filtering: First of all, extracted data is filtered ac-
cording to the requirements of the application domain.
Filter criteria are defined in an editable configuration
file. In case of redundant data a selection is made.

2) Syntax check: Syntactic errors occur if Analyzer com-
ponents extract faulty data because of coding errors or
problems with character sets. Examples are improper,
supernumerary or missing characters, or the exceeding
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of the range of values. The erroneous data is corrected
or, if no automatic solution can be applied, excluded
from further processing.

3) Normalization: Values originating from different data
sources can be syntactically correct, but specified
in different data formats (e. g., “2008-01-13” or
“01/13/2008”). The transformation to a uniform,
consistent data format is an important premise for
further processing of the data.

4) Transformation: Finally, the filtered and normalized
data is “translated” to the internal ontology model
using a set of instantiation rules. In doing so, a
decision is made regarding the interpretation of the
mere syntactic input data by the semantic target model.

Figure 2. Information instantiation process

The process of syntax check and normalization is de-
scribed in [22]. It is designed in a modular way, so that
algorithms, sources and result format can be substituted and
configured easily. The datatype handlers are either based on
regular expressions (pattern-based), dictionaries (list-based)
or web search results (web-based).

As for the process of transformation, we apply the fol-
lowing procedure: Each attribute-value-pair represents per
se a statement and can be specified in RDF using the
utility property rdf:value as predicate and a unique
key as subject identifier. Hence, the resulting RDF model
can be passed to a reasoner component to apply a set of
configurable Instantiation Rules, allowing for appropriate
customization.

C. Extension and Integration

In the next step, the resulting model is extended with
additional data, i. e., with semantic information found on
the Internet provided by a Semantic Web Search Component,
described in more detail in [23], and current context informa-
tion provided by a Context Modeling Component, presented
in [24]. We assume that these services provide data in OWL
over a standardized interface (using SPARQL) and that the

ontologies are publicly available. An example for context
information and a sample query is given in [24]. To allow
for dynamic query composition, we introduced a template
mechanism to specify SPARQL queries with the help of
placeholders. An example (describing context information
about an email transmission) is given in the following:

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX cm: <http://mmt.inf.tu-dresden.de/crocoon/

context-mail.owl#>
PREFIX cu: <http://mmt.inf.tu-dresden.de/crocoon/

context-upper.owl#>

SELECT ?mail ?property ?value
WHERE
{
?mail rdf:type cm:Email.
?mail cm:hasAttachment ?d.
?d cu:uniqueID [[SHA1_content]].
?mail ?property ?value.

}

The placeholders, tagged with squared brackets, are replaced
at runtime with adequate attributes – in this case the SHA1
hash of the document’s content, e. g.,

?d cu:uniqueID "d07149922d9f84c097f7ccf6ed5c7b658c4229d0".

The result of the query can be used to extend the existing
semantic information about the document. Thus, a collection
of configurable Extension Rules is applied to the temporary
data. An example of an Extension Rule (in Jena Rules
syntax [25], person and core are namespaces of the target
ontology model) could be:

[foaf1: (?P rdf:type person:Person),
(?F rdf:type foaf:Person),
(?F foaf:page ?homepage),
(?F foaf:depiction ?img)
-> (?P person:homepage ?homepage),

(?P core:imgLink ?img)]

Finally, the resulting temporary model can be inserted
into the system’s RDF repository. The concluding step of
Integration (cf. Figure 1) performs two tasks:

• the exploitation of interrelations within the temporary
model, and

• the verification and consolidation of the new informa-
tion – both in isolation as well as in context of already
existing information in the repository.

At first, a set of Integration Rules is applied to the
temporary model to deduce interrelations between instances,
e. g.,

[html1: (?H rdf:type ex:HTMLDocument),
(?H ex:containsURL ?img),
(?P rdf:type ex:Image),
(?P ex:filepath ?fp),
equal (?fp, ?img)
-> (?H ex:contains ?P) ]

Secondly, the consolidation process is invoked, which is later
on described in Section IV-A. Afterwards, the generation
process is completed.
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IV. MAINTENANCE

Due to the unsupervised analysis and extraction of doc-
ument descriptions and context information, inserted data
is likely to be of inferior quality in terms of consistency,
accuracy, and redundancy. Furthermore, generated semantic
descriptions become obsolete if documents are modified. In
this section we describe our approach for maintaining the
semantic data model, regarding consolidation and document
life cycle management.

A. Data Validation and Consolidation

The semantic consolidation process within our system
considers data in the context of the whole knowledge base.
In general, consolidation is necessary whenever the knowl-
edge base has been changed or extended by any automated
process. It is invoked by the above-mentioned Integration
Component. Our Consolidation Component is composed
of three subcomponents: the Semantic Conflicts Handler,
the Duplication Handler, and the Incompletion Handler.
Their interrelation and the overall process of consolidation
is described in detail in [22]. By now, the Consolidation
Component provides high configuration ability: depending
on the actual application context, the set of rules for the
detection of semantic conflicts and incompletion, as well as
the metrics and threshold for duplication detection can easily
be adjusted or replaced. The following example rules (Jena
Rules syntax) should illustrate the mode of action:

[rule1: (?P rdf:type ex:Person),
(?P ex:bornOn ?T1),
(?P ex:authorOf ?X),
(?X ex:createdOn ?T2),
greaterThan(?T1, ?T2)
-> reportConflict(?P, ?X, ’...description’) ]

[label: (?O rdf:type ?C),
noValue(?O rdfs:label)
-> reportIncompletion(?O, ’Missing label...’) ]

[fname: (?P rdf:type ex:Person),
noValue(?P ex:familyName)
-> reportIncompletion(?P,

’Person has no surname...’) ]

The first rule is an example for the detection of a semantic
conflict (“If a person, born on BirthEvent T1, is author
of a Document X, created on AuthoringEvent T2, then T1
must have happened before T2.). The second example is
a domain-independent rule to detect incompletion (missing
label), whereas the last one is a domain-dependent incom-
pletion rule (missing attribute).

If a decision for conflict or duplication resolution can be
made automatically, the user does not need to intervene.
If a clear decision cannot be assured, the user must be
involved for case-related judging. To minimize additional
effort whilst providing the user with a high degree of control,
it is necessary to find a compromise between fully automatic,
semi-automatic and manual solution of the above-mentioned
data problems. We propose two different approaches:

• Detected problems which can not be clearly solved
are reported to the user (with a proposal for solution),
leaving the active decision to him.

• All problems are solved automatically. Every decision
is logged, in such a way that it can be undone.

Both approaches are supported by our solution as it pro-
vides machine-readable as well as human-readable problem
description, according to a purpose-made ontology. These
problem descriptions are produced by the above-mentioned
handlers and passed to a central management component
which performs the task of storage and provision, as well
as solution and deletion of the conflicts depending on user
feedback.

B. Document Life Cycle Management

A document’s life cycle comprises all stages of a docu-
ment: from its creation, processing, storage, and usage, to
its disposal. In the context of personal document manage-
ment, these stages are not clearly separable. Nevertheless,
information about development stages of a document are
quite valuable if they are related to the user’s activities
and events. In order to deal with the document life cycle,
we specified a Document Life Cycle Management (DLCM)
process, performing the task of modeling information about
document activities which are either

1) activities which affect the document itself (creation,
editing, and deletion) and according semantic infor-
mation within the database needs to be updated, or

2) usage and management activities which do not affect
the document itself (rendering, printing, publishing,
sharing, retrieval, annotation, etc.).

An overview of the workflow is given in Figure 3. Document
modifying activities invoke the application of Update and
Extension Rules to the knowledge model.

In accordance to the instantiation process described in
Section III-B, the modeling of metadata about the activities
themselves is also a configurable, rule-based transformation
process to provide flexibility and allow for substitution of
the used ontology model. The input data for this modeling
process should comply with a determined ontology which
we call Document Life Cycle Ontology (DLC) – a purpose-
built ontology to describe the above-mentioned document
activities.

The DLC instantiation is triggered by an event handler
which receives data from file system events, available con-
text providers, and the management system itself (cf. Figure
3). To retrieve context information about a document’s us-
age, we integrated the generic Context Modeling Component
[24], already mentioned in Section III-B, which gathers
and models cross-application context data from available
context providers (e.g., from desktop applications, like e-
mail clients, authoring tools, etc.).

Unlike the process of generating new semantic descrip-
tions, as described in Section III, the update process of the

35

International Journal on Advances in Software, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/software/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



file 

system

DLC-

Instantiation

Index management

ExtensionUsage

Editing

Deletion

application 

context

Context 

Modeling 

Extension 
rules

ManagementFile System 

Monitoring

Management 

system 

activities

management 

system

Update

Update rules

Event 

Handler

DLC

Modification log

target 
model

Figure 3. Document life cycle modeling process

DLC modeling process modifies existing semantic descrip-
tions. This also means that user-created descriptions, i. e., de-
scriptions of particular importance, might be altered uninten-
tionally. To avoid this, we integrated a logging mechanism
which records all user-driven activities in the repository (i. e.,
manual instance or statement creation, deletion, or editing)
using a special logging ontology. The DLC modeling process
accounts for the existing modification log (cf. Figure 3) by
accomplishing only deletion and modification rules which
do not effect user-generated content. To limit the size of the
modification log it is advisable to apply suitable replacement
policies, e. g., deleting log entries according to their time-
stamp (FIFO).

V. K-IMM: ARCHITECTURE AND IMPLEMENTATION

Based on the concepts described in Sections III and IV,
we developed a prototypical personal multimedia document
management system, designed as a service platform which
autonomously manages documents stored on the local file
system of the user. The import and indexing of multimedia
assets (of different type) is performed by background
tasks. An overview of the system is depicted in Figure 4.
Three layers can be distinguished and are marked in the
figure accordingly: (I) multimedia document indexing and
analysis, (II) semantic data modeling and storage, and (III)
a domain-dependent application layer.

(I) The document analyzing components extract specific
properties and features (as described in Section III-A).

(II) The extracted data is passed to the Semantic Mod-
eling and Consolidation component which provides
the subcomponents for information instantiation and
propagation, data validation and consolidation of the
knowledge base, as well as the described document
life cycle management. As mentioned in Sections III-C
and IV-B, a Semantic Web Search component [23] and
a Context Management component are connected to it

to allow for the semi-automatic extension of semantic
descriptions. The results of modeling and consolida-
tion processes are stored in a persistent RDF/OWL
repository using a third-party RDF/OWL API. The
Model Management and Processing component pro-
vides an abstraction layer which allows for the sub-
stitution of applied RDF/OWL processing frameworks
on the data layer. A component for User and Rights
Management, described in more detail in [26], allows
for sharing semantic descriptions with other users (on
the local computer or via a remote RDF server).

(III) The topmost component (Data Interface) provides
access to the modeled information for miscellaneous
front-end applications for personal document man-
agement. On this level, application developers can
configure or replace the used domain-specific ontology
model and the corresponding rule sets (more details
are given in Section V-A).

The overall architecture of the K-IMM system is realized
in Java based on the OSGi [27] execution environment
Equinox [28]. The diverse system components (described
above) are implemented as OSGi Service Bundles which
makes it possible to install, register, and start services (e. g.,
for multimedia analysis or user interface components) at run-
time and on demand. Currently, there are three prototypical
document analyzing components: an ImageAnalyzer for dig-
ital photographs, a TextAnalyzer for text documents, and an
AudioAnalyzer for music files. RDF and OWL processing
and storage is based on the Jena Semantic Web Framework
[29], including its inference support for the application of
rules and reasoning services. Particularly, we employ Jena’s
general purpose rule engine, its rule syntax and the concept
of Builtin primitives [25] to pass data to corresponding Java
modules, especially for evaluation and weighting algorithms
within the process of data consolidation.
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A. Domain-dependent Application Layer and Authoring
Process

The Model API within the topmost layer of the architec-
ture enables modeling, storing, and processing of instance
data of the used ontology model. It provides an object-
oriented access to the ontology-based dataset which is
very useful for external software components (e. g., PIM
applications) to access and edit information in an object-
oriented way. Thus, external applications can create, modify
or delete instances (e. g., if a user manually edits semantic
descriptions) which is mapped by the Model API to appro-
priate operations on the RDF-based data layer. The Model
API is dynamically generated, mapping OWL concepts to
object-oriented classes with adequate methods for relations,
with the help of an automated build-process. Thereby, at
design time, the Model API is most flexible, allowing
for substitution or modifications of the ontology model.
Moreover, domain-specific rules used for the generation and
consolidation processes, described in Sections III and IV,
are kept in this layer. Thus, the developer is able to control
these processes in order to meet the demands of the PIM
application.

The intended authoring process comprises the following
four steps:

(1) Building the application ontology in OWL (e. g., using
Protégé [30]),

(2) Specifying the configuration settings for

• the instantiation process (with regard to the doc-
umentation of available Analyzer bundles),

• duplication handling (similarity metrics), and
• the compilation of SPARQL queries for the ac-

quisition of context information and semantic web
search results,

(3) Specifying rule sets for
• consolidation (semantic conflicts, incompletion),
• updating the document descriptions (DLC),
• extension (regarding available context information

and “world knowledge”),
• integration (establishing relationships between

documents),
(4) Implementing the front end application based on the

object-oriented data interface.
A graphical representation is depicted in Figure 5.

The benefit of the system and its application layer is the
separation of concerns: a declarative configuration of the
application domain and its “business logic”, and the imper-
ative programming of the front end application. Developing
suitable authoring tools, based on a linear, guided authoring
process, is obviously worthwhile. Furthermore, it would also
be possible to introduce distinct authoring roles, e. g., the
ontology designer (a domain-expert, responsible for steps
(1) and (3)), the process designer (responsible for step (2))
or the user interface developer (responsible for step (4), in
general the most laborious task).

In the following we present an application example which
shows the feasibility of our approach.

B. A K-IMM-based Desktop Application

Based on the exemplary implementation of the K-IMM
System, we set up a desktop application based on the
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Eclipse Rich Client Platform (RCP) [31]. The application
uses the Data Interface and Model API to retrieve semantic
information managed by the K-IMM System, modeled and
managed as described in Sections III and IV. The used
ontology is a purpose-built PIM ontology, consisting of 87
concepts and 173 properties. The necessary configuration
and Jena Rule files include about 500 lines of code (LOC),
whilst in contrast, the sophisticated graphical user interface
(GUI) expectedly comprises more than 20.000 LOC in Java.
A screenshot of the application is shown in Figure 6.

Figure 6. Screenshot of the demo application

The GUI provides several views to present and edit

the available instances. Resources which have relations to
spatial or temporal information (e. g., creation date/place)
are visualized as pictograms in a geographical view (on the
right), based on the Google Maps API [32], and in a time-
line view (in the middle) which can be zoomed smoothly for
different levels of detail [33]. The application allows for the
unrestrained edition and creation of semantic descriptions,
providing dynamically generated dialogs with appropriate
data type verification.

The GUI also contains a so-called Inspector view in
the bottom right corner. It presents currently existing and
automatically detected problems with a human-readable de-
scription and proposed solution (cf. Section IV-A). Thus, the
user can solve a conflict or delete the problem record with
just one mouse click.

Furthermore, the application features a Semantic Web
search widget, depicted in Figure 7. It illustrates the applica-
tion of semi-automated gathering and integration of “world
knowledge” found on the Semantic Web. As an example,
the figure shows the extension of the person instance “Peter
Jackson” using information from DBpedia.org [34] – with
one mouse click.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we presented an integrated approach for
ontology-based personal multimedia document management
which covers the whole process of automated modeling
of semantic descriptions for multimedia objects: document
analysis, information instantiation, context-aware extension
and integration, data consolidation, and observance of the
document’s life cycle. These aspects have been described in
Sections III and IV. They provide the basis for the design
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Figure 7. Detail of the demo application showing the widget for Semantic
Web search

of a personal multimedia document management system,
presented in Section V. It consists of three layers, separat-
ing system-specific document analysis, domain-independent
semantic data modeling and storage, and the domain-
dependent application interface. Thus, our solution allows
for the domain-specific customization and substitution of
the used ontology model and the corresponding modeling
rules and configurations. The proposed approach is perfectly
flexible regarding domain-specific alterations done by appli-
cation developers, or regarding future document or metadata
formats. We have proven the practicability of our concept
by a prototypical implementation of the K-IMM system as
an OSGi-based service platform for personal information
management applications. As a demo application we created
a comprehensive RCP front end, described in Section V-B.

We hope that this approach helps researchers and devel-
opers who pursue similar objectives. Of course, the benefit
of this concept heavily depends on the usability and “added
value” of suitable applications for personal information man-
agement. However, the rich, ontology-based datasets, which
are automatically generated, consolidated and managed by
the K-IMM system, form a proper basis to create advanced
and lightweight front ends.

In the near future we will concentrate on more detailed
performance and usability evaluation within our K-IMM-
based personal desktop application for ontology-based mul-
timedia document management. Additionally, as we have
already adopted our system in other application scenarios
(e. g., within the professional domain of construction process
management addressed in the project BauVOGrid [35]),
we would like to evaluate its feasibility within further
application domains. Finally, to ameliorate and simplify the
development process it would be reasonable to work on a
convenient authoring tool which supports ontology design,
specification of rules and configurations, as well as several
authoring roles.
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[30] Protégé Ontology Editor and Knowledge Acquisition System,
URL: http://protege.stanford.edu/, last accessed: 06/16/2010.

[31] Eclipse Rich Client Platform (RCP), Eclipse Foundation,
URL: http://www.eclipse.org/rcp, last accessed: 06/16/2010.

[32] Google Maps API, Google Code, URL:
http://code.google.com/apis/maps/, last accessed: 06/16/2010.

[33] R. Dachselt and M. Weiland, “TimeZoom: A Flexible Detail
and Context Timeline,” in Proc. of CHI ’06. New York, NY,
USA: ACM, 2006, pp. 682–687.

[34] DBpedia Knowledge Base, Linking Open Data community
project, URL: http://dbpedia.org/, last accessed: 06/16/2010.

[35] A. Gehre, P. Katranuschkov, and R. Scherer, “Semantic
Support for Construction Process Management in Virtual
Organisation Environments,” in ECPPM 2008 - eWork and
eBusiness in Architecture, Engineering and Construction -
Proc. of the 7th European Conference on Product and Process
Modelling (ECPPM), S. R. Zarli A., Ed. Taylor & Francis
Group, Netherlands, Sep. 2008.

40

International Journal on Advances in Software, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/software/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org


