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Abstract— Software maintenance tasks require familiarity with 
the entire software system to make proper changes.  Often, 
maintenance engineers who did not develop the software are 
tasked with corrective or adaptive maintenance tasks.  As a 
result, modifying the software becomes a time-consuming 
process due to their lack of familiarity with the source code.  
To help  software engineers locate relevant files for a 
maintenance task, association mining has been used to identify 
the files that frequently change together in a software 
repository.  However, association mining techniques are 
limited to the amount of project history stored in a software 
repository.  We address this difficulty by using a technique 
that combines association mining with topic modeling, referred 
to as Frequent Pattern Growth with Latent Dirichlet 
Allocation (FP-LDA).  Topic modeling aims to uncover file 
relationships by learning semantic topics from source files.  We 
validated our technique via experiments on seven open source 
projects with different project characteristics.  Our results 
indicate that FP-LDA can find more related files than 
association mining alone.  We also offer lessons learned from 
our investigation. 

Keywords-Association mining; Topic Modeling; Software 
Engineering. 

I.  INTRODUCTION  

Software maintenance has been known to incur the 
highest cost among the different phases in the software 
lifecycle [1, 2]. This may be due to an engineer’s 
unfamiliarity with the software to modify, requiring more 
time to understand the source code [3].  Maintenance tasks 
also become more difficult as the complexity of the code 
increases and as code degradation occurs over time, due to 
patches and workarounds [4]. 

To assist with software maintenance tasks, various 
techniques have been proposed to find related source code, 
including  static and dynamic analyses, recommendation 
systems, and code search techniques.  Static analysis 
techniques, more specifically, dependency analysis, provide 
file relationships based on call graphs [5].  Dynamic analysis 
tools, meanwhile, are able to identify relationships between 
files based on execution traces [6].  These techniques, 
however, are generally language-specific. Recommendation 
systems, meanwhile, provide possible files of interest based 
on a developer’s past activities, textual similarity, check-in 
records, or email records [7, 8].  These systems generally use 
information retrieval techniques, along with user context, to 

provide files of interest.  Code search techniques find related 
code based on syntactic or structural matches [9].  

Association mining is another technique used to find 
related files. Association mining uncovers relationships 
between files, based on files that have been modified 
together in the past.  This technique generates rules, which 
specify which files are frequently changed together.  Unlike 
the other techniques, association mining is not specific to the 
programming language used or restricted to syntactic or 
structural matches of a query.  

The most commonly used algorithms for association 
mining are Apriori [10] and Frequent Pattern Growth (FP-
Growth) [11].  While these algorithms provide some level of 
accuracy, they are highly dependent on the project history. If 
there are not enough modifications in the software project, or 
if the modifications are sparse throughout the software 
system, there are fewer chances that association mining will 
result in correct rules.   

Meanwhile, machine learning techniques, such as Latent 
Dirichlet Allocation (LDA), allow us to automatically detect 
relationships between files based on semantic similarity.  
LDA is an unsupervised statistical approach for learning 
semantic topics from a set of documents [12].  It is a fully 
automated approach that does not require training labels.  It 
only requires a set of documents and number of topics to 
learn. 

Thus, we aim to address the challenges of association 
mining by combining it with LDA.  Our technique, Frequent 
Pattern Growth with Latent Dirichlet Allocation (FP-LDA), 
allows us to achieve better recall results than solely using 
association mining. By combining these two techniques, we 
are able to overcome the limitations of each technique.  LDA 
allows us to find file associations even with limited 
modification history.  Association mining, meanwhile, 
allows us to find associations among files where semantic 
similarities may not be readily apparent.  We previously 
introduced FP-LDA [1] but this paper provides more details 
regarding our technique. 

The contributions of this research paper are as follows: 
(1) combination of association mining and topic modeling to 
identify file relationships in a software project, (2) 
experiments on seven open source projects, and (3) lessons 
learned in effectively using these techniques.  We also 
created a set of tools that automates the entire process—from 
pre-processing the data to querying related files. 
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We envision our technique being used in the following 
scenarios: a developer presented with a modification task 
knows at least one file to change and would like to know 
what other files to change; a technical lead wishes to ensure 
that changes performed by a teammate are complete; a 
maintenance engineer needs to perform impact analysis to 
determine the feasibility of changing a section of the code. 

The rest of the paper is organized as follows.  Section II 
covers background on association mining and Section III 
covers background on topic modeling.  In Section IV, we 
present our combined approach, FP-LDA.  We then validate 
our approach in Section V.  Section VI covers lessons 
learned. We conclude with future work. 

II. ASSOCIATION MINING 

This section covers background on association mining, 
selection of the association mining technique, application, 
limitations, and related work. 

A. Background 

Association rule mining is a method used to discover 
patterns in large data sets. Initially, it was used in Market 
Basket Analysis to find how items bought by customers are 
related [13]. Rules are mined from the dataset, such as 
“Customers who bought item A also bought item B”. In the 
case of mining file associations in software projects, rules 
such as “Developers who modified file A also modified file 
B” are mined [14]. In order to mine these rules, patterns must 
be analyzed in the dataset.  

We now discuss the main ideas of association mining 
based on work by Agrawal and Srikant  [10], as applied to 
software development. 

 
},...,,{ 21 miiiI   

                         
 (1) 

 
Let (1) represent the total set of items. In this paper, the files 
in the repository are items.  T represents a set of transactions  
 

},,...,,{ 21 ntttT 
                         

(2) 
 

which are in the software repository being mined. Each 
transaction t  is a set of items such that .It   In this paper, 
t  represents one atomic commit.  

Given the set of transactions T (see (2)), the goal of 
association mining is to find all the association rules that 
have support and confidence greater than the user specified 
threshold values. An itemset is a collection of items. The 
support is defined as the fraction of transactions that contain 
the itemset and from which the rule is derived. The 
confidence denotes the strength of a rule. An association rule 
is represented as 

 
YX  [support = 20%, confidence = 80%]       (3) 

 
In this notation, itemset X is called the antecedent and 

itemset Y  is called the consequent such that ., IYX  Both 

antecedent and consequent are comprised of one or more 
items. Assume that both X and Y  consist of one file, each 
namely x  and ,y   respectively. Then, this rule says that in 
20% of the check-in transactions, both x  and y  files are 
modified and the transactions, which changed file ,x also 
changed file y  80% of the time. 

The threshold support value specified by the user is 
called minimum support. This is an important element that 
makes association mining practical. It reduces the search 
space by limiting the number of rules generated [15].  The 
threshold confidence value specified by the user is called 
minimum confidence [15]. 

There are two types of measures for association mining: 
objective and subjective.  Support and confidence, which we 
just discussed, are objective measures of association mining 
[16]. Subjective measures are unexpectedness and 
actionability [17].  The generated rules are “unexpected” or 
surprising if the relationship is not obvious to the user.  For 
example a file customers.h is, most of the time,  going to 
change if customers.c is modified. Such a rule, though valid 
has little usefulness to the developer. However, if the 
recommendations help the developer to perform her task 
effectively, then such rules have high actionability. 
Actionability refers to the capability of the approach to yield 
a rule that can be acted upon with some advantage. 

B. Selection of Association Mining Technique 

There are two commonly used association mining 
techniques.  The first sequential pattern mining algorithm 
used to mine rules was Apriori algorithm [10].  Later, the  
Frequent Pattern Growth Algorithm, or FP-Growth,  was 
introduced [11].  We now discuss the ideas behind these two 
techniques and the rationale for selecting FP-Growth.  

Apriori is a classic algorithm for learning association 
rules over transactional databases for sample collections of 
items bought by customers [10]. It works in two steps.  In the 
first step, it generates the candidate itemsets.  These are the 
set of items that have the minimum support.  In the second 
step, association rules are generated.  Apriori uses the 
property that any subsets of a frequent itemset are also 
frequent.  The essential idea behind Apriori algorithm is that 
it iteratively generates candidate itemsets of length (k + 1) 
from frequent itemsets of length k and then tests their 
corresponding frequency in the database. Apriori is not 
efficient when used with large data sets, as generation of 
candidate item sets and support counting is very expensive, 
as confirmed in [18]. 

FP-Growth is a faster and more scalable approach to 
mine a complete set of frequent patterns by pattern fragment 
growth. This can be achieved by using a compact prefix tree 
structure for storing a transaction dataset [11]. This 
algorithm operates in two steps.  In the first step, it creates a 
compact Frequent Pattern tree to encode the database. The 
construction of an FP-tree begins with pre-processing the 
input data with an initial scan of the database to count 
support for single items. The single items that do not meet 
the threshold support values are eliminated.  The database is 
then scanned for the second time to produce an initial FP-
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tree. The second step runs a depth first recursive procedure 
to mine the FP-tree for frequent itemsets with increasing 
cardinality. The FP tree stores a single item at each node. 
The root node of an FP tree is empty. The path from the root 
to a node in the FP tree is a subset of the transactions 
database. The items in the path are in decreasing order of 
support. In the second step, the algorithm examines a 
conditional-pattern base for each itemset starting with length 
1 and then constructs its own conditional FP-tree. Unlike the 
Apriori algorithm, it avoids generating expensive candidate 
itemsets. Each conditional FP-tree is recursively mined to 
generate frequent itemsets. The algorithm uses a divide-and-
conquer approach to decompose the mining task into smaller 
tasks of mining the confined conditional databases. 
Interested readers can refer to work by Han, Pei and Yin for 
more information [11]. 

C. Application 

Association mining has been used in the past to support 
various software engineering tasks. Some approaches to 
accomplish these tasks rely on structural analysis of  code 
while others rely on textual mining. In mining associations 
from software projects, two data sources are primarily used 
as sequence-sources: the project history and the code 
structure. In cases where history or documentation is 
unavailable, the structure of the software may be analyzed by 
breaking it into groups, further decomposing them into 
entities, and then mining association rules from the entity 
sets [19]. MAPO, a tool for suggesting API usage patterns, 
analyzes sequences in code structure found within open-
source repositories [20]. Clustering techniques have also 
been explored to find similarities in program entities in order 
to support software maintenance [21]. Techniques that rely 
on the structure of the software are useful in cases where one 
language is used or when the interoperation of processes is 
not a concern. In analyzing open source repositories, we 
have found that several types of code may be checked-in 
together. In addition, interoperating processes may not share 
dependencies in source descriptions, and yet they may pass 
messages, and thus rely upon each other.  

Another source of data for mining associations between 
source files is found in the history logs of configuration 
management systems, such as those found in the open source 
repositories that we have mined. Association mining with 
FP-Growth has been applied to these change histories [14]. 
We build on this approach and we enhance this technique 
with the use of topic modeling. An example of a tool that 
performs association mining on history logs is Rose [19]. It 
is a tool that parses syntactic entities from the committed 
source code, such as classes, functions, and fields.  
Association mining is applied to this parsed version of the 
history data set. The association rules obtained could predict 
that programmers who changed a given entity also changed 
the recommended entities. Our approach is similar, in that 
we mine rules from the history of the repository. However, 
we do not provide the fine granularity of connection 
provided by parsing syntactic entities, for the reasons 
outlined above, relating to techniques that rely on software 
structure to mine associations. Instead, we use topic 

modeling techniques to find associations between source 
files based on variable names, comments, and other 
information available as plain text.  By restricting the words 
we use in our topic model, this technique is applicable to any 
source code language. Later, we discuss our approach to pre-
processing source code and our approach to language-
specific keywords (see Section IV.A). Association rules have 
also been mined from repository histories in order to find 
traceability links [22]. As pointed out by David et al., mining 
the project history has the benefit of reducing the need to 
rely on the content of the data in instances where it may be 
sparse or where the content of related artifacts is not related. 
While we do not rely on the content, we do leverage it where 
appropriate with topic modeling. It has been pointed out that 
temporal information can also be useful in eliminating false-
positive recommendations [23]. However, this was not 
applicable to our approach, since we consider both the 
history of aggregated commits as well as the content of the 
source files. 

D. Limitations 

Association mining is useful in finding patterns in the 
data that satisfy minimum support and minimum confidence 
constraints. However, some researchers have shown that 
association mining often results in redundant and 
unimportant rules. A drawback is that it is difficult to 
eliminate insignificant rules [24]. 

In this research, the number of association rules 
generated depends on the amount of modification history of 
a project. Also, there is a possibility that not all modules or 
files may be changed during a software maintenance phase. 
This can affect the number of rules generated. 

E. Related Work 

Our work is most closely related to previous work in 
mining frequently changed files from a software repository 
[14, 25].  We used association mining as other software 
engineering researchers have used this technique in the past. 
We build on top of this existing work and examine the 
benefits of combining association mining with topic 
modeling.  While others have used collaborative filtering 
[26], we use topic modeling, which is a probabilistic version 
of matrix factorization over the word-document matrix.  In 
this paper, we use topic modeling to analyze the semantic 
content of source code and commit comments.   In previous 
work, we have used topic modeling to identify associations 
between various software files and architecture components 
[27].  In the future, we plan to use topic modeling to identify 
associations between files and authors. Our work is also 
related to other techniques that seek to identify relationships 
between software files, such as recommendation systems, 
code search techniques, and dependency analysis. 

Recommendation systems for software engineering may 
also recommend files for modification. Not all 
recommendation systems use association rule mining, but 
eRose a plugin for Eclipse does [8]. The common factor 
among all recommendation systems for software engineering 
is that they rely on the user’s context in order to provide 
recommendations. While recommendation systems may help 
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find related files in source code, the issue of user context is 
outside of the scope of our work.  

Code search techniques may also be used to find source 
files that are related to one another. These techniques have 
their roots in traditional information retrieval methods [28]. 
An equivalency study was undertaken to compare various IR 
methods in the area of traceability recovery [29]. The results 
of this study showed that while Latent Semantic Indexing 
(LSI), Jensen-Shannon (JS), and Vector Space Model (VSM) 
provided higher accuracy in identifying related files, LDA 
was able to capture associations, which the other methods 
could not. Recent work in code search has been performed to 
enhance the accuracy of these methods by allowing the user 
to specify both the syntactic and semantic properties of a 
search [28]. Code search techniques, however, fall short in 
finding relationships between project files, which are not 
semantically or syntactically related. Meanwhile, our 
technique finds these relationships based on the change 
history of the project and semantic relationship. 

Dependency analysis tools may be used to find 
relationships between source files based on call graphs [5]. 
By making use of the project histories, we can mine 
relationships between any files that are checked-in together, 
as opposed to simply analyzing the code structure. As 
discussed previously, we also have the ability to find 
relationships between source code files written in different 
languages. Most importantly, this approach helps to detect 
cross cutting concerns in which there may be a relationship 
between two files, but no relationship in a call-graph. For 
example, a project created for multiple operating systems 
may contain two source files, which accomplish the same 
task, but have no relationship in the calling tree. In this case, 
dependency analysis cannot detect these relationships, but 
our approach can, because of the semantic similarity  
between files. 

III. TOPIC MODELING 

This section covers background on topic modeling, how 
we selected the topic modeling technique, application, and 
limitations. 

A. Background 

LDA is an unsupervised statistical approach for learning 
semantic topics from a set of documents [12].  Since it is an 
unsupervised machine learning technique, no training labels 
are necessary.  This is a fully automated approach that only 
requires a set of documents and the number of topics to learn 

LDA is a generative Bayesian topic model for a corpus of 
documents. The basic concept behind LDA is that it 
discovers topics.  Then, it associates a set of words with each 
topic. Lastly, it defines each document as a probabilistic 
mixture of these topics.  Thus, each document can belong to 
multiple topics.  Additional details regarding LDA’s 
generative process are in [12].  

Here are some concepts used in LDA: 
•  A word is a basic unit of discrete data. 
•  A document is characterized by a vector of word counts. 
•  A corpus has a total of  W words in its vocabulary. 

•  D documents placed side by side, gives W x D matrix of 
counts. 
•  A topic is a probability distribution over W words. 
•  Each document is associated with a probability distribution 
over T topics. 

To obtain a semantic interpretation of a topic, we simply 
examine the highest-probability words in that topic.  For 
example, if a topic has high probability words “window”, 
“dialog”, “height”, “width”, “button”, we can infer the topic 
to be related to the user interface of the software.   

As we discuss in the next section, we use LDA to 
determine possible relationships between source code files 
through their topic distributions.  Each source code file 
equates to a document in LDA.   

B. Selection of Topic Modeling Technique 

Topic modeling algorithms generally fall under two 
categories: sampling-based and variational methods [12].  
Sampling-based algorithms collect samples to approximate 
the posterior with an empirical distribution. Variational 
methods, meanwhile, use a parameterized family of 
distributions and then find the member of the family that is 
closest to the posterior.  In this paper, we use a fast version 
of Collapsed Variational Inference (CVB0) for LDA [30], 
which has been shown to be among the fastest and most 
accurate methods for learning topic models. 

C. Application 

Topic modeling has generally been used to analyze 
unstructured text [31].  In software engineering, topic 
modeling has been used to relate code topics to authors [32], 
to enhance the prospective capture of traceability links [27], 
to derive coupling metrics between classes [33], to find 
duplicate bug reports [34], and to analyze code 
fragmentation on the Android framework [35, 36].  Other 
studies have also shown that LDA can capture associations 
between software files that are not captured by other IR 
techniques [37, 29].  In this paper, we use topic modeling to 
obtain additional file associations to those that can be 
acquired from mining a project history. 

D. Limitations 

LDA has generally been applied to unstructured text [31].  
Meanwhile, source code is a highly structured text that has a 
limited range of semantic concepts.  The results are also 
subject to parameters used in LDA.  As a result, researchers 
have examined ways to fine-tune the parameters [36]. 

We processed the source code prior to running LDA such 
that reserved words are removed and only semantically 
meaningful words are used.  Our pre-processing technique is 
similar to the pre-processing technique described here [38]. 

IV. COMBINED APPROACH 

Our technique, FP-LDA, aims to lower the dependency 
of the result on the project history and to provide an 
alternative means of uncovering related files. FP-LDA 
consists of the following steps: (1) data extraction and pre-
processing, (2) association data mining, (3) topic modeling, 
and (4) result querying.  Figure 1 shows a high level process 
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Figure 1.  FP-LDA data flow to find file dependencies. 

of our technique.  Each layer in Figure 1 corresponds to each 
of these steps.  All the processes represented by a rectangle 
have been implemented. 

A. Data Extraction and Pre-processing 

Pre-processing version history for data mining. This first 
step involves extracting the version history of an open source 
project and preparing the data to be fed as input to the 
mining algorithm (Step A2). We created a tool that accesses 
the version history of the project, processes it, and stores the 
history data in MySQL database. For projects using 
Subversion (SVN), we used SVNKit application 
programming interfaces (APIs) [39] to access the version 
history of the project. SVNKit is an open source Java-based 
SVN library. For projects using Git, we used JavaGit [40] 
API to access the version history. 

Data pre-processing is an important step in that it 
removes all unwanted data that may impact data mining 
(A2). In our technique, our goal is to create a generic pre-
processing step to support different open source projects.  
Thus, we used the following conditions when determining 
the type of transactions to include in our association mining.  
Similar to [14], we do not include transactions with more 
than one hundred files since these transactions may 
contribute to noise.  Such commits may be due to specialized 
tasks, such as formatting all source code files and then 
checking-in all files together. We also removed transactions 
that do not assist in identifying relationships between files, 
such as single file commits, non-source code commits (e.g., 
graphic files), and commits of deleted files.  The remaining 
valid transactions are then stored in a database (A3). This is 
the dataset that will be analyzed by the mining algorithm. 

We then transform this dataset into a file format that 
conforms to expected format of the mining  algorithm (A4).  

Pre-processing source files for LDA. While the mining 
algorithm examines the entire commit history, we use topic 
modeling to extract topics from the latest version of the 
source code.  We extracted from the source code 
semantically meaningful text, such as comments, identifier 
names and string literals.  These words provide clues on the 
purpose or functionality of the code (B2). 

To extract these words, we run each file through a 
tokenizer. The tokenizer aids in splitting words with 
underscore or in camel case to obtain the name of objects or 
variables. We also specified a set of stop words that are 
programing language-reserved words, and high frequency 
terms in a software project (see Lessons Learned in Section 
VI for a detailed discussion). We also removed words like 
“get” and “set” since source files contain methods that start 
with these words. This requires some knowledge of the 
programming language syntax. Another option is to generate 
the Abstract Syntax Tree using tools like ANTLR [41] to 
support multiple languages. The generated tree can then be 
explored to extract the comments and identifiers inside the 
source code. 

B. Association Data Mining 

Once the data is preprocessed, we run the data mining 
algorithm (A6). We used Frequent Pattern Growth (FP-
Growth) algorithm for association mining, more specifically, 
the Liverpool University Computer Science – Knowledge 
Discovery in Data (LUCS-KDD) implementation of FP-
Growth. This Java implementation uses tree structures for 
association mining [42].  This algorithm requires an input 
file for the transactions to be analyzed. Each line in the input 
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Table I. Open Source Project Characteristics. 

 

Project Repos Total LOC Java LOC No of Files No of Commits Years of History 

ArchStudio5 Git 838675 194766 2406 596 3.8 

ArgoUML SVN 432521 328494 2254 14922 9.3 

EclipseFP Git 453362 106798 1435 2419 9 

Eu_Geclipse Git 503152 333389 3196 3356 7.5 

Lucene SVN 3893658 1058795 15463 11374 4.5 

Thrift Git 332158 27468 1561 3723 6.3 

Xerces  SVN 1266177 260242 2497 5434 14.8 

 

file constitutes one transaction. Each item in the line denotes 
a file ID. This implementation only works on numeric data. 
The input file was generated in the previous step. The 
minimum support and minimum confidence values can be 
passed as input parameters to the algorithm. The algorithm  
then generates all the association rules. 

In our approach, we did not restrict the frequent itemsets 
generated to two so that we could uncover more complex 
relationships.  In this case, rules are produced with more than 
one item in the antecedent and consequent. A file can be 
related to different files in a different way. If we input only 
one file, it will give all the recommendations that many not 
be valid for a certain transaction. However, if the user knows 
more than one file to be modified for a task, we can refine 
the predictions. For example, using complex rules we can 
find out which files change given that two input files are 
modified together. We store the generated frequent itemsets 
in a database (A7). 

C. Topic Modeling 

Once the source files are pre-processed, we extract 
semantic topics using LDA (B4).  We used the CVB0 
implementation of LDA [30].  Our implementation of LDA 
has the following parameters: number of topics and number 
of iterations.  Number of topics is the number of topics we 
specify.  The greater the number of topics, the more fine-
grained will be the generated topics.   Number of iterations is 
the number of times the algorithm will run.  The higher 
number of iterations increases the likelihood that the topics 
will converge.  We observed that it is sufficient to run the 
topic model using 1000 iterations.   

D. Result Querying 

The last step is to query the results of both the rules 
generated from association mining and the document 
relationship to topics (C1). We assume that the user is aware 
of at least one file that has to be modified for a given 
modification task.  This file is used as the input. The output 
will show all the files that are recommended or predicted to 
change along with the input file.  

V. VALIDATION 

In this section, we discuss how we assess our technique.  
We cover the setup of our experiment,  

A. Experiment with Open Source Projects 

In order to validate the ability of FP-LDA to identify 
relevant files to modify, we conducted experiments on open 
source projects.  We compared FP-LDA with our baseline, 
FP-Growth.  

1) Experiment Setup 
We conducted an experiment on seven open source 

projects that use SVN or Git repositories (see Table I).  We 
selected these projects because these are active projects with 
different lengths of time (ranging from 3.8 years to almost 15 
years) and different range of files (ranging from one 
thousand files to more than fifteen thousand files). 

For each project, we used the same set of parameters.  
For association mining, we used minimum support of 10 and 
15 and confidence value of 40.  For topic modeling, we used 
25, 50, and 100 topics.  For all topic model runs, we used 
1000 iterations.  We also used topic cutoff values of 10%, 
25%, 50%, and 75%.  The LDA recommendations were 
calculated by returning files that have a topic distribution 
percentage higher than the cutoff for a given topic. We 
assumed that a file with a higher distribution is semantically 
closer to a given topic. The validation was performed for 
these four cutoff percentages. For this experiment, we used 
Java source code for the topic model. 

2) Procedure 
To measure the effectiveness of our approach, we used 

precision and recall. Precision measures the conciseness of a 
recommendations provided by the approach. Recall measures 
how many relevant recommendations are made by using this 
approach. We followed the same approach as used by Ying 
et al [14]. In this case study, we have assumed that developer 
is aware of at least one file for a given modification task. 
Therefore, we specified only one file sf for generating 
recommendations for a modification task .m  As explained 
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Figure 2.  Comparison of recall count between FP-Growth and FP-LDA for the different open source projects. 
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in [14], the precision precision(m, fs )  of a recommendation 

recom( fs ) is the fraction of files that are predicted correctly 

and are part of the solution fsol (m) for the modification task 

.m  The recall recall(m, fs ) of a recommendation 

recom( fs ) is the fraction of files recommended out of 

fsol (m) . 

For example, let us consider a modification task that 
requires changing files {a, b, c, d}. In addition, let us    
assume that the recommendations obtained for file b using 
our approach are files {a, c}. In this case, the precision for 
file b in this modification task is 100% as the approach 
recommended correct files. The recall value for file b for 
same modification task is 66.67% because the approach 
could predict only two files {a, c} out of {a, c, d}. 

In order to determine the effectiveness of our prediction 
algorithm, we generated FP-Growth rules using 90% of the 
commit transactions.  We then calculated the precision and 
recall rates of the generated rules on the remaining 10% of 
the commit transactions (the withheld set).  We split the 
dataset based on time, since this simulates actual practice.  
Then, we calculated precision and recall for both FP-Growth 
and FP-LDA for each file in each transaction.   We 
calculated precision and recall for the different parameter 
combinations.   Finally, we counted the number of files in 
the 10% commit that was able to predict at least one relevant 
file across the different parameters settings. 

3) Experiment Results 
As Figure 2 shows, FP-LDA consistently improves FP-

growth’s ability to identify related files.  This is best 
illustrated in the case of the ArchStudio project where only 

four rules were produced by FP-Growth using minimum 
support of 10 and confidence of 40.  FP-Growth did not 
produce any rules with minimum support of 15 and 
confidence of 40.   The small number of rules is due to the 
fact that ArchStudio is a young project that does not have 
sufficient history to determine file associations.  In this case, 
FP-LDA improves the ability to identify relevant files by two 
orders of magnitude. The Thrift project, which shows the 
least number of improvements of 100%, is due to the  fact 
that this project contains the least number of Java source files 
in comparison to the other projects, only 1/10th of the 
project's source code.  FP-LDA does not only benefit new 
projects, but older projects like Xerces, which has almost 15 
years of history.  In this project, we see an almost 300% 
increase in its ability to find relevant files. 

B. Experiment on Two Open Source Projects  

In order to validate the ability of FP-LDA to rank  
relevant files to modify, we conducted experiments on two 
open source projects: ArgoUML and EclipseFP.  We 
compared FP-LDA with two baselines, FP-Growth and 
LDA. 

1) Experiment Setup 
We selected ArgoUML and EclipseFP projects for 

implementing ranking.  
For ranking the association rules, we used confidence of 

the rule as a measure to return the recommended files. The 
higher the confidence, the higher are the chances that 
predicted files co-occur with the input file in the commit 
transactions. We selected the top 5 recommendations from 
FP-Growth. Based on our experience with these projects, the 
number of association rules generated is not many. 
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Figure 3.  Average precision for precision at 15. 

 

 
Figure 4.  Number of files per transaction in the withheld transaction 

dataset that has at least one correct recommendation. 

Therefore, by selecting top 5 predictions we covered almost 
all the predictions that can be provided by FP. 

Then for LDA, we used cosine similarity measure to 
assess the similarity between the source files. The higher 
value of cosine between two files, the stronger correlation 
exists between the files. To compare the files using this 
method we represented each file with total number of 
frequent words. This is calculated by multiplying the 
distribution percentage with total number of words in a 
preprocessed file.  We selected the top 10 recommendations 
from LDA. Next section discusses cosine similarity 
implementation in detail. 

2)  Procedure 
Though the distribution percentage gives an indication of 

semantic closeness of a file and topic, the number of 
recommended files was very high. Therefore, for LDA, we 
decided to rank the recommended files and return only a 
limited number of recommendations.  

Cosine similarity is often used in text mining applications 
to assess the similarity between two files [43]. 
Mathematically, cosine similarity is a measure of how 
similarity between two vectors and is measured by the cosine 
of the angle between them.  

The cosine similarity between two vectors  and  of 
dimension N  is calculated  
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The vectors are derived by multiplying the distribution 

percentage of a file for a topic with total number of words in 
a preprocessed file. This gives us a total number of frequent 
words from a topic present in the file. We assume two files 
are most similar if the cosine value between them is highest. 
To obtain topic model recommendations, for a given input 
file, we recommend files in order of highest cosine 
similarity. We limit the number of recommendations to 15 so 
that the precision calculated with FP-LDA is not less than the 
one obtained using just FP-Growth.  

In this setup, we calculated precision and recall for the 
transactions where FP-Growth resulted in at least one 
prediction. We also calculated the number of files for all the 
transactions in test dataset that has at least one correct 
recommendation. 

3) Results 
Figure 3 shows the average precision obtained using FP-

Growth, FP-LDA and LDA for ArgoUML and EclipseFP. 
We return at most 15 recommendations in this setup. A low 
value of precision for FP-LDA may be a result of the fact 
that most transactions do not consist of 15 files. However, 
we can see from Figure 4 that the total number of files for 
the transaction dataset that have at least one correct 
prediction is greater with FP-LDA than with FP-Growth 
alone. This means there are more recommendations 
obtained by using FP-LDA. 

C. Examples 

In addition to comparing the number of files in the 
withheld set, which resulted in at least one relevant 
recommendation, we also examined specific transactions to 
compare FP-LDA with our baseline.  We selected one 
example that best illustrates each case. 

Case 1: FP-Growth recall > 0 and FP-LDA recall > FP-
Growth recall: In the Lucene project, we see an example of 
this in revision ID 1580463 (see Table II).   In this example, 
FP-Growth was run with minimum support of 10 and a 
minimum confidence of 40%. The topic distribution cutoff 
was kept at 75%.   Figure 5 shows the files committed as part 
of this transaction.   We used Overseer.java as an input file 
for the techniques. 

The association mining alone is able to predict two out of 
these eight files resulting in a recall value of 0.29. Figure 5 
shows the predictions obtained using FP-Growth.  

With combined FP-LDA, there are four correct 
recommendations resulting in a higher recall value of value 
of 0.6. The precision (0.2) of FP-LDA is low because there 
were 24 files predicted.  The ranking approach we used in 
Section V.B allows recommendations to be returned that are 
semantically closer to the topic first and limits the total 
recommendations. Figure 5 also shows the recommendations 
from using FP-LDA. 
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Figure 5. Example for Case 1: Recall for FP-Growth > 0 and FP-LDA recall > FP-Growth recall. 

Case 2: FP-Growth recall =0, FP-LDA recall> 0: This 
study was done on ArgoUML revision ID 19876.  Figure 6 
shows the files that are checked in as part of this revision ID.  

The minimum support and confidence values used for FP 
are 10% and 40%, respectively. The percentage cutoff 
distribution is 75%. 

Using FP-Growth technique gives no recommendations 
therefore recall is 0. FP-LDA provides 11 recommendations. 
Four recommendations are correct for this transaction giving 
a recall of 0.5 and precision of 0.4. Figure 6 also shows the 
files recommended by FP-LDA.  

D. Discussion 

The calculation of precision and recall gives a general 
understanding of how the approach fares in finding 
relationships. We assumed that each of these transactions 
was a task presented to a developer. For each file in the test 
transaction, we calculated precision and recall values to see 
if the tool can predict the remaining files. 

We have shown in the example for Case 2 a case where 
FP-Growth is not able to find file relationships, but FP-LDA 
overcomes this shortcoming.  Because the number of total 
recommendations increases with topic modeling, the 
precision has a tendency to decrease, as shown in the 
example.   However, FP-LDA does achieve the same 
precision rates for the same recall as FP-Growth alone.  A 
higher recall value shows that there is an increase in the 
number of relevant files predicted. This indicates that 
number of correct recommendations increases with LDA. 
The utility of the approach lies in the fact that a developer 
needs to search only the set of recommended files, and not 
the entire source code base.   Moreover, since we solely base 
our precision and recall on actual check-in records in the 
latter 10% of the history record, it is entirely possible that 
two files are related, but they may not have been checked-in 

together within this subset of the data, within the same 
transaction.   

We have also shown in the experiment on two open 
source projects that FP-LDA is able to overcome the 
limitations of both FP-Growth and LDA only.  FP-Growth 
can provide high precision rates but can recommend a very 
small number of files.  Meanwhile, LDA only can 
recommend large number of files but with much lower 
precision.  FP-LDA achieves a better balance between 
precision and the number of correct recommendations. 

E. Limitations of the study 

Our precision and recall numbers may be subject to the 
specific datasets we selected.  However, since we selected 
projects with different characteristics and we observe the 
same trend across the different projects, this indicates that 
our results are applicable to other open source projects. 

The number of topics used in LDA may also affect 
precision and recall rates.  We ran our technique using 
different topic numbers and observed that the smaller the 
topic number, the higher the recall rates and the lower 
precision rates are generated.  50 and 100 topics are 
generally used by machine learning researchers.  We added 
25 topics to provide us a wider range of precision and recall 
values to examine. Also LDA may not always generate 
significant topics. The quality of generated topics has to be 
manually evaluated. 

 It is possible that our baseline, FP-Growth, could have 
produced more rules if we provided lower minimum support 
and confidence values. Choosing minimum support and 
minimum confidence for association mining is critical. A 
lower minimum support may yield more rules but not 
necessarily meaningful rules. Choosing the optimum value 
depends on the kind of dataset used. We decided the 
minimum support and confidence values based on our 
experience with analyzing projects and size of the version 
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Figure 6. Example for Case 2: Recall for FP-Growth = 0 and FP-LDA recall > 0. 

history. However, even if more rules were produced, based 
on the examples shown, it is not possible for FP-Growth to 
predict certain files because the files modified in the most 
recent 10% of the history are not necessarily the same as the 
files modified in the first 90% of the history. 

VI. LESSONS LEARNED 

Lesson 1: Stop word selection. We observed that choice 
of the stop words affects the quality of topic model in a 
profound way. The words that need to be excluded from 
analysis depend largely on the use. For example, in this study 
we focused on finding the relationship between files. We do 
not want to know author file relationship. If we did not 
remove the author names from the processed source code 
files, we would get a topic with author names in it. In 
addition, the words we extracted for topic modeling 
represented different levels of abstraction.  Thus, the highest 
level concepts (i.e., project-wide concepts) should also be 
added to the list of stop words.  Since we are analyzing 
source code, the generally used list of stop words for natural 
language documents (e.g., a, an, the) are not applicable.  At 
the same time, we wished to use a general approach for 
determining project-specific concepts that do not contribute 
to the meaning of each source code file.  Thus, we used the 
following approach in creating our stop words list.  We ran 
the corpus through a three-step process. First, we eliminated 
all language-specific reserved words.  In Java, these include 
words such as “public”, “class”, “while”.  After the 
language-specific words are eliminated from the corpus, we 
then analyzed the corpus for the highest frequency words for 
that project [44].  We took the 10% of the highest frequently 
occurring words in the corpus and used these as our second 
set of stop words.  Lastly, we examined the generated topics 

manually and removed any more words that does not 
contribute to the meaning of the topics (e.g., copyright info). 

Lesson 2: Aggregating commits.  In our previous work 
[1], we considered each atomic commit as one transaction. 
This time, we logically grouped transactions to obtain more 
meaningful changed sets. These heuristics are time interval 
and author. We assumed that the commits within a time 
interval by the same author are related to each other. After 
examining certain transactions we decided the time interval 
to be one hour. However, using a fixed time interval may not 
be generalizable across different projects.  In the future, we 
plan to determine how to create a generalizable heuristics for 
aggregating commits to get more relevant results.   

VII. CONCLUSION AND FUTURE WORK 

In this paper, we used association mining and topic 
modeling together to assist developers in software 
maintenance task. These techniques were used to uncover the 
source file dependencies within a software project. We 
applied association mining on version history of a project to 
find files that frequently change together. We complemented 
this technique by using topic modeling on the source code 
documents. We showed that using topic modeling could 
uncover file dependencies that are not captured due to lack of 
version history for those files. Our evaluation indicates that 
this combination of techniques increases the number of 
relevant files obtained by at least a 100%, based on the seven 
open source projects we analyzed.   

In the future, we would like to explore various options 
that can measure the usefulness of this approach. We plan to 
analyze more open source projects as well as conduct user 
studies to determine whether our approach reduces the time 
required for impact analysis or any maintenance task. In 
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Table  II. Summary of precision and recall for the two cases examined. 

 

Project	
FP‐Growth	 FP‐LDA Topic	Modeling	Files	

Recommended	Precision  Recall  Precision  Recall 

Case	1:	FP‐Growth	has	no	recommendations	while	FP‐LDA	gives	recommendations	

Argo	UML	 0  0  0.4  0.5 
Revision id = 19876:  
11  with 4/8 correct 

Lucene	 0.5  0.3  0.2  0.6 
Revision Id = 1580463 
24  with  4/8 correct 

Case	2:	FP‐LDA	has	higher	number	of	correct	recommendations	than	FP‐Growth	

Lucene	 0.5  0.3  0.5  1 
Revision Id = 1610028 

9  with 0 correct 

addition, we can use an approach to automatically rank the 
LDA topics based on their semantic importance to eliminate 
insignificant topics [45]. 
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