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Abstract—With today's requirement of quickly developing digitization solutions, companies often use specialized workflow languages like the BPEL or BPMN 2.0, which orchestrate services along the process flow. Because process models are of critical importance to the functioning of the organization, high quality and reliability of the implementations are mandatory. Therefore, testing becomes an even more important activity in the development process. For judging the quality of developed tests, Test Coverage Metrics can be used. Current approaches to test coverage calculation for BPEL either rely on instrumentation, which is slow, or are limited to vendor-provided unit test frameworks, in which all dependent services are mocked, which limits the applicability of such approaches. Our refined approach relies on analyzing process event logs that are written during process execution. Within this article we analyze the performance characteristics of process log analysis versus the instrumentation-based approach by running an experiment with BPEL processes and their accompanying test suites developed in an industry project. According to our findings, the improved version of process log analysis is significantly faster for all scenarios.
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I. INTRODUCTION

This article presents improvements, an extended description as well as an improved experimental evaluation of using process log analysis as a method for measuring test coverage of BPEL processes presented earlier [1].

Having a flexible and fast tool for measuring test coverage is important due to the rising importance of digital business process solutions. Partner networks are being connected tighter and the integration between different businesses is often driven by business process needs. For example, offering fully fledged digital services to customers requires a high degree of automation, i.e., the implementation of large parts of business processes in software solutions. Because the failure of customer- or partner-facing processes can have dramatic financial and reputational consequences, the required quality, stability and correctness of process-based software solutions is an important problem in practice – and as such a relevant research topic.

Business processes can be digitized by using special workflows, which are referred to as executable business processes. Standards like BPEL or BPMN 2.0 have been developed to automate business processes in large companies by orchestrating services. These are software artefacts and can contain complex orchestration logic. With the increasing demand for fully digitized solutions, it is likely that more and more business processes are being implemented in these or similar orchestration languages.

Because business processes – and as such their software implementations – are very critical to the functioning and performance of organizations, it is mandatory to perform good quality assurance in order to avoid costly problems in production [2]. Quality Assurance can include static checking of process models (e.g., consistency check of service contracts to executable processes [3]). However, most projects use testing as their main quality assurance activity. Consequently, they require an assessment of the adequacy and quality of the tests. It has been shown by Piwowarski et al. [4] that a) test coverage measurements are deemed beneficial by testers, although b) they are rarely applied because of being difficult to use, and c) that higher coverage values lead to more defects being found. These findings are supported by Horgan et al. [5], who linked data-flow testing metrics to reliability, and Braind et al. [6], who simulated the impact of higher test coverage on quality. Furthermore, Malaiya et al. [7] and Cai & Lyu [8] have developed prediction models that can link test coverage to test effort and software reliability.

Quality Assurance, and thus test coverage measurement, should be an ongoing activity because executable processes will evolve over time [9]. One way for continuously measuring test quality is to measure test coverage as part of all testing activities. Test Coverage then serves as measurement of test data adequacy [10].

While approaches applicable for developing unit tests for executable processes have been proposed by academia (e.g., [11], [12]) and developed by vendors for their respective process engines, there is no practical way to efficiently calculate test coverage for tests that are not controlled by a unit testing framework. Also, approaches relying on instrumentation create significant additional overhead by a factor larger than 2.0 compared with the “plain” test case execution times [13]. This is far more than instrumentation approaches for “normal” programming languages, e.g., Java, require.

An approach that better guides quality assurance in software projects, which develop executable processes, is required. This approach shall be applicable in several test scenarios, including unit tests, integration tests and system tests. Ideally, it is easier to set up than existing methods in order to improve acceptance by practitioners [4].

Within this article, we evaluate an approach based on analyzing process event logs, which are automatically written
by process engines during process execution regardless of whether testing frameworks are used or not. The evaluation is done experimentally and compares the execution times of two test coverage measurement approaches: process log analysis and process instrumentation. For running the experiment, four BPEL processes from the commercial Terravis project [14] as well as two research processes from Schnelle [15] are used.

This article is structured as follows: First, the process modeling language BPEL is shortly explained in Section II before related work is presented in Section III. The approach for mining test coverage metrics is described in detail in Section IV followed by a short evaluation of its flexibility in Section V. The main part of this article is presented in Section VI, which describes the experiment set-up, the gathered results and their interpretation comparing the performance of our new approach and the existing instrumentation-based approach. Finally, we conclude and give an outlook on possible future work.

II. BACKGROUND ON BPEL

BPEL (short for WS-BPEL; Web Services Business Process Execution Language) is an OASIS standard that defines a modeling language for developing executable business processes by orchestrating Web services.

BPEL Models consist of Activities, which are divided into Basic Activities and Structured Activities. Basic Activities carry out actual work, e.g., performing data transformations or calling a service, while Structured Activities are controlling the process-flow, e.g., conditional branching, loops, etc.

Important Basic Activities include the invoke activity (which calls Web services), the assign activity (which performs data transformations), and the receive and reply activities (which offer service others to call a process via service interfaces). Important Structured Activities are the if, while, repeatUntil, and forEach activities, which offer the same control-flow structures like their pendants in general purpose programming languages, and the flow activity, which allows process designers to build a graph-based model including parallel execution. For building the graph, BPEL defines links that can also carry conditions for modelling conditional branches.

For handling error conditions and scoped messages, BPEL provides different kinds of Handlers: Fault Handlers are comparable to try/catch constructs: Whenever a SOAP Fault is returned by an invoked service or is thrown within the process, the Process Engine searches for defined Fault Handlers. These may trigger Compensation Handlers, which can undo already executed operations. For receiving events asynchronously outside the main process flow, Event Handlers can be defined. These come in two flavors: onEvent Handlers for receiving SOAP messages, and onAlarm Handlers for reacting on (possibly reoccurring) times and time intervals.

BPEL does not define a graphical representation like the BPMN 2.0 standard does, but standardizes the XML format, in which it is saved. Vendors have developed their own graphical representations. Within this article we use the notation of the Eclipse BPEL Designer. A process that will be used as an example in this article is shown in Figure 1: A customer places an order (“receiveInput”). A check is made, whether the customer has VIP status or not. In case of a VIP customer, points are credited to the customer’s account (“SavePointsEarned”). In both cases appropriate response message to the customer are prepared (“PrepareReplyFor . . .”), which is then sent back to the customer (“reply”). For handling failures while storing the earned points, a Fault Handler called “catch” is defined, which prepares (“PrepareTicketCreation”) and creates a help desk ticket (“CreateHelpDeskTicket”) so that the points can be manually added later.

BPEL processes are deployed to a Process Engine, which has the responsibility for executing process instances and managing all aspects around process versioning, persistence, etc. The amount of data, which is persisted during process execution, is vendor-dependent and can be configured in most engines during the deployment of a process model.

BPEL has been designed to be extensible. Many extensions by both standard committees and vendors have been made. For example, BPEL4People allows to interact not only with services but also with humans during process execution.

III. RELATED WORK

Testing BPEL processes has become subject of many research projects. For example, Li et al. (BPEL4WS Unit Testing Framework [11]), Mayer & Lübke (BPELUnit [12]), and Dong et al. (Petri Net Approach to BPEL Testing [16]) have developed approaches for testing BPEL processes and published their ideas.

The BPELUnit framework was developed by Mayer & Lübke [12] and was later extended by Lübke et al. [13] with test coverage measurement support. First, the coverage metrics needed to be defined, which is not as straightforward as for other programming languages due to BPEL’s different mechanisms for defining the process-flow. Consequently, three coverage metrics were defined: Activity Coverage, Handler Coverage, and Link Coverage.

Coverage Measurement was done by instrumenting the BPEL process: For tracing the execution, the process is changed prior to deployment. Additional service calls are inserted for every activity. The service calls send the current execution position (“markers”) to the test framework. This enables the test framework to know which activities have been executed in the test run. However, the test framework needs to run while the instrumented processes are executed in order to collect the markers, which makes its use limited in practice. Even more, the overhead introduced by many new service calls is considerable: The reported overhead in the original paper is more than 100%, i.e., the test execution times have more than doubled. This stems from the instrumentation mechanism, which requires every execution trace point to be sent out of the process via a service call, which in turn requires XML serialization and involves the network stack. This also makes the BPEL process much larger: The number of basic activities triples for instrumenting all measurement points for calculating activity coverage alone. One advantage of the approach is that it only slightly depends on the Process Engine being used: The changes to the BPEL process are completely standards-compliant. Only the new service for collecting markers needs to be added to the engine-specific deployment descriptor. One way to mitigate the performance problems is to distribute the tests, e.g., as described by Kapfhammer [17].
Process Engine vendors have also developed their own proprietary solutions for measuring test coverage: Test Cases are developed in the development environment of the process engine and can be executed from there or on a server. All services are mocked and the test frameworks simply inject pre-defined SOAP messages. Such test frameworks use a stripped-down version of the process engine. This results in a mixture between simulation and test: The process engine uses the same logic but not all parts of its code are triggered because some features are disabled. Also, there is no possibility of calling “real” services instead of mocks. While test coverage calculation is very fast, because the algorithms have access to internal engine data structures, its use is limited to unit test scenarios only. Examples of such vendor-provided test frameworks are Informatica’s BUnit [18] and Oracle’s BPELTest [19].

Endo et al. [20] defined coverage criteria for their test generation approach. For example, one criterion called All-nodes is that all activities are executed. Other criteria require certain activity types to be executed (e.g., All-nodes for all invoke and reply activities). The authors use these criteria to guide the test case selection of their generation approach.

On a more general level, test metrics and their publication by services themselves have been researched in the context of Service-Oriented Architectures (SOA) by Miranda et al. [21], Bartolini et al. [22], and Eler et al. [23]. Their approaches are independent of the language used for implementing the services and thus more abstract.

Schnelle & Lübke proposed an approach to generate unit test cases from classification trees, which are designed from a business perspective [24]. Coverage can be specified as the coverage of different properties (=leaves) of that tree. The coverage is not code-based but instead requirements-based.

Other approaches try to generate test cases with good or optimal coverage: Kaschner & Lohmann [25] developed an approach that generates test suites that cover all service interactions. Service Interactions are externally observable behavior and are thus deemed the most important aspect to test by the authors. Ji et al. [26] describe another way: They developed an algorithm that tries to choose the most efficient test cases by analyzing the data-flow of a BPEL process.

Although many coverage metrics have been defined, Weiser et al. [27] have shown that “empirically comparing structural test coverage metrics reveals that test sets that satisfy one metric are likely to satisfy another metric as well”. This means that for practical purposes any of the proposed test coverage metrics will likely behave as well or as badly as another one.

All test approaches available for BPEL claim that they achieve – or at least help to achieve – a good test coverage.
However, no empirical studies have been made whether this is the case and what typical test coverage values constitute for BPEL processes. In contrast, there is a huge body of knowledge available for general purpose programming languages, as has been shown in a survey for the Java programming language by Yang et al. [28].

In a multiple case study approach Mockus et al. [29] have shown that with increasing test coverage more defects are found prior to production but that costs to improve test coverage increase exponentially while the numbers of found defects only increases linearly. Therefore, Pavlopoulou & Young [30] propose to monitor the production environment for execution of previously untested code sections. By leaving only instrumentation code for these code areas of interest, they could reduce the overhead imposed by coverage measurements.

All in all, there is currently no approach available for BPEL processes that can be used to measure test coverage on code level with acceptable performance and the ability to be used in conjunction with manual tests and integration & system tests.

IV. TEST COVERAGE MINING

This section presents the different steps of our approach that are performed for analyzing process logs in order to calculate test coverage.

A. Metric Calculation Process

For calculating test coverage, we use process mining techniques. Process Mining is concerned with building “a strong relation between a process model and ‘reality’ captured in the form of an event log” [31, p. 41]. Although process mining techniques are usually used to help the business (e.g., [32], [33], [34]), it is used here to guide the development project: By having the BPEL process model and the event logs of all test cases available from the process engine’s database, we are able to replay the event logs generated from the tests on top of the BPEL process model. Out of the many possible motivations to do a replay, our goal is to extend our model with frequency information [31, p. 43].

Accordingly, our approach is divided into four sub-steps, which are described in the following sections:

1) Build the BPEL Process Model Syntax Tree from its XML representation (BPEL Analysis),
2) Wait until the whole event log has been written,
3) Fetch the event log from the Process Engine (Data Gathering),
4) Replay the event logs on top of the BPEL Process and calculate coverage metrics (Mining).

B. BPEL Analysis

Within this step, the BPEL XML representation is read and the control-flow graph is being constructed as described by the block-based structured activities. For example, activities contained in sequence activity are chained together by control-flow links. The construction of the control-flow graph is the same as for the instrumentation approach to measuring BPEL test coverage [13] and thus takes the same time to build. All BPEL Models are accessible via the process engine’s repository and can be extracted as part of the coverage mining. This guarantees that the event logs match the process model versions exactly.

C. Wait for the Event Log

Unfortunately, the used BPEL engine writes the event log asynchronously and delayed during process execution. This means that there is a delay between process completion and the event log being written to the database. The persistence interval can be configured. In the initial version of process log analysis for test coverage calculation [1], a fixed delay before reading the event logs was introduced that was a long as the configured persistence interval. This configuration specific delay is a fixed cost penalty before test coverage calculation starts. The improved version of our implementation actually queries the event log as long as the end event for the last process instance has been written. This should reduce the wait time on average by half.

D. Data Gathering

The BPEL processes of the industry project, which we use in our experiment, uses Informatica ActiveVOS [18] as its BPMS. ActiveVOS is a process engine fully compliant with the BPEL 2.0 and BPEL4People standards and stores all data – especially all available process models in all versions, active and completed process instances, and event logs – in a relational database. This allows access to and analysis of the available data that can be mined for calculating test coverage metrics. For different persistence settings ActiveVOS stores different lifecycle events for every BPEL activity, which include ready to execute, executing, completed, faulting and will not execute. In addition, there are two more event types for links (edges for graph-based modeling: link evaluated to true and link evaluated to false) and the same for loop and branching conditions (condition evaluated to true and condition evaluated to false). Besides the event type, the event timestamp, the corresponding process instance, and an internal activity or link identifier is logged.

![Figure 2. Conceptual Data Model of the Process Engine being used.](image-url)
branch coverage, both condition evaluated events need to be fetched as well.

All other event types – especially Will not execute events can be ignored, which allows to use all engine settings except for “no logging.” The underlying conceptual data model, as it is implemented in the ActiveVOS engine, is shown in Figure 2.

E. Replay & Metric Calculation

Test Coverage Metrics – as defined by Lübke et al. [13] – is calculated with the data extracted in the previous steps. At first, all activities, handlers and conditional links in the syntax tree are marked as not executed. In the second step, all events are being applied to the syntax tree and all activities and handlers that have a corresponding completed or faulting event are marked as being executed. Also, conditional BPEL links for graph-based modeling are marked with the link evaluation events. However, every link can carry two different markers: one if the condition was evaluated to true and another if the condition was evaluated to false. Because links without a condition are excluded from the coverage metric, they are ignored from further analysis.

Similarly, loops are being marked according to the condition evaluated events. During this phase, loop activities can be marked as executed twice for calculating the branch coverage in later stages. For if or ifElse branches and for most loops markers can be set, whenever the condition is evaluated to true; except for the repeatUntil, which follows an inverted boolean logic, and the markers are set if the condition is evaluated to false. The only exception is the parallel forEach loop, in which the activity identifier contains the number of the currently executed parallel branch. If a counter larger than one is encountered, the forEach activity is marked as executed at least twice.

After all events have been replayed on top of the syntax tree, the coverage metrics can be calculated. The easiest test coverage metric to compute is Activity Coverage $C_A$: The syntax tree is traversed and all basic activities are counted, which are marked ($A_m$) and which are not marked ($A_u$) as shown in equation (1).

$$C_A := \frac{|A_m|}{|A_m| + |A_u|} \quad (1)$$

This metric can be filtered by basic activity type. For example, the coverage of all executed invoke activities can be calculated as shown in equation (2).

$$C_{invoke} := \frac{|A^{invoke}_m|}{|A^{invoke}_m| + |A^{invoke}_u|} \quad (2)$$

Similarly, Handler Coverage $C_H$ can be calculated by searching the syntax tree for handlers that have been successfully executed as shown in equation (3): The coverage is the proportion of executed handlers in relation to all handlers.

$$C_H := \frac{|H_m|}{|H_m| + |H_u|} \quad (3)$$

With the given Process Engine it was important to not mark event handlers when they are ready to execute because this event will be triggered by the Process Engine whenever the context of the handler gets activated and the handler might be triggered and not when the handler really starts executing or is completed. We use the completion events of the first contained basic activity in an event handler. A handler has been executed, if and only if its first basic activity has been completed successfully or unsuccessfully.

This metric can again be filtered for different handler types, e.g., fault handlers, as shown in equation (4).

$$C_{faultHandler} := \frac{|H^{fault}_m|}{|H^{fault}_m| + |H^{fault}_u|} \quad (4)$$

Link Coverage $C_L$ as defined in equation (5) determines what fraction of conditional links in flow activities has been evaluated to true and false respectively.

$$C_L := \frac{|L^+_m| + |L^-_m|}{|L^+_m| + |L^-_m| + |L^+_u| + |L^-_u|} \quad (5)$$

The ActiveVOS BPEL engine logs transition condition evaluated events, which also contain the evaluation results. This is very different compared to the instrumentation approach, which requires heavy model modifications in order to distinguish between links that have been subject to BPEL’s dead path elimination [35] or which have been really evaluated to false. Because of this, link coverage can be easily calculated by traversing the marked syntax tree. The set $L$ is the set of all conditional links, $L^+_m$ are all conditional links that have been marked as being executed with the condition evaluated to true, $L^-_m$ are all conditional links that have been marked as being executed with the condition being evaluated to false, $L^+_u$ are all conditional links that are not marked as being executed with the condition being true, and $L^-_u$ are all conditional links that are not marked as being executed with the condition being false.

Branch Coverage $C_B$ metric complements Link Coverage: Branch Coverage includes all edges in the control-flow graph of structured BPEL activities, i.e., if, parallel and sequential forEach, while, and repeatUntil activities but does not include the links in the graph-based flow activity, which are only covered by link coverage as defined above. The main problem is that this metric needs to count executions of edges that are not necessarily part of the BPEL model: an if does not need to have an else and the loops have no edges returning to the loop start and can even support parallel execution like the parallel forEach loop. Thus, no completion events can be used but instead other events or further analysis of the model are required. In case of the ActiveVOS BPEL engine, all sequential loops are handled by using condition evaluation events similar to the calculation of link coverage. Parallel forEach loops can be measured by parsing the activity identifier in the event, which contains an instance number: If the instance counter is larger than 1 the forEach “loops” more than once.

Branch Coverage can be calculated according to Equation (6): The number of forEach (F), repeatUntil (R) and while (W) activities, which have been marked as not executed,
executed once or executed more than once are divided by all possible markers, which are three markers for the forEach and while activities, which can have arbitrary loop counts, and two markers for the repeatUntil activity, which must be looped at least once.

\[ C_L := \frac{|F_m^{0,1,*}| + |W_m^{0,1,*}| + |R_m^{1,*}|}{3 \cdot |F_a| + 3 \cdot |W_a| + 2 \cdot |R_a|} \]  

Depending on the BPEL modeler’s choice between using BPEL’s flow activity or the block-structured activities, link or branch coverage is more meaningful.

When conducting another research project, we accidentally found that – in contrast to other programming languages – the branch coverage is not stricter than the activity coverage. If an event handler – and consequently its basic child activities – is not executed, branch coverage can be complete but the basic activity coverage is not. The problem arises from the original split of control-flow related coverage metrics into branch, link and handler coverage.

Therefore, we define the new coverage metric Conditional Coverage for BPEL processes that unifies all conditional control-flow metrics. The measurement of all values follows the rules as described for the other coverage metrics above.

F. Example

To illustrate the replay of the event log on top of the process model we assume three test cases for the example BPEL process as shown in Figure 3. The first test case tests the VIP Customer, the second one the Non-VIP Customer and the third the VIP Customer with a problem when booking bonus points.

The “completed” events generated by the Process Engine for the first test case are

1) Receiving the start message (receive activity “ReceiveInput”),
2) creating a message for storing the points(assign activity “PrepareSavePointsEarned”),
3) calling a service to credit points (invoke activity “SavePointsEarned”),
4) creating the response message (assign activity “PrepareReplyforVIPCustomer”),
5) completing the sequence within the if (sequence activity “Sequence”),
6) completing the if (if branch “If and if activity “Is_VIP_Customer”),
7) sending the reply (reply activity “Reply”), and
8) finally completing the main sequence (sequence activity “main”).

As can be seen in the traces in Figure 3, the completion events are differently ordered than the definition in the BPEL process model: structured activities like a sequence or an if are completed after all their child activities have been completed. The replay algorithm needs to take this into account when replaying the event log against the process model.

Taking the event log for the first test case and replaying it on top of the BPEL process model yields the markings as illustrated in the left of Figure 4. Additionally replaying the second and third test case yields the markings as shown on the right hand side of the same figure. The numbers in the markers denote how often the activity has been executed. With these three test cases, all basic activities are covered, i.e., all basic activities have been executed at least once, all branches are covered, i.e., both the “if” and “else” branch have been executed, and all handlers are covered, i.e., the “catch” handler is executed at least once.

V. COMPARISON TO INSTRUMENTATION

When we compare our approach to instrumentation (see Figure 5), there are many parts of the calculation that are similar or even the same. Instrumentation would initially load the BPEL process model and construct a syntax tree. However, it would then change the process model by introducing service calls that signal the internal process state to the test framework. During run-time these service calls are equivalent to log events. These events are replayed on the process model in both approaches. Thus, the main differences are that

- instrumentation needs to change the BPEL process model while process mining does not,
- as a consequence instrumentation needs to build the syntax tree prior to the test run and a service receiving all markers must be active during the whole test while process mining can perform all activities after the test run is completed, and
- the events are collected in the instrumentation approach by signaling service calls instead of extracting all event logs with one database query like in our approach. For a test run, the instrumentation approach requires at least as many service calls for signaling the process state as the number of executed basic activities depending on the coverage metrics that shall be calculated.

Due to these conceptual differences, our approach is more flexible than instrumentation because it defers the decision whether to calculate test coverage on a given test run: it is possible that coverage is calculated without preparation after testing has completed and if the event logs are still available.

We expect our log analysis approach also to be overall faster than the instrumentation approach: Making and answering many fine-grained service calls is time-consuming as outlined above. Being able to fetch all events from the Process Engine’s event log at once should yield better performance. In addition, our approach does not slow down the execution of the executable processes because they behave as they are implemented and are not changed by an instrumentation process and their run-time behavior is not altered by introducing probes. This means that no additional error sources (e.g., by defects in the instrumentation) or different behavior (e.g., in parallel activities by instrumentation code) can occur. This hypothesis is tested in an experiment described in the next section.

VI. EXPERIMENT

In order to evaluate the presented approach, we conducted an experiment that is described in this section.
A. Experiment Description & Design

For evaluating the performance implications of our approach, we conduct an experiment, in which we want to answer the following research questions:

RQ1: What is the associated overhead for instrumentation-based coverage calculation?
RQ2: What is the associated overhead for mining process coverage?
RQ3: When is the associated overhead for mining process coverage less than for instrumentation-based coverage calculation?
RQ4: Does the size of the test suite influence the overhead of mining coverage calculation?
RQ5: Does the size of the test suite influence the overhead of instrumentation-based coverage calculation?

In order to find answers to these questions we define a two factor/two treatments with-in group experiment design: The first independent variable is the coverage method (Instrumentation vs. Log Analysis) and the second is the test suite size. The dependent variable is the execution time of the measured test suites.

As subjects we used 6 BPEL processes, for which tests based on classification trees are available [24]. Classification Trees allow for a generator-based approach for creating test suites. By randomly selecting a subset of test cases, test suites of configurable sizes can be generated. This yields the advantage that test suites of arbitrary sizes can be generated, so that the test suite size can be controlled in the experiment and each process can be tested with different test suites. Four processes have been developed within the industry project...
Terravis, which is an industrial project that develops and runs a process-integration platform between land registers, notaries, banks and other parties across whole Switzerland [14]. Two additional processes, which had classification trees for automated testing, are taken from Schnelle [15]. Latter were originally developed using the Eclipse BPEL Designer and Apache ODE but the vendor-specific configuration was added for ActiveVOS as part of this experiment in order to use the same environment including process engine and test coverage tools.

Process descriptions of all processes that were subjects in this experiment are are shown according to the process classification proposed by Lübke et al. [36] in Table I.

B. Data Collection

1) Environment and Measurement Process: For running the experiment we set up a process engine on a dedicated virtual server together with the required infrastructure, e.g., the tools for measuring test coverage.

The experiment was conducted by executing the following steps for every test suite:

1) Reset database and start BPMS,
2) Instrument the deployment unit,
3) Deploy the instrumented deployment unit,
4) Run the test suite with the marker collector,
5) Deploy the original deployment unit,
6) Run the test suite,
7) Wait for process log and calculate coverage,
8) Shutdown BPMS.

We chose to alternate the deployments of the instrumented and non-instrumented process versions in order to not allow the BPMS to optimize the deployment by reusing the old process definitions.

For every process, we generated random test suites with the sizes $n \in \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 25, 50, 75, 100\}$ if possible. Some processes had only a smaller number of possible test cases, thereby the experiment could only use test suites with max. 25 and respectively 50 test cases for these processes.

We repeated these test runs 20 times in order to build representative mean values for all time measurements. All in all, 2920 test suite runs were made.

We used a virtual machine with 2 virtual CPUs and 4 GiByte of RAM running on Kubuntu with Informatica ActiveVOS 9.2 and MySQL for all our test executions. The search indexing of both the host and virtual machine operating system were disabled in order to not have load unrelated to the experiment and the computer was taken offline in order to further shield it from unexpected load.

ActiveVOS was configured with all necessary settings for executing all processes. This especially includes custom project-specific extensions and service-wide configured settings. The configuration also specified a 1 second write delay for storing the event log.

2) Sample Implementation: We implemented a tool that performs the previously defined test coverage calculation. The tool connects to the database of the process engine and extracts all relevant information. After the tests have been completed, the tool extracts the events for all newly created process instances. It expects that the tested processes have been configured appropriately to at least store the required events. The coverage measurement tool, which uses log analysis, is available as open source.$^1$

The implementation is highly dependent on the process engine being used. The available process log data and its format is defined by vendors because it is not specified in any standard. As outlined in the previous section, post-processing of the event log data is required in order to properly resolve the referenced activities.

One additional problem we encountered while developing the sample implementation was BPEL’s lack of unique identifiers for activities: The activity labels are not necessarily unique and can be defined by the designer without uniqueness constraints. Due to this, BPMS vendors are forced to build their own ways of identifying activities. We had to reverse-engineer the way the used process engine creates identifiers in the process log. Internally, our implementation uses XPath expressions that evaluate to a single activity by either matching a unique name – if one exists – or the position of the activity in BPEL’s XML tree. We wrote a mapper, which rewrites the event log’s activity identifiers to valid XPath expressions. This step is highly specific to the process engine being used and requires reverse-engineering the format and construction rules for the proprietary identifiers.

In contrast to our first experiment published previously [1], which used a fixed waiting time, we improved the waiting process by reading the highest process identifier from the database and see whether a process completion or failing event was written for that process instance. Because no other events can follow, this means that the whole event log is available. In order to guard against test cases that fail to complete a process, we added a maximum wait time that equals the write delay of the process log.

However, we also needed to re-implement the instrumentation tool: Because the original BPELUnit tool for measuring test coverage [13] did neither support vendor extensions nor the deployment artefacts of the used process engine, we needed to re-implement the instrumentation tool with full support for these features, which are used by the industry project.

C. Results

The mean execution times of our measurements (calculated in milliseconds) are shown in Table II. T or S indicate the process set (Terravis or Schnelle), I to 4 indicate which process from this set, and N, I or L indicate normal execution (N) or the coverage measurement method (I for instrumentation and L for log analysis).

For all other chosen test suite sizes, log analysis performs faster than instrumentation.

By subtracting the normal execution time of a test suite we derive the absolute overhead (calculated in ms) as shown in Table III. In general, the numbers for log analysis are much lower than for instrumentation and do not increase that much. The highest overhead for log analysis is 4513ms in contrast

\footnote{\url{http://www.daniel-luebke.de/net.bpelunit.tools.coveragecalculator.zip}}
TABLE I. PROCESS CLASSIFICATION OF SUBJECTS IN THIS EXPERIMENT

<table>
<thead>
<tr>
<th>Version Domain</th>
<th>Geographical Boundaries</th>
<th>Relationships</th>
<th>Geography Time</th>
<th>Process Language</th>
<th>Execution Engine Model Maturity</th>
<th>Scope Purpose</th>
<th>Person Involvement</th>
<th>Instrumentation</th>
<th>Log Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-Commerce</td>
<td>Online Shop (S1)</td>
<td>Credit</td>
<td>None</td>
<td>BPEL 2.0</td>
<td>Apache ODE Illustrative</td>
<td>Core</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Banking</td>
<td>Land Register</td>
<td>Notifications (T1)</td>
<td>None</td>
<td>BPEL 2.0</td>
<td>Informatica ActiveVOS 9.2</td>
<td>Core</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cross-Organizational</td>
<td>BPEL 2.0</td>
<td>Productive</td>
<td>Auxiliary Execution</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Is being called</td>
<td></td>
<td></td>
<td>Core</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No Call</td>
<td></td>
<td></td>
<td>Auxiliary</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cross-Organizational</td>
<td></td>
<td></td>
<td>Core</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Calls another/</td>
<td></td>
<td></td>
<td>Core</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Is begin called</td>
<td></td>
<td></td>
<td>Core</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

TABLE II. TOTAL MEAN EXECUTION TIME (ms)

<table>
<thead>
<tr>
<th>#TC</th>
<th>S1-N</th>
<th>S1-I</th>
<th>S1-L</th>
<th>S2-N</th>
<th>S2-I</th>
<th>S2-L</th>
<th>T1-N</th>
<th>T1-I</th>
<th>T1-L</th>
<th>T2-N</th>
<th>T2-I</th>
<th>T2-L</th>
<th>T3-N</th>
<th>T3-I</th>
<th>T3-L</th>
<th>T4-N</th>
<th>T4-I</th>
<th>T4-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1973</td>
<td>3749</td>
<td>2613</td>
<td>1935</td>
<td>3589</td>
<td>2600</td>
<td>4534</td>
<td>7704</td>
<td>5231</td>
<td>2600</td>
<td>5065</td>
<td>3329</td>
<td>3898</td>
<td>6066</td>
<td>4615</td>
<td>4543</td>
<td>8019</td>
<td>5328</td>
</tr>
<tr>
<td>2</td>
<td>2244</td>
<td>4098</td>
<td>2181</td>
<td>2084</td>
<td>4197</td>
<td>2906</td>
<td>5190</td>
<td>10125</td>
<td>9227</td>
<td>2975</td>
<td>6675</td>
<td>5711</td>
<td>5421</td>
<td>7979</td>
<td>6196</td>
<td>4825</td>
<td>8555</td>
<td>5533</td>
</tr>
<tr>
<td>3</td>
<td>2287</td>
<td>5074</td>
<td>2919</td>
<td>2139</td>
<td>5116</td>
<td>3085</td>
<td>5162</td>
<td>10052</td>
<td>5950</td>
<td>3057</td>
<td>7409</td>
<td>3071</td>
<td>6696</td>
<td>11792</td>
<td>7440</td>
<td>5134</td>
<td>10662</td>
<td>5820</td>
</tr>
<tr>
<td>4</td>
<td>2409</td>
<td>5913</td>
<td>3111</td>
<td>2405</td>
<td>5831</td>
<td>3091</td>
<td>5733</td>
<td>11767</td>
<td>6547</td>
<td>3537</td>
<td>10761</td>
<td>4307</td>
<td>8004</td>
<td>14710</td>
<td>8743</td>
<td>5370</td>
<td>13540</td>
<td>6366</td>
</tr>
<tr>
<td>5</td>
<td>2471</td>
<td>6464</td>
<td>3107</td>
<td>2389</td>
<td>5890</td>
<td>3050</td>
<td>5499</td>
<td>11863</td>
<td>6427</td>
<td>4055</td>
<td>12846</td>
<td>4989</td>
<td>9405</td>
<td>17883</td>
<td>10132</td>
<td>5562</td>
<td>12774</td>
<td>6317</td>
</tr>
<tr>
<td>6</td>
<td>2732</td>
<td>7017</td>
<td>3480</td>
<td>2530</td>
<td>6486</td>
<td>3174</td>
<td>6050</td>
<td>13906</td>
<td>7012</td>
<td>3755</td>
<td>11154</td>
<td>4577</td>
<td>10721</td>
<td>20897</td>
<td>11558</td>
<td>5901</td>
<td>15248</td>
<td>6716</td>
</tr>
<tr>
<td>7</td>
<td>2855</td>
<td>7507</td>
<td>3970</td>
<td>3150</td>
<td>10248</td>
<td>3946</td>
<td>6254</td>
<td>15432</td>
<td>7435</td>
<td>4220</td>
<td>14226</td>
<td>5118</td>
<td>12040</td>
<td>25447</td>
<td>12866</td>
<td>5853</td>
<td>15131</td>
<td>6709</td>
</tr>
<tr>
<td>8</td>
<td>3156</td>
<td>9411</td>
<td>3705</td>
<td>2706</td>
<td>7698</td>
<td>3373</td>
<td>6827</td>
<td>16148</td>
<td>7828</td>
<td>4258</td>
<td>14442</td>
<td>5176</td>
<td>12967</td>
<td>20495</td>
<td>13740</td>
<td>6452</td>
<td>18099</td>
<td>7294</td>
</tr>
<tr>
<td>9</td>
<td>3142</td>
<td>9039</td>
<td>3887</td>
<td>3156</td>
<td>3825</td>
<td>3973</td>
<td>6601</td>
<td>18765</td>
<td>8358</td>
<td>4738</td>
<td>14489</td>
<td>5736</td>
<td>14051</td>
<td>29969</td>
<td>15826</td>
<td>6731</td>
<td>20277</td>
<td>7522</td>
</tr>
<tr>
<td>10</td>
<td>3250</td>
<td>9673</td>
<td>3989</td>
<td>3092</td>
<td>6902</td>
<td>3742</td>
<td>5757</td>
<td>18582</td>
<td>8636</td>
<td>5091</td>
<td>19469</td>
<td>6211</td>
<td>15859</td>
<td>30856</td>
<td>18729</td>
<td>7097</td>
<td>21809</td>
<td>7928</td>
</tr>
<tr>
<td>25</td>
<td>5164</td>
<td>15969</td>
<td>5914</td>
<td>4725</td>
<td>17369</td>
<td>5522</td>
<td>11488</td>
<td>34880</td>
<td>12874</td>
<td>8000</td>
<td>41445</td>
<td>9368</td>
<td>35503</td>
<td>70271</td>
<td>36183</td>
<td>10625</td>
<td>44580</td>
<td>11731</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7185</td>
<td>36245</td>
<td>8113</td>
<td>17549</td>
<td>62536</td>
<td>19976</td>
<td>11727</td>
<td>72125</td>
<td>13571</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7625</td>
<td>37552</td>
<td>8571</td>
<td>23502</td>
<td>90206</td>
<td>27181</td>
<td>15244</td>
<td>105406</td>
<td>17536</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>29746</td>
<td>117738</td>
<td>34258</td>
<td>18066</td>
<td>140565</td>
<td>21926</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

In order to answer RQ3 we performed a paired, two-sided Wilcoxon hypothesis test with the null hypothesis $H_0$ being that no difference exists in the test suite execution times when using instrumentation or log analysis.

We calculated the effect size as the absolute difference in execution time between both methods as well as the p-value for all combinations of test suite size and process (see Table V).

In the next step we analyzed the overhead of test coverage calculation in relation to the whole test suite size in terms of test activities, i.e., the activities in a test suite across all test cases.

Figure 8 shows the relationship between number of test activities and test execution time. The relationship is nearly perfectly linear: The more test activities are executed as part of a test suite the longer test execution takes. However, the slope of the linear relationship depends on the process under test.

In the next step we analyzed the relationship between the number of test activities and the absolute overhead of coverage calculation as shown in Figure 9 (please note that the y-axis scale is different for instrumentation and log analysis.) Both instrumentation and log analysis have a nearly perfectly linear increase of test duration. However, log analysis has a much for up to 122637ms for instrumentation. The overhead is the largest for the second Terravis process (T2) for process log analysis while it is the largest for instrumentation with the first Terravis process (T1).

We calculated the relative overhead for the processes by dividing the absolute overhead by the normal test suite execution time as shown in Table IV. While for larger test suites the relative overhead increases with instrumentation, it decreases for log analysis. Relative overhead of instrumentation ranges between 67.3% and 647.3%, while it ranges between 3.3% and 34.3% for log analysis.

The measurements grouped by coverage calculation method and process for all test suite runs are shown in Figure 6 side by side for comparison: Test suites with more test cases expectedly take longer to execute and log analysis is always faster than instrumentation.

The absolute and relative overhead of both coverage calculation methods are shown in Figure 7. Different colors in both charts indicate different processes. The absolute overhead shows clusters of overhead times that are associated with a test suite. As can be seen the values for both the absolute – and following from that – the relative overhead is always higher for the instrumentation approach.
lower slope, i.e., the overhead increases much less for every additional test activity than instrumentation does. Again, the linear increase depends on the process. The initial penalty for log analysis (i.e., test activity count is 0) can be estimated by the linear fitting to approximately 0.5s, which is the expected value: Due to the 1s write delay of the event log the average waiting time for all events to be written to the database is 0.5s.

The different slopes of instrumentation and log analysis lead to different relative overhead as shown in Figure 10. Because the the overhead of instrumentation increases more than the unmeasured test duration, the relative overhead increases when more test activities are executed. In contrast, log analysis increases slower. This results in a decreasing – or for one process nearly constant – relative overhead. However, the relative overhead does not increase or decrease linearly. A logarithmic regression model provides a good fit.

D. Interpretation

1) RQ1: Overhead of Instrumentation: Our measurements for the overhead of instrumentation is in line with already published metrics [13]: The absolute overhead ranges between 1656ms and 122600ms. However, the overhead increases with larger test suites. Thus, the relative overhead increases from 67% to 647% for large test suites. In practice this overhead is considerably large. For nightly builds even a 200% increase of test time would in many environments be deemed impractical. Also research projects, which execute many test suites, e.g., for evaluating different test generation approaches, are impacted heavily.

2) RQ2: Overhead of Log Analysis: Our measurements for the overhead of log analysis demonstrate that the absolute overhead increases and the relative overhead decreases with more test cases. The maximum absolute overhead of 4.5s for
100 test cases the performance penalty is little. This means that measuring approx. 130 test suites of such size would only impose a ten minute overhead (e.g., during nightly builds.) This overhead is much more tolerable in industry projects and research projects, which execute many test suites.

3) RQ3: Relationship between Overhead of Instrumentation and Log Analysis: Our measurements clearly show that log analysis is significantly faster than instrumentation. In the improved version presented in this article, this is also true for trivial test suites, i.e., test suites with only one test case, which were sometimes slower [1] in the unoptimized original version.

While the relative overhead of instrumentation increases with more test cases and reaches 391% (i.e., nearly quintuples the test suite execution time), log analysis imposes 68% overhead in the worst case of a small test suite but decreases to 16% for large test suites. For a further interpretation typical test case sizes in industry are required in order to evaluate typical overhead ranges. Unit test suites for an executable business process in Terravis contain between 1 and 296 test cases. On average a business process is covered by 27.7 test cases. If we take our measurements for 25 test cases

Figure 6. Overall Execution Times (s)
as a reference the relative overhead is between 24% and 55% for log analysis while it already is between 144% and 268% for instrumentation. This means log analysis has a huge performance benefit when measuring test coverage.

4) RQ4: Influence of Test Suite Size on Instrumentation Overhead: The absolute overhead of an instrumented test run increases linearly with the number of test activities contained in the test suite. However, the linear increase is larger than the linear increase of a normal test run. Therefore, relative overhead of test suite execution time increases non-linearly with an increasing number of test activities. As a result, the instrumentation method does not scale: The larger test suites are getting, the larger the absolute and relative overhead gets. Especially when using test coverage to assess the quality of generated tests, which can easily generate large test suites, the bad scalability will need to be dealt with. For example, test execution needs to be parallelized much sooner than would be otherwise necessary.

5) RQ5: Influence of Test Suite Size on Log Analysis Overhead: Like with instrumentation, the absolute overhead of log analysis increases linearly with the number of test activities. However, the slope is less. The relative increase there gets not-linearly less with more test activities executed as part of a test suite run. Therefore, log analysis can better scale with larger test suites.

E. Threats to Validity

As with every empirical research there are associated threats to validity. While we could increase the number of processes from our initial study [1], our sample mainly consists of processes developed in one project. Thus, the question of generalizability arises.

Since we research technical effects only, the findings should be generalizable to all BPEL processes that execute a minimum threshold number of activities or test cases. The p-value for rejecting the null hypothesis and accepting that log analysis is faster than instrumentation for all test suite sizes is so low that we are confident that replications will find the same results.
However, our sample is also constrained to one process engine. This poses the threat of non-portability to other process engines. Therefore, we analyzed Apache ODE, which is an open-source BPEL engine, and found that it emits all necessary events as well [37].

As long as the process engine stores all relevant events that are required for calculating the test coverage metrics, the log analysis can be implemented for such a process engine. To our knowledge, all BPEL engines are able to write event logs that contain the required event types. For every newly supported BPEL engine, a new interpreter of these events needs to be developed. The analysis and replay components can be reused. However, as part of our study we also found that this is also true for instrumentation tools despite the claim that this approach is portable: While BPEL is standardized, its extensions and especially the deployment artefacts are not as we encountered when we tried to measure industry projects.

The presented numbers are clearly only applicable to automated unit tests. While we think it is safe to generalize the absolute overhead to other test scenarios, we expect that the relative numbers to be much smaller: Manual tests take longer for executing the same number of processes, because user interactions require time, which makes the process duration longer. Thus, we do not think that the relative overhead can be generalized to other test types. Even automated integration and system tests are slower because real services usually respond much slower than mocked services that reply a predefined message. For example, automated acceptance tests written for Behavior-Driven Development [38] in the same project take up to 2 minutes to complete per test case [39].

Another threat is the presence of configuration options that heavily impact performance: In the case of the used BPMS - Informatica ActiveVOS - the configurable write delay of the event log can impose longer waiting times. Therefore, environments with a higher configured delay will experience worse log analysis performance because the event log is not immediately available after unit tests are completed. When configured extremely enough, this can lead to a worse performance of log analysis compared to instrumentation.

VII. CONCLUSION & FUTURE WORK

Within this article we evaluated a new approach to mine process event logs – which are usually already written when using a process execution engine – to calculate test coverage metrics of BPEL processes. We demonstrated that the new approach utilizing log analysis is significantly faster than the instrumentation approach. With the enhanced waiting strategy for the event log, this is even true for small test suites, which was not the case in the original version.

Furthermore, the log analysis approach can be used in more scenarios than the instrumentation approach: Because all activities for mining test coverage are performed after the tests are run, it does not matter how the tests are run and when they were run. In contrast, coverage calculation needs a marker collection service running the whole time, which in practice is only feasible during unit tests. Mining the process logs is completely independent of any test automation and can be used for automatic unit tests, automatic integration tests but also manual integration and system tests. The only drawback is, however, that the Process Engine needs to be configured to write the event log for all measured processes.

Although we have implemented test coverage mining for BPEL processes, the approach can be applied to other executable process languages as well: Process engine architectures are the same, e.g., BPMN 2.0 as the successor to BPEL defines other activities and is completely graph based. However, process engines executing BPMN 2.0 are also logging events for executed activities, which can be replayed on top of BPMN 2.0.
process models. Writing the process mining algorithm should be even simpler, because BPMN 2.0 defines process-wide unique identifiers for activities that are hopefully contained in the event log making reverse-engineering of vendor-specific identifiers obsolete.

Our research implementation is available as open source and is free to use for both researchers and practitioners. Being able to quickly and easily calculate test coverage for many test types allows further research into executable process test methods, e.g., experiments on the influence of different testing approaches on test coverage.
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