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Abstract—Detailed information for product comparisons is
necessary for consumers’ purchasing process, especially during
the information search and choice evaluation phases. However,
conventional product descriptions, which are the primary source
of information, tend to focus only on the product in question and
thus do not adequately express the differences between products.
Garments are treated as target products, and the content required
to compare items is assessed from clothing comparison articles
in lifestyle magazines. Two generation methods are proposed for
comparison of a pair of garment items. The first method sepa-
rately generates captions for each item and selects a caption pair
that expresses differences. The other utilizes a Visual Language
Model with a prompt designed based on the assessment. Subject
experiments confirmed that the proposed Visual Language Model
method accurately represented the feature differences between
garments and provided helpful information for consumers to
compare garments.

Keywords-consumer support; information provision; clothing
caption generation; clothing attribute estimation, visual language
model.

I. INTRODUCTION

This paper is based on the study presented initially at
INTELLI 2024, The Thirteenth International Conference on
Intelligent Systems and Applications [1]. An assessment of
lifestyle magazine articles for clothing item comparison was
added to organize the contents required in the captions. To
generate captions that satisfy the requirements, a new method
utilizing a Visual Language Model (VLM) was proposed,
and its effectiveness was evaluated by comparison with the
algorithm presented at the conference.

In the field of consumer behavior, the sequence of processes
involved in the purchase of a product is widely recognized as
the purchase decision-making process [2]. This process com-
prises five stages: problem recognition, information search,
alternative evaluation, purchase decisions, and post-purchase
evaluation. In the problem recognition phase, consumers iden-
tify their needs and problems, and collect information to

satisfy them in the information search phase. In the evaluation
of alternatives, the consumer compares and evaluates products
based on the collected information, and selects and purchases
a specific product in the purchase decision stage. In the post-
purchase evaluation, the degree of satisfaction was determined
based on the results of the product use. During the information
search and evaluation of alternatives phase, consumers need
detailed information to understand the characteristics and
differences of products and make the right choices. This
information can originate from a variety of sources, such
as user reviews, expert opinions, and comparison websites;
however, product descriptions are one of the most important
sources of information that consumers interact with in the early
stages of their purchasing decisions. Product descriptions can
successfully convey the basic features of a product; however,
they tend to focus only on the product in question and do
not adequately describe the differences between products. This
lack of information may affect consumers’ final purchasing
decisions and post-purchase evaluations.

Image-caption generation is a research area for generating
descriptive text from images; however, it primarily generates
a single sentence for a single input image. It is impossible
to generate a caption for each image by considering the
relationships between multiple images. Some studies have
aimed to generate distinctive image captions by comparing
input images with similar images in a database; however,
they cannot specify the images to be compared, as was the
aim of this study. Recently, VLMs that receive prompt texts
and images to generate text responses for general tasks have
significantly improved and applied to the fashion domain.
However, these models have yet to be utilized to generate
such a caption pair.

This study aimed to provide adequate information to con-
sumers when comparing products. As a concrete initial effort
towards this goal, a method for generating captions that
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highlight the differences between two products is proposed and
evaluated. Clothing is selected as the target product. Cloth-
ing is an everyday purchase for consumers and has various
features, such as pattern, material, length, and collar shape.
Therefore, consumers need to compare product features during
product selection. Articles from lifestyle magazine websites
are gathered and analyzed to identify the key characteristics
that the captions should include. Based on the assessment,
this study considers captions for a pair of clothing items,
generating one caption for each item that contains differences
from the other item.

Two methods are proposed to achieve such a generation
without requiring a large-scale dataset: caption pair selection
and prompt-based VLM. The overview of each method is
shown in Figure 1. In the caption pair selection method,
two different garment images are independently input into
an image-caption generation model to generate multiple cap-
tions. Next, the prominence of each attribute in each image
is calculated using the garment attribute estimation model
and the frequency of occurrence in the caption. This is
compared between images, and the caption containing more
salient attributes than one image is selected from the multiple
captions generated for each image and output. The caption
pair selection method yields captions that contain more salient
features than one garment, with one sentence for each image
and an average of approximately 14 words. Examples of the
captions obtained are shown in Figure 1a. In the prompt-based
VLM method, two garment images and carefully constructed
prompts are given to a VLM, and the results are parsed to
extract a caption pair. To fully cover the clothing attributes that
should be included in the captions, chain-of-thought reasoning,
where clothing attributes are first inferred, and captions are
generated based on the attributes, is adopted.

In the subject experiment, it was evaluated whether the cap-
tions obtained using the proposed methods contained obvious
errors, how well they described features that were only present
in one garment, and whether they were useful for compar-
ing garments. This experiment confirmed that the captions
generated by prompt-based VLM adequately described the
differences between products and provided useful information
for product comparison.

The remainder of this paper is organized as follows. Section
II describes work related to this study. Section III describes the
proposed method. Section IV describes in detail the models
and datasets used in the experiments. Section V describes the
experiments on the comparative validation of the proposed
method by employing different scoring methods. Section VI
describes the experiments that qualitatively evaluate the cap-
tions generated by the proposed method. Finally, Section VII
discusses the conclusion of this study and future perspectives.

II. RELATED WORK

This section describes the main areas relevant to this study,
namely image caption generation, caption generation for mul-
tiple images, garment attribute estimation, and garment image
caption generation.

TABLE I
COMPARISON OF IMAGE CAPTION GENERATION MODELS.

Model BLEU4 METEOR
NIC [6] 27.7 23.7
NICA [9] 25.0 13.9
SCST [10] 31.9 25.5
ClipCap [11] 33.5 27.5
OFA [14] 44.9 32.5

A. Image Caption Generation

Image-caption generation is the task of generating an ap-
propriate description of a single-input image. A comparison of
the main image-caption generation models for the benchmark
dataset Microsoft Common Objects in Context (MS COCO)
[3] is presented in Table I. Bilingual Evaluation Understudy
(BLEU) [4] and Metric for Evaluation of Translation with
Explicit Ordering (METEOR) [5] are automatic metrics that
measure the similarity between the generated and correct cap-
tions, with higher values indicating better model performance.
Vinyals et al. [6] proposed a model based on a deep recurrent
architecture that combines a Convolutional Neural Network
(CNN) [7] and Long Short Term Memory (LSTM) [8]. Sub-
sequently, Xu et al. [9] introduced an attention mechanism
that focused on specific regions in an image when generating
different words. Furthermore, Rennie et al. [10] proposed
a model that incorporates reinforcement learning. Recently,
image-language pre-training models that learn using large
amounts of image-text pair data have achieved higher accuracy
than conventional models. Mokady et al. [11] proposed a
model that combines the image language pre-training model
Contrastive Language–Image Pre-training (CLIP) [12] and the
language model Generative Pre-trained Transformer 2 (GPT-2)
[13], which reduces training time and achieves highly accurate
caption generation. Wang et al. [14] also proposed a pre-
training model using 20 million image-text pair data. All these
models generate a single-sentence caption for a single input
image. In this study, one-sentence captions are generated for
each of the two input images. A one-input, one-output image
caption generation model is used independently to generate
multiple captions for each input image. Each caption is then
scored, and the highest caption is generated one sentence at
a time to generate a one-sentence caption for each of the two
images.

Vision Language Models (VLMs) that receive arbitral text
prompts and images and generate appropriate response text
regarding the task specified in the prompt have recently
achieved remarkable performance improvement. Inspired by
the success of Large Language Models (LLMs) in conversation
tasks realized with a large amount of training corpus and
model parameters represented by GPT series [15], training
generic VLMs that are capable of solving a variety of multi-
modal tasks of vision and language have been developed.
GPT-4 [16] was trained on image input in addition to text
corpus, resulting in its capability in text generation through
image recognition. Wang et al. [17] showed that a controllable
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Figure 1. Overview of the proposed methods.

caption generation model can be obtained by training a VLM
with a dataset containing multiple styles of captioning. In
2024, Ge et al. [18] presented a training-free pipeline that
generates detailed captions by incorporating multiple VLMs
and LLMs.

B. Caption Generation for Multiple Images
Several efforts have been made to generate captions for

multiple images as an application of conventional image-
caption generation. One example is the change in the image-
caption generation initiative. This method identifies changes
between two input images and generates a one-sentence cap-
tion describing the change [19][20]. In this study, a caption
is generated for each input image. In conventional image-
caption generation, which tends to generate generic sentences,
the distinctive parts of the input images are often ignored. To
address this problem, an approach called feature-based image-
caption generation is currently in progress [21][22]. In this
approach, a single input image is compared to a set of similar
images in a database to identify the distinctive aspects of the
input image, which are then reflected in the caption. However,
this approach does not specify similar images explicitly. In
this study, two specified images are compared. The attribute
estimates calculated for each image are compared, and a

relative score is calculated. The caption score is then calculated
by summing the attribute estimates that appear in the caption
and is used for caption selection.

C. Clothing Attribute Estimation
Clothing attribute estimation is the task of estimating fea-

tures, such as the material, pattern, collar shape, and sleeve
length of clothing in an image. Examples of the estimated
attributes include cotton, floral, sleeveless, and leather. This
task has been applied to garment retrieval and recommen-
dation. Chen et al. [23] proposed a model that combines a
CNN [24] trained on a large image dataset, ImageNet [25]
with a multilayer perceptron for a garment image retrieval
task that matches images of garments worn by a person with
those from a fashion e-commerce site. Similarly, Huang et al.
[26] proposed a deep model that included two CNNs to handle
street images and e-commerce site images in garment image
retrieval. Both models were trained using bounding boxes to
identify garment regions. In contrast, Liu et al. [27] proposed
a model that learns garment landmark information, such as
sleeve and collar positions, estimates the landmarks during
inference, and uses this information as an aid for garment
attribute estimation. A comparison of the garment-attribute
estimation models on the benchmark dataset, DeepFashion
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TABLE II
COMPARISON OF CLOTHING ATTRIBUTE ESTIMATION MODELS.

Model Top-3 Recall Top-5 Recall
WBIT [23] 27.46 35.37
DARN [26] 40.35 50.55
FashionNet [27] 45.52 54.61

[27] is presented in Table II. The Top-k Recall [28] was used as
an evaluation metric. This assigns the top-k attributes with the
highest probability of estimation to each image and measures
the number of correctly estimated attributes. By estimating
landmark information, FashionNet can better recognize the
shape and position of garments and perform better than models
that use only bounding boxes. Here, consumer perceptions of
attributes are subjective and depend on age and gender. Dif-
ferent consumers may consider different attributes important
when comparing garments. However, as a first attempt in this
study, the weighting of the attributes did not change. Only
estimates objectively calculated using the model were used.

D. Clothing Image Caption Generation

Sonoda et al. [29] proposed a method for searching for
similar input images from a set of garment images they
collected and applied the obtained garment information and
features of similar images to a template. Yang et al. [30]
proposed a framework that supports the creation of product
introductions on e-commerce websites. In their study, attribute-
and sentence-level rewards were introduced to improve the
quality of captions generated. They also adopted a method
for integrating the training of the model using maximum
likelihood estimation, attribute embedding, and reinforcement
learning. In addition, a large dataset for garment image-caption
generation containing approximately one million images was
constructed. Cai et al. [31] removed noisy garment images and
reconstructed a clean garment image dataset. These studies
generated captions describing the salient features of a single-
input garment image.

VLMs and LLMs are utilized in the fashion domain to
provide more user-friendly interfaces for practical tasks such
as retrieval and report generation. Chen et al. [32] integrate
ChatGPT with a fashion retrieval system for understanding
user queries. Ding et al. [33] propose a system that produces
reports by analyzing catwalk images on fashion shows using
a VLM. Maronikolakis et al. [34] evaluated the effectiveness
of publicly available LLMs as a conversational agent in the
fashion domain and showed promising results with GPT-4, a
state-of-the-art LLM.

They are insufficient for the purpose of this research, that
is, to provide information when comparing garments, in that
they cannot express the detailed differences between different
garments. In this study, a caption is generated that highlights
the differences between two input garment images.

III. PROPOSED METHOD

This section describes the clothing caption that highlights
the differences between garment image pairs and the genera-

tion methods proposed in this study. First, real-world clothing
captions that describe differences between garment pairs are
assessed. Possible generation approaches are considered, and
two promising methods implemented and evaluated in this
paper are selected. The first method, caption pair selection,
uses a conventional clothes attribute estimator and a clothes
caption generator trained on an existing clothes dataset to
sample caption candidates and select a pair that contains the
most different attributes. The other utilizes a publicly available
vision language model with a specifically designed prompt to
generate differentiating caption pairs. Both proposed methods
are trained on the existing clothing dataset or the general text
corpus, requiring little to no additional dataset to generate
differentiating caption pairs.

A. Generation of Clothing Captions that Highlight Differences

We collected articles from lifestyle magazine websites
where multiple clothing items of the same category were
compared for customers considering purchase and assessed
clothing attributes discussed in the articles to determine the
captions to be generated in the proposed method. An instance
of clothing captions that highlight differences between a pair
of clothing images is produced based on the articles. Finally,
algorithms for generating the captions are discussed.

1) Assessment of Magazine Articles on Garments Com-
parison: Eight articles comparing multiple clothing items
are collected from Japanese lifestyle magazine websites to
assess their comparison approach and item attributes men-
tioned. Each article is published by lifestyle magazines and
compares clothing items of the same category with similar
price ranges, typically from different manufacturers, to provide
customers with information about each item. Since the original
magazine articles were written in Japanese, all the articles were
translated into English for assessment. Table III summarizes
translated titles, the number of items compared, the description
approach for items, and discussed attributes in each article.
The number of clothing items compared in one article ranges
from 2 to 6, and four out of eight articles compare two items.

Approaches to describe differences among the clothing
items can be divided into two categories. One comprises
multiple paragraphs, each explaining the items’ features on a
specific attribute. The other consists of paragraphs explaining
each item, enumerating notable attributes. For example, the
former first states the design features of two items and their
differences, such as the number and location of pockets. The
difference of materials in a subsequent paragraph. In contrast,
the latter describes the design and material features of one
of the items. The design and coordination recommendation
for the other item is discussed in successive paragraphs.
The highlighting of differences is evident in the former as
the differences are discussed per attributes contributing to
understanding the breakdown of differences. In the latter, some
articles contain sentences that explicitly state the difference
from other items, such as “This one is smoother to touch.”
and “From the four tried-on items, this one was felt to fit my
feminine style the best.” for highlighting the differences.
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TABLE III
ASSESSMENT RESULT OF CLOTHING COMPARISON ARTICLES FROM LIFESTYLE MAGAZINE WEBSITES.

No. Title Items Category Description approach Discussed attributes
1 GU’s “Tucked Wide Pants” for a beautiful look.

Comparison with the one from UNIQLO
2 Pants Per attribute comparison Design, Silhouette, Size, Material,

Comfort, People recommended for
2 [A Thorough Comparison of the Most

Cost-effective Products] Which is superior,
UNIQLO or MUJI? Comparison of “linen shirt”
priced at 3,990 yen

2 Tees Description of each item
and per attribute
comparisons

Design, Material

3 [Workman VS North Face] Which cardigan to
choose for autumn/winter? An enthusiast explains
the recommendation!

2 Sweater Description of each item
with notable differencing
points

Design, Material, Effect,
Coordination, People recommended
for

4 [Comparison Report] What are the differences
between UNIQLO and GU’s much talked-about
“parachute cargo pants”?

2 Pants Description of each item
and per attribute
comparisons

Design, Silhouette, Material,
Impression, Effect, Coordination,
Wearing scene

5 [Workman, UNIQLO, Muji] A thorough
comparison of the “best men’s T-shirts”! Which is
the recommendation available under 2,000 yen?

3 Tee Description per item with
differences and
similarities

Silhouette, Size, Material, Color,
Impression, Effect, Wearing scene,
People recommended for

6 Thorough Comparison of UNIQLO’s 2024! “White
T-shirts” that will be very useful this summer are
here!

4 Tee Description per item with
unique feature of each
item

Design, Silhouette, Size, Material,
Impression, Coordination, People
recommended for

7 A hot topic on SNS! Comparing 4 pairs of
UNIQLO cargo pants. Which one is the best fit for
you?

4 Pants Description per item with
unique feature or
differences

Design, Silhouette, Material, Color,
Impression, Wearing scene,
Coordination, People recommended
for

8 For those who can’t choose from too many
“UNIQLO White T’s”. Comparison of 6 models
including the most popular No.1 and men’s [Try-on
review]

6 Tee Description per item with
differences

Design, Silhouette, Material,
Impression, Effect, Wearing scene,
Coordination, People recommended
for

TABLE IV
TEXT LENGTH OF MAGAZINE ARTICLES.

No. Items Average count for each item
Sentences Words

3 2 4.5 78.0
5 3 5.3 110.3
6 4 4.0 79.5
7 4 5.3 90.8
8 6 5.8 110.8

This article considers caption generation for a pair of
clothing images representing differences between items. A pair
of captions are generated, each describing the corresponding
item. This approach is commonly utilized in 5 out of 8 articles
assessed. A comparison of only two items is considered
to validate the basic feasibility and usefulness of caption
generation that highlights differences. Note that all the articles
assessed for more than three items employ this approach,
which implies its extendability.

For the articles that explain each garment in different
paragraphs, the text length for one item was approximately
five sentences and 100 words in English. Table IV shows
the average number of sentences and words. Each item was
explained in about five sentences and 100 words for all the
articles assessed. Therefore, the generated caption length for
each item is also targeted at five sentences and 100 words.

We have organized clothing attributes commonly used in
the articles. The following attributes were used to characterize
garments, alone or in combination with others.

Design, Silhouette, and Details Shape of garments such as

V-neck and crewneck, clothing size outlines of the wear-
ers like loose-fitting, tapered hem and smooth fit over
the shoulders, and decoration or utility details such as
the number and locations of pockets, ribbons, and straps.

Material Clothing materials and textures such as linen, hemp,
glossy finish, and smooth texture.

Color, Pattern, and Print Available colors, patterns, and
garment prints. e.g., red, solid color, bright color, and
logos.

Additionally, the following derivative attributes were described
in conjunction with the attributes above, often intended to
provide solid evidence for more subjective derivative attributes
with objective attributes.

Impression Impressions that others may receive from the
wearer when wearing the garment. e.g., the material with
a light sheen gives it a high and beautiful look.

Effect The effect of wearing the garment on the wearer’s
body shape and comfort. e.g., hip-hugging length for a
slimming effect, soft against the skin with cotton blend
material for a non-stress fit

Wearing Scene Situations where it is assumed that wearing
clothing is appropriate and effective. e.g., the slightly
longer sleeves are also perfect for the morning and
evening temperature differences and the chilly rainy sea-
son.

Coordination and Styling Recommendation on other items
that suit the garment. e.g., this shirt is not too long and
can be easily matched with tapered silhouette pants

These derivative attributes were often written as recommen-
dations for those with specific ideas, such as “The stretchy
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cotton dobby material has a firm feel, making it ideal for those
who want to enjoy an elegant look.” possibly because of the
subjective nature of these attributes.

Reflecting on the assessment above, we produced an ex-
ample of a pair of captions that describe the garment of
two images as shown in Figure 2. Each caption contains
the discussed attributes, explicitly comparing with the other
garment and recommending specific people. The part of the
text in the figure that refers to attributes is shown in bold.
The part that compares with the other item is underlined.
Each image of the example is obtained from the official
website of UNIQRO and trimmed by the authors to align
with other clothing images included in the dataset. The image
for Garment A is taken from https://www.uniqlo.com/jp/ja/
products/E468503-000/00, and https://www.uniqlo.com/jp/ja/
products/E472071-000/00 for Garment B. The caption refers
to the other garment as “Garment A/B” for generality. Note
that simple algorithms, such as substitution with product
names, can easily alter this behavior.

2) Possible Algorithms for Caption Generation: We discuss
possible algorithms for generating captions that highlight
differences. Due to the lack of an existing dataset for such
captions, this paper considers two algorithms: caption selection
and a prompt-based VLM. First, existing caption generation
models for garments are evaluated. Differentiation approaches
for a pair of input garments are discussed. Finally, overviews
of the two proposed methods are presented.

The caption selection method uses existing captioning
models that generate captions from a single clothing image.
Firstly, candidates of captions are separately generated for
each clothing image of a pair using those models. Then, an
additional algorithm selects the most appropriate pair. We
propose a selection method based on an existing clothing
attribute estimator. Another captioning model that accepts a
clothing image and specific attributes to include in the caption
could be used for greater efficiency. However, since the pre-
trained weights of this model are not publicly available at the
time of writing, such an approach is omitted from this paper.

VLMs are trained to generate response text based on text
prompts and images for general tasks. With an appropri-
ate prompt, these models can be used to generate captions
that highlight differences. We propose a prompt-based VLM
method for the caption generation. Most advanced VLMs can
be accessed with API, allowing users to input custom text
prompts and images and return a responding text. Preliminary
experiments are conducted on three VLMs with publicly
available APIs, and the most effective model is selected. With
an abundant dataset of differentiating captions, VLMs could
be fine-tuned for potentially more precise and context-aware
caption generation.

B. Caption Pair Selection Method

An overview of the method is presented in Figure 1a.
The method considers a pair X = {xi | i = 1, 2} of
different garment images as input and outputs a caption pair
Y ′ = {y′i | i = 1, 2} corresponding to each image, where xi

is the i-th garment image, and y′i is the output caption corre-
sponding to xi. In Figure 1a, the attribute set annotated to the
image is displayed next to each image. This method comprises
four modules: caption set generation, attribute scoring, caption
scoring, and caption selection. The following sections describe
these modules in detail.

1) Caption Set Generation Module: The caption set genera-
tion module considers a pair X of different garment images as
input, inputs each image independently of the image caption-
generation model, and outputs a caption set Y = {yij | i =
1, 2; j = 1, 2, . . . , J} corresponding to each image. Here, yij
represents the j-th caption for image xi. The image-caption
generation model used in this study is described in detail in
Section IV.

2) Attribute Scoring Module: The attribute scoring mod-
ule considers a pair of different garment images X and a
caption set Y as input and outputs a set of attribute scores
A = {aik | i = 1, 2; k ∈ K} for each image. Here, K is the
set of attributes to be evaluated and aik is the score of attribute
k for image xi. An attribute score is a numerical expression of
the prominence of a particular attribute exhibited by a garment
image; the higher the score, the stronger the garment image
that exhibits that attribute. An example of an attribute score
for the garment image x1 in Figure 1a is 0.20 for crewneck,
0.15 for pocket, and 0.01 for sleeveless, which were calculated
to be higher when the image had the attribute prominently
and lower when it did not. In this study, two methods of
attribute scoring were considered: attribute scoring based on
attribute estimation, and attribute scoring based on frequency
of occurrence.

Attribute scoring based on attribute estimation uses a
garment-attribute estimation model, whose output is the esti-
mated probability of each attribute for an input-garment image.
The estimated probability of an attribute for each image was
calculated, and this value was used as the attribute score. This
is illustrated in (1), where pik is the estimated probability
of attribute k for image xi. The clothing attribute estimation
model used in this study is described in detail in Section IV.

aik = pik (1)

Attribute scoring based on frequency of occurrence assumes
that the caption generated for each garment image using the
caption set generation module reflects the garment characteris-
tics. If a particular attribute appears frequently in a caption set,
it can be regarded as one of the main features of the garment.
This method calculates the frequency of occurrence of each
attribute in the caption set for each image and uses this value
as the attribute score. This is illustrated in (2), where fijk is
the number of occurrences of attribute k in the caption yij .

aik =
1

J

J∑
j=1

fijk (2)

3) Caption Scoring Module: The caption scoring module
considers a caption set Y and an attribute score set A as inputs,
and outputs a caption score set C = {cij | i = 1, 2; j =
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This dark brown, simple cotton T-shirt features a rounded neckline that creates a more 

feminine look compared to Garment B. The soft fabric and slightly slim silhouette are 

distinctive, not only giving a slimmer appearance but also making it perfect for creating 

a polished T-shirt style, such as layering it under a jacket. With fewer decorations than 

Garment B, it has a more refined appearance, making it ideal for daily outings and office 

casual wear. Recommended for those who want to project an air of elegance in a T-shirt 

outfit. Bold text indicates attributes and underlined text indicates comparison.

(a) Garment A and corresponding caption.

This taupe T-shirt features ruffled sleeves, which Garment A lacks, adding not only 

elegance but also effectively covering the upper arms. The fabric has a smooth texture, 

making it comfortable to wear even in summer. The slim design prevents it from 

bunching when tucked in, which is a great advantage. It looks stylish on its own and pairs 

well with skirts, making it perfect for dates and daily outings. With a more girly 

impression than Garment A, it's recommended for those who find plain T-shirts too simple.
Bold text indicates attributes and underlined text indicates comparison.

(b) Garment B and corresponding caption.

Figure 2. Examples of captions for a pair of clothing images. (Images are taken from the UNIQLO official website and trimmed by the authors)

1, 2, . . . , J}. The caption score is a numerical expression
of the extent that the caption reflects the salient attribute
differences between the garment images and attributes specific
to each image; a higher score is regarded as emphasizing
the differences between one image and the other. Here, cij
represents the score of the caption yij . In this study, two
caption scoring methods were considered: caption scoring
based on the comparison of top attributes and caption scoring
based on the addition of relative scores. These methods are
described in detail as follows.

Caption scoring based on comparison of top attributes first
obtains an attribute set Ktop−n

i with the top n attribute scores
for each image. Next, the difference set Di of Ktop−n

i for
each image is the difference attribute set, and the product set
T is the common attribute set. These are presented in (3)∼(5):

D1 = Ktop−n
1 \Ktop−n

2 (3)

D2 = Ktop−n
2 \Ktop−n

1 (4)

T = Ktop−n
1 ∩Ktop−n

2 (5)

Finally, the difference between the number of attribute occur-
rences in the different attribute sets and the number of attribute
occurrences in the common attribute set for each caption
was calculated and used as a caption score. This process is
illustrated in (6), where fijk is the number of occurrences of
attribute k in caption yij .

cij =
∑
k∈Di

fijk −
∑
k∈T

fijk (6)

This method assigns higher scores to captions containing more
differentiated and fewer common attributes.

Caption Scoring Based on Relative Score Addition first
calculates the difference in attribute scores between images

to obtain the relative attribute scores ∆aik. These are given
by Equations (7) and (8), respectively.

∆a1k = a1k − a2k (7)

∆a2k = a2k − a1k (8)

Next, the relative attribute scores corresponding to the at-
tributes in the caption are added and used as the caption score.
The process is described in (9), where Kyij

represents the set
of attributes contained in the caption yij .

cij =
∑

k∈Kyij

∆aik (9)

Using this method, captions containing more attributes with
relatively high attribute scores have higher scores.

4) Caption Selection Module: The caption selection mod-
ule considers the caption sets Y and C as input, selects
the caption with the highest caption score in the caption set
corresponding to each image, and outputs a set of captions
Y ′ = {y′i | i = 1, 2} that highlights the differences. This
process is represented by (10).

y′i = argmax
yij

cij (10)

C. Prompt-based Visual Language Model

The method utilizes a VLM, which receives text prompts
and images to generate responding text for general tasks. To
acquire appropriate captions highlighting differences between
clothing images, prompting techniques of few-shot examples
and chain-of-thought reasoning are adopted.

An overview of this method is shown in Figure 1b, formu-
lated as follows. First, a pair X = {xi | i = 1, 2} of garment
images is given. Combined with a text prompt template T
and few-shot examples E = {xi | i = 1, 2}, inputs for VLM
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are formatted as P in the prompt generation module. With
chain-of-thought reasoning, VLM first predicts the attributes
of the garments to improve the coverage and then generates
captions. Therefore, the VLM response R contains attributes
and captions for both garments. The caption extraction module
separates the desired caption pair Y ′ = {y′i | i = 1, 2}
corresponding to each image from the rest of R.

1) Prompt Generation Module: Prompts to the VLM sig-
nificantly impact the quality of the generated caption and thus
are carefully constructed with chain-of-thought reasoning and
few-shot examples. Prompt template T specifies an instruction
for caption generation, constraints on the output of each
step of chain-of-thought reasoning should follow, followed by
few-shot examples E that instantiate the desired generation
contents and formats for specific inputs, and finally, a format
that the response should follow and the input images. By
concatenating the contents, the prompt generation module
produces prompts P .

The contents of the prompt template T are as follows. Since
VLM APIs utilized in this paper have a separate system input
text that controls the role of the VLM in addition to user input
texts, the template consists of system and user text parts.

The system input text specifies instructions for the VLM.
The writer’s role in an e-commerce site that compares two
garments is given. Generation is structured in two steps. First,
each garment image’s previously discussed clothing attributes
are inferred as a text of attributes enumeration. Then, a pair
of captions is generated based on the input images and the
results of the first step.

The user input text includes specific output constraints for
each step. For the first step, garment features are categorized,
and explanations and examples for each category are given.
Constraints for the second step state the text length and the
attributes that should be included in the captions. The example
of input image pairs and corresponding output texts follows.
Then, an output format is specified in JSON for both steps
for easy extraction. Finally, clothing images of the pair X are
appended to the prompt.

The few-shot examples E are produced by the authors
regarding the assessment of the magazine articles. Two pairs
of clothing items with images, corresponding attributes, and
captions are presented, which consist of a pair of shirts, shown
in Figure 2, and a pair of pants.

2) Visual Language Model: The constructed prompt P
is given to the VLM, and the response R is returned. In
principle, any VLM that accepts arbitrary images and text
prompts can be used. For caption generation, however, the
VLM has to be flexible enough to follow the instruction of
P and produce a valid JSON formatted response that contains
two corresponding captions for each input.

3) Caption Extraction Module: The response R from the
VLM is formatted as text data, which can be parsed as valid
JSON. The response should contain the estimated attributes
for each image as the first step, followed by a corresponding
caption for each item as the result of the second step. By
accessing the relevant elements of the interpreted JSON object

from R, the caption extraction module extracts Y ′ = {y′i | i =
1, 2} from R.

The extraction of captions is straightforward, provided that
the response R adheres to the format specified in the prompt
P . In our experiments, the VLM consistently produced re-
sponses in the expected format, thus eliminating the need for
additional post-processing algorithms. Since most VLMs gen-
erate responses probabilistically in an auto-regressive manner,
the generation process can be repeated if the initial response
does not conform to a valid JSON format. This approach
ensures that the final output meets the required structure.

IV. MODELS AND DATASETS

This section describes the image-caption generation models,
garment attribute estimation models, garment image datasets,
and VLMs used in the study.

A. Image Caption Model and Clothing Attribute Estimation
Model

This study is looking at reflecting different national and
regional fashion cultures in captions in the future. Therefore,
image-caption generation models that can handle garment
image data in various languages are desirable. Among the
image-caption generation models compared in Section II,
ClipCap [11] is a combination of CLIP and the language model
GPT-2. It is easy to handle non-English data because CLIP
exists for multiple languages [35], and the language model
Generative Pre-trained Transformer 4 (GPT-4) [16], which is
similar to GPT-2, supports multiple languages. Furthermore,
as shown in Table I, the accuracy is sufficiently high among
the major image-caption generation models. Therefore, in this
study, ClipCap was used as the image-caption generation
model in the caption set generation module. FashionNet [27]
was used as the garment-attribute estimation model in the
attribute-scoring module. This model estimates the landmarks
of a garment and uses the obtained information for garment
attribute estimation. This model can capture the fine-grained
features of a garment image and is highly accurate.

B. Clothing Image Dataset

A comparison of the main garment image datasets is shown
in Table V. In this study, the FACAD170K garment image
dataset [31] with both attributes and captions, which enables an
attribute-based caption evaluation, was used to train the image-
caption generation model. An example of the FACAD170K
data is shown in Figure 3. Each garment image was crawled
from a generic website, mainly Google Chrome, and was either
an image of a person wearing the garment or an image of the
garment alone, with a one-sentence caption from the web. The
data collected using this method reflect the variety of styles
and trends in clothing that real consumers interact with on a
daily basis and are therefore highly suitable for simulation and
analysis to mimic the context of consumers’ clothing choices.
The same caption is provided for garments of different colors.
The bold text in the captions for Figure 3 represents multiple
attributes assigned to a single garment image. FACAD170K
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TABLE V
COMPARISON OF CLOTHING IMAGE DATASETS.

Dataset Number of images Attributes Captions
FACAD170K [31] 178,862 yes yes
DeepFashion [27] 289,222 yes no
FashionGen [36] 325,536 no yes
iFashion [37] 1,062,550 yes no

crisp stripe across the chest and 

sleeve further the athletic appeal 

of this essential crewneck t tee

Bold text indicates attributes.

(a) Clothing image A and corresponding caption.

patch pocket add a dose of 

utilitarian style to a button front 

jacket that is ideal for both office 

and weekend wear

Bold text indicates attributes.

(b) Clothing image B and corresponding caption.

Figure 3. Examples of data from the FACAD170K dataset.

TABLE VI
HIGH-FREQUENCY ATTRIBUTES COMMON TO BOTH FACAD170K AND

DEEPFASHION.

Attribute Frequency (%)
cotton 4.53

cut 4.41
soft 3.76

sleeve 2.98
fit 2.81

leather 2.58
stretch 2.46
classic 2.45

knit 2.31
strap 2.25

has 990 attributes. In contrast, training the garment-attribute
estimation model requires bounding boxes and landmark in-
formation to identify garment regions. However, FACAD170K
did not contain these annotations. Because annotation is time-
consuming, we used FashionNet’s DeepFashion [27] pre-
training model for garment attribute estimation. DeepFashion
contains 1000 attributes, 292 of which match FACAD170K.
The top ten attributes with the highest frequency of occurrence
in FACAD170K and their frequencies are listed in Table
VI. FACAD170K and DeepFashioin data with these attributes
were used to evaluate the proposed method.

C. Visual Language Model

In the prompt-based VLM method, a VLM must follow a
complex introduction and produce a result in a valid JSON
format. We compared three state-of-the-art models that are
publicly available through APIs and satisfy these requirements.
They achieved competitive results with the vision-text bench-
mark, and it was determined that there was a need to compare
performance on the tasks in this study.
OpenAI GPT-4o [38] A flagship model from OpenAI with

multi-modal ability when the experiments are performed.
Anthropic Claude 3.5 Sonnet [39] The latest model from

Ahthropic at the time of the study.
Google Gemini 1.5 Pro [40] A VLM model from the

Google Gemini Team reported the best performance on
vision benchmarks across their models during the study.

Although models with publicly available weights, such as
LLaVA [41], are attractive options since fine-tuning and in-
tegration with other models are practical, these models tend
to perform inferior to the compared models in the fashion
domain in zero-shot or few-shot settings. Therefore, they are
excluded from comparison in this study.

V. COMPARATIVE VERIFICATION OF MODULES IN THE
PROPOSED METHODS

Each module in the proposed method is compared and
validated in this experiment. Multiple algorithms or models
are presented for some modules in the proposed methods.
To identify the most suitable algorithm for each module,
preliminary experiments were conducted before engaging in
the more labor-intensive qualitative evaluation of the generated
captions.

A. Caption Pair Selection Method

This experiment aimed to compare and validate attribute
scoring based on attribute estimation and frequency of oc-
currence in the attribute scoring module and caption scoring
based on the comparison of top attributes and the addition of
relative scores in the caption scoring module to find the best
combination of methods for generating captions that highlight
differences.

1) Methods: In this experiment, the captions generated
using the four proposed methods were automatically evalu-
ated. In the caption set generation module, the image-caption
generation model ClipCap was trained using 168,862 training
data points from FACAD170K. The key parameters during
training were set to a learning rate of 2.0×10−5, a batch size
of 40, and 10 epochs. These parameters were set based on the
settings used in the original study [11]. J = 100 captions were
generated for each image, based on the probability distribution
of the language model. In the attribute scoring module, 292
attributes common to FACAD170K and DeepFashion were
used as the attribute set K to be evaluated. Caption scoring
based on top attribute comparisons in the caption scoring
module uses the top n = 9 attributes. The values were
determined based on preliminary experiments that compared
the estimated and correct attributes for different values of n.
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The model was evaluated by comparing the inferred results
of the model against FACAD170K and DeepFashion with
correct labels. The evaluation metrics are as follows. The set
of attributes annotated for a garment image xi is the overall
attribute set KGT

i , and the set of attributes with only one
garment image is the differential attribute set DGT

i . This is
expressed in (11) and (12).

DGT
1 = KGT

1 \KGT
2 (11)

DGT
2 = KGT

2 \KGT
1 (12)

Let Ky′
i

be the attribute set contained in the caption y′i. The
precision, Recall, and F1 scores were calculated between Ky′

i

and the differential attribute set DGT
i to assess the degree of

description of the attributes that differed between garments.
Similar indices were calculated between Ky′

i
and the overall

attribute set KGT
i as supplementary indices to assess the

degree of description of the attributes in each garment image.
Larger values of these indices are preferable. The evaluation
was performed on 10,000 pairs, and the average value of each
evaluation indicator was calculated.

2) Results: The evaluation results for the captions gener-
ated by the proposed method in FACAD170K and DeepFash-
ion are listed in Tables VII and VIII. A comparison of the
results across datasets shows that the evaluation values for
FACAD170K are higher than those of DeepFashion for all
indicators. This is because the image-caption generation model
ClipCap was trained on the FACAD170K data; consequently,
the attribute information of FACAD170K was more appropri-
ately reflected in the captions. For attribute scoring methods,
frequency-of-occurrence-based attribute scoring tends to per-
form better than attribute estimation-based attribute scoring
on both datasets. In particular, FACAD170K outperformed the
attribute scoring based on attribute estimation for all evaluation
indicators. Regarding caption scoring methods, caption scoring
based on relative score addition outperformed caption scoring
based on top-attribute comparisons for all evaluation indices
in both datasets. These results indicate that under the exper-
imental conditions of this study, the combination of attribute
scoring based on the frequency of occurrence and caption
scoring based on relative score addition is the most effective.

B. Prompt-based VLM Method

As stated in the previous section, three candidates exist
for the VLM: OpenAI GPT-4o, Anthropic Claude 3.5 Sonnet,
and Google Gemini Pro 1.5. Their effectiveness in generating
a caption highlighting differences between clothing items is
compared with the previously discussed prompts. In addition
to that, the effectiveness and necessity of prompting techniques
of few-shot examples and chain-of-thought reasoning are ver-
ified.

1) Methods: In this experiment, one of the authors an-
notated qualitative evaluations on generated captions for 15
pairs of clothing images. Since the annotations are time-
intensive, experiments are systematically conducted on limited
combinations of VLMs and prompting techniques.

Generated captions were evaluated by the following anno-
tations and text length. A five-point Likert scale is utilized for
concreteness and accuracy for the following clothing attributes.
Concreteness is annotated based on whether the attribute is
explained in the caption, while accuracy is given by whether
the description of the attribute is correct.

• Design, Silhouette, and Details
• Material
• Color, Pattern, and Print
• Wearing Scene
• Comparison with another clothing item

for the derivative attributes, only concreteness is annotated
because of their subjective nature.

• Impression
• Effect
• Wearing Scene
• Coordination and Styling
• People recommended for
In the preliminary experiment, the zero-shot setting does

not produce captions containing all attributes specified in the
prompt with any of the VLMs. Therefore, each VLM is
combined with few-shot examples. Three VLMs were com-
pared with few-shot examples without the chain-of-thought
reasoning. The effectiveness of chain-of-thought reasoning is
compared with the best-performed VLM.

2) Result: Of the captions generated by three VLMs with
few-shot examples, the average text length did not significantly
exceed the target of 100 words with all VLMs. Claude 3.5
Sonnet surpassed other models in all attributes for average con-
creteness and accuracy, describing design, color, impression,
and effect for almost all pairs. The performance on material,
coordination, and recommended people were worse than on
other attributes. Gemini 1.5 Pro performed inferiorly, particu-
larly in terms of descriptions of materials and coordination.

Introducing chain-of-thought reasoning improved the per-
formance of Claude 3.5 Sonnet in terms of materials, coordina-
tion, and recommended people while preserving performance
in other attributes and text length compliance. The prediction
result of attributes as the first step was accurate for all pairs,
possibly improving the captions.

From the experiment results, Claude 3.5 Sonnet with few-
shot examples and chain-of-thought reasoning is adopted in
the prompt-based VLM.

VI. QUALITATIVE EVALUATION OF GENERATED CAPTIONS

A. Objectives

This experiment evaluates the effectiveness of the proposed
caption-generation methods by assessing the accuracy of at-
tribute description, the clearness of explanation for differences
between pairs, and the usefulness in clothing item comparison.

B. Methods

In this experiment, the captions generated by the proposed
methods were presented to a group of subjects for evaluation.
The subject group comprised ten male and female subjects in
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TABLE VII
RESULTS IN FACAD170K.

Attribute Scoring Caption Scoring Differential Attributes Overall Attributes
Precision Recall F1 Score Precision Recall F1 Score

Attribute Estimation Comparison of Top Attributes 0.145 0.171 0.144 0.198 0.174 0.173
Relative Score Addition 0.157 0.223 0.172 0.212 0.225 0.206

Frequency of Occurrence Comparison of Top Attributes 0.204 0.324 0.236 0.248 0.294 0.258
Relative Score Addition 0.214 0.369 0.256 0.274 0.353 0.297

TABLE VIII
RESULTS IN DEEPFASHION.

Attribute Scoring Caption Scoring Differential Attributes Overall Attributes
Precision Recall F1 Score Precision Recall F1 Score

Attribute Estimation Comparison of Top Attributes 0.051 0.089 0.058 0.077 0.091 0.077
Relative Score Addition 0.070 0.136 0.084 0.123 0.164 0.131

Frequency of Occurrence Comparison of Top Attributes 0.057 0.139 0.075 0.088 0.143 0.104
Relative Score Addition 0.059 0.156 0.080 0.096 0.171 0.118

TABLE IX
SET QUESTIONS AND OPTIONS.

No. Question
Q1 Do you think the description of the attributes of Garment A/B

is specific and accurate?
Q2 Do you think the description of the derivation based on the

attributes of Garment A/B is specific and accurate?
Q3 Do you think that the attributes and derivatives unique to

Garment A/B are described specifically and accurately?
Q4 Do you think a clear comparison is being made with Garment

B/A in the caption to Garment A/B?
Q5 Do you think the two captions help you compare garments

when you are choosing one to buy?

their 20s. Five pairs of clothing images were prepared. Two
proposed algorithms are applied for each pair, and two pairs
of captions are obtained. The clothing images and caption
pairs were presented to the subjects without specifying the
generation method and were evaluated.

Two examples of the presented pairs of clothing images
and generated captions are shown in Figure 4. The other
three pairs are provided in the supplementary. The pairs
consist of highly similar clothing items based on preliminary
experiments indicating that captions are most needed when
distinguishing between highly similar clothing items. Each
item of the pair is referred to as Garment A or B in the captions
and questionnaire.

Table IX shows the questions and options set. To make
the terms of attributes, derivatives, and these unique to one
garment and clear comparison explicit to the subjects, the
caption of Figure 2 and each corresponding part of the text
was shown to the subjects in advance. Q1 and Q2 were
designed to assess how accurately the caption represented
garment attributes. Q3 and Q4 assessed how well the captions
described the differences between items. Furthermore, Q5 was
established to test the usefulness of the caption pairs provided
for comparing garments. Q1 to Q4 were answered for each
caption of pairs, whereas Q5 was asked for each caption pair.
A five-point Likert scale was used to answer each question as

follows.

• Strongly Agree
• Agree
• Neutral
• Disagree
• Strongly Disagree

In addition, the subjects were asked to explain their answers
to Q5 and any erroneous features and features not described
in the caption.

Wilcoxon’s signed-rank test was used as the test method.
This test checked whether the answers to each question for the
caption generated by prompt-based VLM were significantly
biased from neutral and whether there were significant differ-
ences between the caption generation methods. The signifi-
cance level was set at 5%. Furthermore, Bonferroni correction
was applied to account for the effects of multiple tests.

C. Results

The proportions of the responses to each question are shown
in Figure 5. For the captions and pairs generated by the caption
pair selection method, approximately half of the respondents
positively answered ‘strongly agree’ or ‘agree’ in Q1. In the
rest of the questions, the percentage of favorable responses
was well below half. In particular, more than 95% of the
answers were ‘strongly disagree’ or ‘disagree’ in Q4. For those
generated by the prompt-based VLM method, more than 80%
of the respondents answered ‘strongly agree’ or ‘agree’ in
all questions, and more than half answered ‘strongly agree.’
The percentage of negative answers was relatively high in Q5,
where about 10The p-value of the Wilcoxon singed-rank test
was below 0.5%, the significance level after adjusting with
Bonferroni correction, for all comparisons between the caption
pair selection and the prompt-based VLM method and bias
from neutral for the prompt-based VLM method.

We obtained the following explanations from respondents
for negative answers in Q5 towards the caption by prompt-
based VLM.
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Breathable slubbed tech modal and piqu knit ensure performance comfort in a standby polo with easy appeal.

Caption Pair Selection

Make a statement with this blue and white striped camp collar shirt. Its relaxed fit and full button-front closure 

create a breezy, laid-back silhouette perfect for summer events. Unlike Garment A's more conservative polo 

style, this shirt features a trendy camp collar and eye-catching vertical stripes, ideal for those who enjoy 

expressing their personality through fashion. The lightweight woven fabric keeps you cool during beach 

vacations or outdoor parties. Recommended for the fashion-forward individual who embraces bold patterns and 

a vacation-inspired aesthetic in their wardrobe.

Prompt-based VLM

Breathable slubbed tech modal and piqu knit ensure performance comfort in a standby polo with easy appeal.

Caption Pair Selection

This light blue polo shirt offers a classic, versatile style perfect for various occasions. Its button-down collar and 

3-button placket provide a refined touch, while the soft, lightweight knit fabric ensures all-day comfort. Unlike 

Garment B's bold stripes, this polo's solid heathered color allows for easy pairing with multiple bottoms. Ideal 

for those who prefer a timeless, understated look, this shirt transitions seamlessly from casual office settings to 

weekend outings, making it a wardrobe essential for the modern man seeking both style and versatility.

Prompt-based VLM

1A

1B

(a) Pair 1.

Soft and stretchy cotton blend fleece mean easy comfort in comfort joggers with an elastic drawstring waistband.

Caption Pair Selection

Embrace comfort with these charcoal grey jogger-style pants, designed for ultimate relaxation and ease of 

movement. In contrast to Garment A's more structured design, these pants feature a soft, stretchy fabric with a 

drawstring waist, perfect for athletic activities or lounging. The heathered texture adds visual interest, while the 

tapered leg and cuffed ankles provide a trendy silhouette. Ideal for those prioritizing comfort and a sporty 

aesthetic, these pants are best paired with t-shirts and hoodies for a laid-back look that Garment A's more 

tailored style doesn't offer.

Prompt-based VLM

Outfitted with elasticized drawstring waist cargo pocket and utilitarian inspired patch pocket these crew pants 

are the ultimate in rugged utility.

Caption Pair Selection

These olive green straight-leg pants offer a perfect blend of casual comfort and smart style. Unlike Garment B's 

relaxed jogger design, these feature a more structured silhouette with a button closure and belt loops, making 

them versatile for both weekend outings and smart-casual work environments. The tapered ankle with elastic 

cuffs provides a modern touch, elongating the legs while maintaining comfort. Ideal for those seeking a 

polished casual look, these pants pair effortlessly with t-shirts or button-ups, offering greater versatility than the 

sportier alternative.

Prompt-based VLM

2A

2B

(b) Pair 2.

Figure 4. Examples of presented clothing images pair and captions shown to participants.

Pair 1 It is difficult to read the intent compared to the
reference captions, whether it is a comparison of clothing
features or impressions.

Pair 4 Items are so different that I don’t really feel the need
to refer to the caption.

Pair 5 The caption for Garment A describes it as “Unlike
Garment B, this jacket is ideal for mild weather” but
the caption for Garment B states that it is “While less
suitable for rainy conditions than Garment A” giving the
impression that the opposite is true

Pair 5 There are some errors in the characteristics, and I feel
a discrepancy with the impression I actually have.

Pair 5 It is hard to tell what they are comparing. I felt like
there was a mix of functional and visual comparisons
compared to the reference captions.

In most explanations for negative answers to the caption pair
selection method, it is pointed out that the captions are short,
and described attributes are easily understandable only from
the images without reading the caption.
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Embroidered trim accentuates the v neck of this dreamy striped top cut with a split neckline that play up the 

stripey sophistication.

Caption Pair Selection

This elegant turquoise blouse combines modern simplicity with feminine touches. Featuring a V-neckline, 

button-front closure, and ruffled cuffs, it offers versatility that Garment A's tie-front and polka dot design can't 

match. The lightweight, slightly textured fabric in a solid color makes it perfect for office wear or semi-formal 

events. Unlike Garment A's more whimsical style, this blouse provides a streamlined look that's easy to dress up 

or down. Ideal for those seeking a versatile piece, it layers beautifully under blazers or cardigans for a polished, 

professional appearance.

Prompt-based VLM

With it bubbly print and puffed sleeve this polka dot blouse is a delightful way to add a fun and playful air to 

your ootd.

Caption Pair Selection

This charming mint green blouse features a playful polka dot pattern and feminine details like a tie-front 

neckline, gathered shoulders, and ruffled cuffs. The light, flowy fabric and short sleeves make it perfect for 

casual outings or creative office environments. Unlike Garment B's solid color and button-front design, this 

blouse offers a more whimsical, retro-inspired look. Ideal for those who love incorporating patterns and vintage-

inspired pieces into their wardrobe, it pairs beautifully with high-waisted jeans or skirts for a balanced 

silhouette.

Prompt-based VLM

3A

3B

(c) Pair 3.

Shapely pleated and textured in cotton candy stripe that fade at the waist this shorts and tiered midi is the 

perfect complement to your 9 to 5.

Caption Pair Selection

Embrace effortless elegance with this navy blue striped wrap skirt. Its asymmetrical design and pleated texture 

offer a softer, more feminine alternative to Garment A's structured leather look. The lightweight fabric and tie 

waist provide comfort and versatility, making it perfect for office wear or casual outings. The vertical stripes 

elongate the figure, while the wrap style allows for easy movement. Unlike Garment A's edgy appeal, this skirt 

exudes a relaxed, summery vibe that's ideal for those who prefer a more fluid, adaptable piece in their wardrobe. 

Style with a simple top for a chic, put-together look.

Prompt-based VLM

Cutoff elbow release provide a fresh twist on a belt bag skirt made from slick leather and one-piece on an 

ultrafine faux suede sole.

Caption Pair Selection

Make a bold statement with this sleek black faux leather midi skirt. Its A-line silhouette and button-down front 

create a striking, edgy look that's perfect for evening events or fashion-forward workplaces. Unlike Garment B's 

relaxed fit, this skirt offers a more structured, form-fitting style that elongates the legs and defines the waist. 

The smooth, glossy texture adds a touch of sophistication, making it ideal for those who want to stand out with 

a modern, daring ensemble. Pair with fitted tops for a sleek silhouette that's sure to turn heads.

Prompt-based VLM

4A

4B

(d) Pair 4.

Figure 4. Examples of presented clothing images pair and captions shown to participants.

D. Discussions

The overall result indicates that the caption pairs generated
by the prompt-based VLM method are preferred to those
generated by the caption pair selection method. From the re-
spondents’ explanation, the utilized existing caption generator
does not cover all the attributes required for the captions that
highlight differences. The fact that the proportion of positive
answers in Q2 is lower than in Q1 for caption pair selection
implies that the caption generator only describes clothing
attributes such as design and material and fails to explain

derivatives like impression and coordination. Additionally, a
high proportion of negative answers in Q4 shows the limitation
of caption pair selection in that the existing generator cannot
generate captions that explicitly describe differences, and
thus, such captions cannot be selected. These weaknesses
can be covered by fine-tuning, although it requires a dataset
of captions that contains derivatives. On the other hand, the
flexibility of the state-of-the-art VLM can address such an
issue by in-context learning with only a few examples.

The negative answers in Q5 for prompt-based VLM indicate
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Rich silk and cotton blend venetian cotton denim defines a classic sport tee updated in contrast poplin placket.

Caption Pair Selection

Embrace warmth and style with this navy corduroy jacket featuring a cozy sherpa collar. The thick corduroy 

fabric and button-up front offer superior insulation compared to Garment A, making it perfect for cooler weather. 

Large patch pockets add a rugged touch and practicality. While less suitable for rainy conditions than Garment 

A, this jacket excels in providing comfort and a fashionable texture. Ideal for those who appreciate a more 

substantial, textured jacket that pairs beautifully with jeans and flannel shirts for a classic cold-weather look.

Prompt-based VLM

Live on a fancy island getaway in this lightweight water repellent fleece jacket topped with a functional main 

compartment panel.

Caption Pair Selection

This navy blue lightweight jacket offers versatility for various casual occasions. With its zip-up front, button 

placket, and stand collar, it provides adjustable protection against wind and light rain. The elastic waistband 

ensures a snug fit, while flap pockets add functionality. Unlike Garment B, this jacket is ideal for mild weather 

and can be easily layered. Perfect for those who value adaptability in their outerwear, it pairs effortlessly with 

jeans or chinos for a sporty, casual look.

Prompt-based VLM

5A

5B

(e) Pair 5.

Figure 4. Examples of presented clothing images pair and captions shown to participants.

room for improvement in this approach. One of the reasons
is the lack of logical consistency in the generated captions.
For example, a further interview for a negative answer in Pair
5 revealed that the respondent felt uncomfortable with the
phrase “The thick corduroy fabric and button-up front offer
superior insulation compared to Garment A”. It is natural to
think that insulation is introduced only by corduroy fabric,
not by button-up front. Another example is that one of the
respondents found that the part of the caption for 1A, “Unlike
Garment B’s bold stripes, this polo’s solid heathered color
allows for easy pairing with multiple bottoms.” describes a
clothing feature, while the corresponding description for 1B,
“Unlike Garment A’s more conservative polo style, this shirt
features a trendy camp collar and eye-catching vertical stripes,
ideal for those who enjoy expressing their personality through
fashion.” shows an impression, giving a misleading feel. The
caption for 1A implicitly includes a nuance that 1A is less eye-
catching and thus can be combined with various bottom items,
which can be explicitly stated for a clearer caption. These
logical issues could potentially be resolved by extending the
chain-of-thought reasoning so that relations between attributes
are inferred. Another reason can be the subjective nature of
derivative attributes since one respondent found a discrepancy
between the description and her or his impression for pair
5 while others necessarily did not. This issue suggests that
personalization can be required to describe such attributes.

VII. CONCLUSION AND FUTURE WORK

This study proposed and evaluated a caption-generation
method that highlights the differences between pairs of gar-
ment images to provide helpful information for consumers
when comparing products. The content that should be included

in the captions for the clothing item comparison is assessed
from lifestyle magazine articles. The method to generate the
captions without preparing a task-specific dataset is discussed,
and two methods are proposed, namely caption pair selection
and prompt-based VLM. In the caption pair selection method,
two garment images are input independently into an image
caption generator to generate multiple captions. Attribute
scores are then calculated for each image. A caption score
is then calculated for each caption in the multiple captions
generated for each image using the attribute scores. Finally,
the captions are selected and output based on caption scores.
Automatic evaluation experiments were conducted on attribute
scoring and caption scoring, focusing on accurately describing
the features of a single garment and the differences between
garments. In the prompt-based VLM method, two images are
given to the VLM, and a pair of captions are generated simul-
taneously. The prompt is designed based on the assessment to
describe clothing attributes and item comparisons. Addition-
ally, prompting techniques for few-shot examples and chain-
of-thought reasoning are utilized. Since there are multiple ap-
proaches and VLMs to implement these methods, preliminary
experiments are conducted. Methods employing attribute scor-
ing based on the frequency of occurrence and caption scoring
based on relative score addition were rated highly. Attribute
scoring based on frequency of occurrence uses the frequency
of an attribute’s occurrence in the caption as the attribute
score, whereas caption scoring based on relative score addition
calculates the relative value of the attribute score and adds it
to the number of attributes that appear. Furthermore, captions
generated by a combination of methods that received high
ratings in the automatic evaluation experiment were presented
to the subjects, and a qualitative evaluation of their useful-
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(b) Prompt-based VLM.

Figure 5. Percentage of answers to each question for captions generated by
proposed methods.

ness was conducted. Multiple state-of-the-art VLMs publicly
available through APIs are evaluated by annotating generated
captions using several criteria determined by the assessment of
the item comparison article. As a result, Claude 3.5 Sonnet is
selected, and the effectiveness of chain-of-thought reasoning
by estimating clothing attributes is verified. The quantitative
evaluation with a questionnaire revealed that the prompt-based
VLM generates captions containing the required content for
comparison and provides helpful information for comparing
two garments with the flexibility of the state-of-the-art VLM.
Furthermore, it is confirmed that the proposed method has
room for improvement due to the need for more logical
consistency and subjectivity of the clothing attributes.

The proposed method can only specify two garment images
as input images. We plan to extend this approach to handle
more than three garment images to meet consumer garment
comparison needs better. Based on the assessment of clothing
item comparison articles, captions generated for each item
can be concatenated to provide information for comparison.
The prompt-based VLM method can be easily extended for

multiple clothing items, provided that the sequence length for
inputs and outputs of VLM is sufficient.
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